
A Bayesian Analysis of the DoomsdayArgumentJonathan Oliver and Kevin Korbjono@ultimode.com, korb@cs.monash.edu.auDepartment of Computer Science,Monash UniversityClayton, Victoria 3168 AustraliaJanuary 27, 1998AbstractThe doomsday argument purports to show that starting solely fromthe information of what your birth rank is amongst some population theextinction of that population is near at hand, or at any rate signi�cantlynearer than you had previously supposed. Various authors have suggestedthat this is a straightforward consequence of Bayesian reasoning. We showthat Bayesian reasoning is both more subtle and more plausible than thedoomsdayers' understanding of it.1 IntroductionThe doomsday argument (DA) [8, 6, 9] claims that starting solely from theinformation of what your birth rank1 is we should prefer the hypothesis thatthe extinction of humanity is near rather than remote. Intuitively, the argumentruns: an inductive inference to a hypothesis should in general make the evidencemore probable than do alternative hypotheses; what would make your birth rankmore probable than otherwise is the hypothesis that your birth is typical ratherthan atypical; if homo sapiens endures for millions of years into the future, youwould be an atypically early member of the species; therefore, homo sapiens willgo extinct relatively soon.In the form in which the argument has been presented in the literature thedoomsday argument requires the following two assumptions:� we consider two competing hypothesis [8, p. 86] [3, p. 78], namely QuickDoom (QD) and Doom Deferred (DD).1A person's birth rank is the position in the birth order, numbered consecutively of allpeople who will ever be. 1



� we will make inferences under the Human Randomness (HR) assumption[4, p. 248]:\We can validly consider our birth rank as generated by randomor equiprobable sampling from the collection of all persons whoever live."Let N be the total number of people who will ever be, and let R be our birthrank. We �nd that the application of Bayes' theorem:P (HQDjR = r) = P (R = rjHQD)P (HQD)P (R = rjHQD)P (HQD) + P (R = rjHDD)P (HDD)in combination with the human randomness (HR) assumption leads us to preferthe Quick Doom hypothesis over the Doom Deferred hypothesis. In fact, if Ris 60 billion, and we are initially indi�erent between HQD and HDD, and if weinterpret the latter in precise form as the assertion that homo sapiens will goextinct after 100 billion and 1,000 billion humans respectively, then the posteriorprobability of Quick Doom is the quite threatening value of 0.9091.Since the argument proposes making a signi�cant change in our assessmentof our collective life span on what appears to be, at best, very thin evidence,it is natural to look for assumptions behind the doomsday argument that arevulnerable. We believe that both the identi�ed assumptions are open to seriousdoubt.2 A Statistical Analysis of DoomsdayFirst, we show that the restriction that previous authors have imposed on thedoomsday argument by limiting consideration to two hypotheses | Quick Doomand Doom Deferred | is a signi�cant mistake. Whereas those authors havetaken this as a simplifying assumption that helps to set out the inferentialmatters at stake clearly (e.g., [8, p. 86] [3, p. 78]), we believe instead that itdistorts the problem, leading to serious misunderstandings of it.A more realistic set of competing hypotheses than simply HQD and HDDwould be:� H1 : N = 1� H2 : N = 2. . .� HU : N = UwhereHi asserts that the population size of homo sapiens will be i and U is someupper limit on the number of people, perhaps based upon subjective beliefs, orperhaps based on considerations such as the estimated mass of the universe,2



etc. The question is whether adopting the more realistic set of hypotheses asa priori tenable makes any di�erence to the conclusion. The answer is that itdoes, and the di�erence is enormous.2.1 Classical Statistical EstimationThis problem is known to statistics as the serial number problem [10, p. 33]. InWorld War II, the Allies considered the problem of estimating enemy production(in particular, that of tanks) by serial number analysis [10, p. 33] [5, p. 212].If they had sighted T tanks uniformly sampled (without replacement2) from1 : : :N and R was the maximum serial number (i.e., the highest serial numbersighted), then the maximum likelihood estimate of N would beN̂MaxLik = RAn unbiased estimate of N would beN̂Unbiased = T + 1T R � 1In the doomsday problem we have only sampled one point and hence (at thetime of observation)̂NMaxLik = R; N̂Unbiased = 2R� 1These estimators were used to good e�ect by the Allies, in large part because thesample sizes attained were not small. The estimates produced were consistentlybetter than those of a more traditional source, spies. In the meantime, we aretold, Allied manufacturers during World War II deliberately left random gapsin their serial numbers.2.1.1 A Classical AnalysisIf the doomsday proponent is prepared to use a classical unbiased estimator,then on the human randomness (HR) assumption, the doomsday scenario isendorsed: If R = 60� 109 (sixty billion) (a possible �gure for one of us), thenN̂Unbiased = 2R�1 � 120�109, which is not so far away. This is not an entirelyunreasonable argument, although as with all classical statistics, it totally ignoresthe prior probability of an early doom. The main di�culty here is that suchclassical estimators display very high variability with small sample sizes | andhere we have a sample size of one. In such a case, the standard error of theestimate cannot even be calculated using classical methods. Most proponents ofdoom, however, have suggested that they are thinking of a speci�cally Bayesianargument for doom. We now assess the Bayesian inference to early extinction.2We assume that the serial numbers are sampled without replacement since the serialnumbers were probably obtained by destruction or capture of the tank.3



2.2 Bayesian EstimationThe Bayesian approach to the serial number problem requires us to �nd theposterior probability distribution over N given R. To do this, we �rst need aprior probability distribution over N . Following other commentators, we shalladopt a uniform prior distribution over N in the range [1; U ]. Although this isnot a realistic assumption, it will allow us to assess readily whether or not thedramatic shift in the probability distribution, claimed by doomsdayers, is in theo�ng. Hence, P (N = n) = 1U for N = 1 : : :UThe likelihood of selecting a particular person R = r given a particular totalnumber of people N = n under the HR assumption is:P (R = rjN = n) = 1n if r � n; 0 otherwiseWe may then calculate the probability of selecting a particular person R = r:P (R = r) = UXn=1P (N = n)P (R = rjN = n)= 1U UXn=r 1nIf U is large, then we may approximate the sum by an integral:P (R = r) � 1U Z Ur 1ndn� 1U (loge U � loge r)Given the sample information R = r, we now calculate the posterior probabilityfor each hypothesis P (N = njR = r). We expand the posterior probabilityusing Bayes Theorem:P (N = njR = r) = P (R = rjN = n)P (N = n)P (R = r)� 1n UU 1(loge U � loge r)� 1n(loge U � loge r)In order to estimate of the total number of people who will ever exist we maycalculate the expected value of N given the experimental data.E(N jR = r) = UXn=1nP (N = njR = r)4



� UXn=rn 1n(loge U � loge r)� U � r(loge U � loge r)The expected value is a reasonable Bayesian point estimate of the size of thepopulation, one which summarizes the entire probability distribution3.U E(N) E(N jR = 60� 109)100� 109 50� 109 78:3� 1091; 000� 109 500� 109 334� 10910; 000� 109 5; 000� 109 1; 942� 109100; 000� 109 50; 000� 109 13; 471� 109Table 1: Expected Population SizesLetting R = 60�109 as before, then Table 1 gives the prior expected valueE(N) and the posterior expected value E(N jR = 60 � 109) for various valuesof U . Graphically, Figures 1 and 2 illustrate the prior and posterior probabilitydistributions in the doomsday argument when R is 60 billion and U is 100billion and 1,000 billion, respectively. Although the posterior distributions inboth cases peak at 60 billion, and are above the prior probability for 60 billion,it is important to note that the actual posterior probability at this peak is low,at around 0.033 and 0.0059, respectively | compared to the alarmist 0.9091 wecomputed for the �rst version of doomsday reasoning.

3\Fundamentalist" Bayesians reject attempts to summarize a posterior density by anypoint estimate as being unsound. We, however, consider it a reasonable practice in manycircumstances. 5
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Figure 1: DA Probabilities for R=60 and U=100
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Figure 2: DA Probabilities for R=60 and U=10006



More important than looking at the peaks of the posterior distributions how-ever, is considering the whole. Figure 3 gives the prior and posterior expectedpopulation size for R = 60 billion and varying U from 60 billion to 1,000 billion.We see that the expected population size changes only slightly between priorand posterior distribution.
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Figure 3: Prior and Posterior Expectation (R=60)2.2.1 A Bayesian AnalysisFrom these computational results we can draw the following conclusions:� If you believe prior to learning the current birth rank of some species thatthe species will be long lived, then learning that the current birth rank is\small" will only moderately change your beliefs about the expected lifespan of the species. (In all cases above, the change was less than an orderof magnitude.)� If you believe prior to learning the current birth rank of some species thatthe species will be short lived, then learning that the current birth rank is\small" moderately con�rms your prior beliefs about the expected lifespanof the species.In general, learning the relevant birth rank only has a moderate e�ect on one'sexpectation | given that the hypothesis space contains some plausible rangeof alternative hypotheses, rather than the doomsdayers' preferred forced choicebetween two alternatives. 7



Other authors have made much stronger claims on the basis of the doomsdayargument. For example, Leslie [8, pp. 86-7] claims that\[the doomsday calculations] suggest rather strongly that the risk ofQuick Doom is usually under-estimated and that we at least havelittle ground for thinking that a long-lasting human race is proba-ble."In a similar vein, Bostrom [1] claims that\by Bayes' theorem, you should update your beliefs about mankind'sprospects and realise that an impending doomsday is much moreprobable than you have hitherto thought."However, Table 1 and Figure 3 show that if there has been an underestimation ofQuick Doom, it has been a minor one. If we believed prior to knowing anyone'sbirth rank that it was equiprobable that there would be between one and onehundred thousand billion people, and we were informed that our birth rank was60 billion, then we should still expect the species to survive into the tens ofthousands of billions. Since the doomsday argument cannot provide guidanceabout which hypothesis space (i.e., which value for U) to adopt in the �rstplace, it does not suggest \rather strongly" that the risk of Quick Doom ishigh. Indeed, without speci�c argument constraining the size of our hypothesisspace, Figure 3 shows that we can expand the expected size of the populationarbitrarily, simply by adopting larger hypothesis spaces.Again, Eckhardt [4, p. 248] asserts (in an article attempting to rebut thedoomsday argument):\When correct allowance is made for the randomness assumption,doomsday reasoning has an unalterable bias towards earlier doom.The revision brought on by the HR assumption is not a redress ofsome optimistic bias in earlier estimates; it is an invariant featureof the argument that any and all revisions shorten time left untildoom. It matters not whether prior assessments predict early orlate doom, whether current populations are large or small, growingor shrinking, or whether many or few have been born to date; thereexists no constellation of circumstances under which a user of theargument concludes that prior assessments of doom ought to recede."Furthermore, Eckhardt produces a mathematical proof (see his footnote 8): thatunder the evidential circumstances of the doomsday argument, if P (N = njR =r) > P (N = n) and P (N = n0jR = r) < P (N = n0), then n < n0. Thisresult would appear to endorse the doomsdayers' theme. However, Eckhardt'sinterpretation of his proof goes too far. Whereas the posterior probabilities ofindividual (unrefuted) hypotheses nearer to the sample value necessarily increase(simply as a result of their higher likelihoods on the evidence), the expected8



value of the posterior probability distribution is by no means guaranteed toshrink. Indeed, Figure 3 illustrates over 200 billion counterexamples to thatinterpretation: every case where U is less than the cross-over point betweenprior and posterior expectation (around 300 billion) is one where the posteriorexpected population size is greater than the prior expectation.In short, the proponents of early doom, in simplifying the doomsday prob-lem to employ only two hypotheses, have simpli�ed the relevant probabilisticcalculations to the point where they no longer tell us anything useful aboutthe real world. Examining more realistic hypothesis spaces reveals that, whilethe probability shift they have identi�ed is real enough, it is so minor an e�ectthat it must be swamped by our uncertainties about what prior hypotheses toconsider.3 Human RandomnessAlthough we believe the above probabilistic considerations take all of the stingout of the doomsday argument, the second major assumption of that argumentcan also be questioned | and indeed it has been questioned by both Eckhardt[4] and us [7]. First, it is clear that there is in fact no physically uniform selectionprocess yielding the rank evidence at hand. Birth is a causal process and mightbe construed as a selection process. However, it is an elementary consequence ofevolutionary theory and the facts at hand that the next human birth does nothave an equal probability of reproducing Ishi, the last native Californian, as didIshi's actual birth, contrary to HR. What is a more plausible interpretation ofthe doomsdayer's position is that whatever non-uniform selection process yieldsour rank, we have no speci�c knowledge that it is predisposed to produce forus a birth rank that is either early or late, so on a principle of indi�erence weshould treat it as uniformly random. The doomsday argument thus rests uponan epistemic direct inference: the physical probability of our selection for ourparticular birth ranks is unknown, but, lacking contradictory or biasing evidenceof early or late selection, our subjective probability of our particular birth ranksshould be treated as uniform.The fact that HR depends upon epistemic direct inference raises some previ-ously unconsidered di�culties for the argument. In his treatment of the dooms-day argument, John Leslie repeatedly asserts that the point of the doomsdayargument is not speci�cally that Doom is near at hand, but rather that what-ever the probability of Quick Doom was prior to considering the argument, thatprobability is substantially greater after considering the argument [9, p. 204and p. 213]. The point of the argument is to induce a probability shift in favorof quick extinction, a shift which operates regardless of the available evidenceconcerning the lifetime of the population (and hence is a priori). In order to sup-port the further claim, not merely that Doom is nearer than previously expected,but also that Doom is in fact near to hand, Leslie also brings forth numerous9



a posteriori arguments in support of Quick Doom, such as our problems withmilitary technology, overpopulation, and environmental pollution. However, itis generally accepted that an epistemic direct inference is defeated if biasingprior knowledge is available (see, for example, [11]). Unfortunately for Leslie'sversion of the doomsday argument, all his empirical evidence of a near-termDoom tends to support the assertion that our birth ranks are biased towardsbeing late in the total ordering of births. In addition, other arguments might beadvanced to the e�ect that we are early in the likely lifespan of homo sapiens |including such things as our growing understanding of the risks of extinction,the prospects of space colonization, etc. The plausible result is that we know ofbiasing factors in the selection of our birth ranks, but we do not know what thecumulative e�ects are of these biases. Hence, these considerations of Leslie's,and the others, tend primarily just to show the inapplicability of the principleindi�erence operative in epistemic direct inference.Setting selection biases aside, there is an additional di�culty, or at leastoddity, with the use of HR in the doomsday argument. As Eckhardt points out[4, p. 257], a physically random uniform selection process over one class (say, hu-mans), cannot simultaneously be a physically random uniform selection processover a distinct class (say, mammals), since the probability of uniform selectionsin two distinct classes cannot both sum to one.4 Nor is this point restricted tophysical, as opposed to epistemic, uniform selection. Still, John Leslie's versionof the doomsday argument appears to avoid any trouble here. Leslie empha-sizes the �rst-person perspective in his version of the Argument. After all, thedoomsday argument historically developed out of Brandon Carter's anthropicprinciple [2], and much of the point there was that reexive observations aboutourselves observing the universe have interesting inferential implications. TheDA came from an attempt to apply such reexive considerations to our collectivelifespan. But, the only beings we know who can apply reexive considerations ofany kind are just homo sapiens. Hence, the object of such considerations mustbe all and only homo sapiens. We believe such a response to be mere evasion,for two reasons: �rst, we have no good reason to believe that homo sapiens ex-hausts the class of sapients (indeed, there is at least good reason to believe thatother homos were sapient despite our implicit denial in naming conventions);second, despite its origins, the DA lives or dies by the (probabilistic) logic itemploys, and that logic has nothing to do with who is doing the arguing. The�rst renders obscure both what population is being argued about and also whatbirth rank is correct; the second throws the issue of the right reference classwide open, since the argument may be applied to any number of populations.Gott argues [6] that all reference classes are right | that our birth rankrelative to the distinct populations in which we participate can be used to makeinferences about the lifespans of all those diverse populations. Since the birth4We ignore cases where the di�erence set has measure zero, since we are talking aboutclasses of �nite size. 10



ranks we have are relative to each population, it is possible that each is (rela-tively) uniformly randomly selected, even by a single selection process. ApplyingDA to these diverse populations, in each case we are being asked to view our-selves as typical members of the population with regard to birth rank: typicalhomo sapiens, typical homo, typical mammal, typical vertebrate, typical organ-ism, typical thing. Such a view has the decidedly atypical consequence thatrecently evolved populations shall die out soon and older populations will en-dure: in other words, that evolution is symmetrical with devolution, with homosapiens fading into the night, followed by homo (who, then, would be left?), fol-lowed by mammals generally, and eventually with the same kind of primordialooze lying about out of which we all originally came. One might consider thatsuch an outlandish story illustrates what happens when we push too hard tohave our theories �t the data: by rendering every data point (birth rank) aslikely as possible, we have rendered our theory as a priori unlikely as possible.4 ConclusionThe doomsday argument is, we believe, an example of probabilistic reasoninggone astray. The preconditions of proper Bayesian reasoning are not simplythat one have the probabilities that are explicitly asked for in Bayes' theorem.In addition, one must satisfy at least the additional conditions of:� Having a reasonable set of hypotheses under consideration. Having thewrong set almost necessarily distorts the prior probability distributionand, so, the posterior probability distribution.� Satisfying the total evidence condition. If the evidence used in Bayes'theorem does not report all of the relevant evidence | for example, byomitting biasing selection factors which are known to be relevant, thenoperating Bayes' theorem will produce posterior probabilities which candeviate arbitrarily from the correct values.The doomsdayers have neglected these preconditions for proper Bayesian rea-soning and have su�ered the consequence of promoting exaggerated and unsup-portable claims about the impact of a single observation of one's birth rank.AcknowledgmentsWe would like to thank Patrick Wilken for introducing us to the debate, AlanCrooke for some valuable discussions, and to Malcolm Clarke for giving us ref-erences to the classical statistics literature.
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