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#### Abstract

Almost all reported prevalence studies of which we are aware make exhaustive attempts to find diagnosed individuals and report all affected individuals, but make no attempt to estimate or adjust for missing cases. Yet very simple methods introduced in the planning stage of a prevalence study may enable investigators, or at least those subsequently reading their reports, to derive such adjusted estimates. If investigators keep track of the nature of the ascertainment of cases by source and collect and report data that allow calculation of the number of cases by source intersection, then they, or at least others, may derive estimates of missing cases and of the total population affected, by using readily available analogues of capture-recapture methods developed for wildilife populations censuses. Unfortunately, such methods are often inappropriately disparaged or ignored by epidemiologists. The derived estimates are sensitive to assumptions about dependence or independence ("interaction") of various sources, assumptions that sometimes are unprovable, and these estimates have some uncertainty because of statistical fluctuation. Moreover, most investigators who attempt exhaustive prevalence studies apparently believe that they have ascertained all cases and that there is no need to attempt to adjust for, let alone provide data pertinent to, the number of missing cases or to use a statistical method that will at best imply a certain imprecision to their result. Yet a survey that reports prevalence data without adjustment for, or data on, source intersection in essence makes an estimate of missing cases-zero-while providing no quantitative grounds for that claim. The results of all such surveys should be regarded with skepticism because, at best (if the case reports are accurate), they provide only a lower boundary of prevalence. We illustrate the grounds for these views by analyzing data from an apparently exhaustive prevalence study that used at least 14 distinct sources for ascertainment, including advertising, to find cases. Available limited data on source intersection provided in the report enable the plausible inference that the study missed about $25-40 \%$ of cases. We urge that no attempted complete prevalence studies be presented without data on ascertainment by source intersection. Am J Epidemiol 1992;135:1060-7.
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Almost all recent published surveys of the prevalence of disease of which we are aware make extensive attempts to find every indi-

[^0]vidual diagnosed with the condition, without attempting to make adjustment for, or to estimate, the completeness of ascertainment of cases. While investigators' descriptions of the sources and efforts used in prevalence studies may appear to be exhaustive, they provide usually no formal quantitative method of justifying their inference that there are no missing cases. Yet methods pertinent to this issue are readily available,
if their utility is recognized at the planning stage.

Some years ago Wittes and coworkers (14) in a series of papers observed that analogues of methods used by ecologists to estimate wildlife populations may be of value within epidemiology to estimate prevalence. Subsequently, log-linear methods were also developed for this epidemiologic application (5).

Despite the existence of these powerful methods, often termed "capture-recapture" in recognition of their ecologic antecedents, they are relatively little used within epidemiology. They have had perhaps more application in demography. Indeed, the earliest cited use is that of LaPlace (6) who invented the method to estimate the population of France in 1783, and their most prominent application has been in adjustments of the 1990 US census. Most of the few applications within epidemiology are instances in which investigators have available only a few sources known to be incomplete, such as vital record reports of congenital malformations, or small samples (e.g., refs. 1-3 and $7-10$ ). The derived estimates are subject to some sampling error that may be considerable, although it is of interest that rates of Down's syndrome in livebirths derived from birth certificates using very simple capturerecapture methods have provided estimates that in some instances appear more accurate than studies that attempted complete enumeration. (See ref. 11 for references and discussion.)

We suspect that most epidemiologists undertaking prevalence studies regard such capture-recapture methods, if they are aware of them, as useful only when a few, incomplete sources are available. Most investigators who undertake exhaustive attempts at ascertainment, or what we term an "attempted complete prevalence study," do not appear to recognize the utility of these methods. Yet capture-recapture methods applied to data from such surveys can provide some objective evidence to validate their assumptions of complete ascertainment or indicate that the survey has, unexpectedly, fallen short of its goal.

Indeed, we contend that the reports of prevalence studies in the literature must be regarded with skepticism unless such capture-recapture methods are applied. We illustrate here the rationale for this belief by considering the results of application of such methods to the reported data of an attempted complete prevalence study that appeared initially to be exhaustive. This example illustrates, we believe, not only grounds for the need for these methods but also the richness of inference possible from the application of even the simplest capturerecapture methods.

## BACKGROUND

Capture-recapture methods derive their name from censuses of wildlife populations in which a prespecified number of animals are captured, marked, released, and subject to recapture (for review, see refs. 12 and 13). Within the epidemiologic literature, the primary focus has been on estimates derived from analysis of overlapping incomplete lists of cases from different sources. In addition to the Bernoulli census (3) and log-linear methods (5), other alternatives, such as application of the truncated binomial distributions, have been proposed (14). An analysis comparing the validity of these methods has appeared (15).

The data used in analyses of incomplete lists are the tabulations of the number of cases found in each possible combination of ascertainment sources. If two sources are used, designated as A and B, there are three possible ways in which a case can be ascertained: only in A, only in B, or in both A and $B$ (which we denote as $A B$ ). If there are three sources, $\mathrm{A}, \mathrm{B}$, and C , then there are seven nonoverlapping possible modes of ascertainment: A only, B only, C only, AB not $\mathrm{C}, \mathrm{AC}$ not $\mathrm{B}, \mathrm{BC}$ not A , and ABC . In general, if there are $n$ possible sources, the number of different possible combinations of nonoverlapping sources of ascertainment is $2^{n}-$ 1. Occasionally, there is an advantage to pooling various types of sources and treating their union as a single source as suggested
by Wittes (3). Thus, in a study of a disorder associated with mental retardation, one might pool all state institutions for the retarded and treat this in the analysis as one single source.
A major issue in the analysis of data on multiple ascertainment is the question of possible dependencies of sources. If data from several different sources are available, then with, for example, log-linear methods (5) one may estimate and adjust for pairwise and higher order dependencies, up to a maximum of $n-1$, where $n$ is the total number of sources. Yet even if one has data on only two ascertainment types, one may still derive useful information pertinent to population prevalence estimates. If, for instance, two sources ( X and Y ) are independent and if the structure of the population is as given in table 1 , with $a$ cases reported in both X and $\mathrm{Y}, b$ cases only in source X , and $c$ cases only in source Y , then the maximum likelihood estimate (MLE) of cases in the population but not in X or in Y is

$$
\begin{equation*}
d_{\mathrm{MLE}}=\frac{b c}{a} . \tag{1}
\end{equation*}
$$

The corresponding estimate of the total population $(p)$ is

$$
\begin{equation*}
p_{\mathrm{MLE}}=a+b+c+\frac{b c}{a} \tag{2}
\end{equation*}
$$

or equivalently,

$$
p_{\mathrm{MLE}}=\frac{(a+b)(a+c)}{a}
$$

While these are MLEs, they are biased for
small samples, and a preferable, nearly unbiased estimator (NUE) for the unascertained cases is

$$
\begin{equation*}
d_{\mathrm{NUE}}=\frac{b c}{a+1} \tag{3}
\end{equation*}
$$

which implies a value for the total population of

$$
\begin{equation*}
p_{\mathrm{NUE}}=a+b+c+\left(\frac{b c}{(a+1)}\right) \tag{4}
\end{equation*}
$$

or equivalently,

$$
p_{\text {NUE }}=\left[\frac{(a+b+1)(a+c+1)}{(a+1)}\right]-1,
$$

a formula suggested initially by Chapman (16) and shown by Wittes (4) to be indeed virtually unbiased for wide ranges of parameter values.

If, however, sources X and Y are positively dependent (e.g., a case in Y is more likely to be ascertained in X than a case not in Y ), then the values of $d$ and $p$ derived from the above equations will be underestimates of the true population value (8). If sources $X$ and Y are negatively dependent, then the values derived from these equations will be overestimates.

As an anonymous reviewer of this paper has suggested to us, one may demonstrate heuristically the relation between the bias of the maximum likelihood estimate $d_{\text {mLE }}$ and source dependencies by considering the relative odds ratio ( $r$ ) that, if a case is reported in one source, it is reported in the other.

TABLE 1. Data structure by source of ascertainment: two-source case
Case reported in source $Y$


## Because

$$
\begin{gather*}
r=\frac{a d}{b c}  \tag{5}\\
d=(r)\left(\frac{b c}{a}\right)=(r) d_{\mathrm{MLE}} \tag{6}
\end{gather*}
$$

and

$$
\begin{equation*}
d_{\mathrm{MLE}}=\frac{d}{r} \tag{7}
\end{equation*}
$$

Thus, if the sources are positively dependent, then $r>1$ and $d_{\text {MLE }}$ is an underestimate of $d$, the true value in the population. Negative dependence implies $r<1$ and, thus, that $d_{\text {MLE }}$ is an overestimate.

Even if the sources are not independent, the derived values of $d$ and $p$ may be very useful in evaluating estimates of prevalence rates for the population. One may have, for instance, some independent knowledge of the likely direction of the dependence of any of two sources that have been used. Thus, if one knows that two particular sources are likely to be positively dependent, then the estimates derived from the equations above and the boundaries of their confidence intervals may be regarded as plausible lower limits of the true values. If there is likely to be a negative dependence, then the estimates and the boundaries of their confidence intervals become plausible upper limits of the true values.

We apply these simple concepts below to a published attempted complete prevalence study that enabled us to make multiple separate estimates of the population size using the above equations and, from some independent judgments about the nature of the sources of ascertainment, to make estimates of the total number of cases unascertained by the study. While the study attempted an exhaustive prevalence survey, it also reported some limited data on ascertainment. Although there was no adjustment for source of ascertainment, the data provide evidence that the true prevalence is about 30 percent greater than that reported.

## THE STUDY

An extensive investigation of Huntington's disease, a genetic neurodegenerative
disorder, included a study of the prevalence of cases in Maryland on April 1, 1980 (17, 18). A search for all possible cases was undertaken, using 14 different ascertainment sources, including genealogical records from pedigrees. All cases identified as affected or possibly affected in each source were examined by the principal investigator, a neurologist, to confirm the diagnosis. The authors reported a total of 217 cases alive and resident in Maryland on the prevalence day with the characteristic motor signs for the disorder. There were 212 definite and five probable cases. For the probable cases, no affected relative could be documented. The authors did not present data on the numbers of cases by all possible intersections of sources of ascertainment. They did, however, provide sufficient data to allow calculation of the intersection of each particular source will all other sources pooled. This allowed us to estimate the number of missing cases.

In table 2, we present data by ascertainment on particular sources given (18). Within each group, the three entries in each row define values of $a, b$, and $c$. Here X, with $b$ unique cases, may be regarded as the source specific to the row, and Y , with $c$ unique cases, refers to cases listed in all other sources pooled.

## THE ANALYSIS: METHODS AND RESULTS

From data on each ascertainment source, we derived nearly unbiased estimates, $d_{\text {NUE }}$ and $p_{\text {NUE }}$, from equations 3 and 4 above, treating all other sources pooled as another separate source. We derived confidence intervals about these estimates using a goodness-of-fit-based method (19, 20). (This results in an asymmetric, more accurate interval than one derived from multiples of the standard error of the estimate.) The nearly unbiased estimates are presented in table 3. We reiterate that any estimate is probably too low if the sources are positively dependent and probably too high if the sources are negatively dependent.

The derived estimates of missing cases

TABLE 2. Cases by sources*

|  | b | $a$ | $c$ | $b+a$ |
| :---: | :---: | :---: | :---: | :---: |
| Source X | Unique to source X | In source $X$ and some other source | Not in source $X$ in some other source | Total in X |
| Genealogical investigation | 45 | 53 | 119 | 98 |
| Voluntary health organizations | 8 | 38 | 171 | 46 |
| General hospital discharge diagnosis | 6 | 36 | 175 | 42 |
| Johns Hopkins genetics clintc | 0 | 36 | 181 | 36 |
| Johns Hopkins discharge diagnosis | 1 | 34 | 182 | 35 |
| Radio and newspaper spots | 9 | 19 | 189 | 28 |
| Urban medical specialists | 8 | 14 | 195 | 22 |
| Veterans Administration hospitals | 9 | 12 | 196 | 21 |
| Nursing homes | 2 | 15 | 200 | 17 |
| Department of Social Services | 1 | 15 | 201 | 16 |
| Rural physicians | 3 | 10 | 204 | 13 |
| State psychiatric hospitals | 1 | 11 | 205 | 12 |
| County health departments | 4 | 2 | 211 | 6 |
| National Institutes of Health | 1 | 4 | 212 | 5 |

[^1]range from zero to 281 . (Recall that the total number of cases ascertained was 217.) The highest estimate is derived from a source with a small total number of cases (county health department, six cases). To diminish sampling fluctuation, we confine further consideration to estimates derived from the eight sources with 20 or more total case reports $(b+a)$ as noted in the last column of table 2. The estimates of missing cases derived from these, as noted in table 3, run from zero (derived from the Johns Hopkins genetics clinic data) to 136 (derived from Veterans Administration hospitals' data).

Only two derived estimates imply complete or nearly complete ascertainment. One
is that just cited, derived from the Johns Hopkins clinic data, and the other is from the Johns Hopkins discharge diagnoses $\left(d_{\text {NUE }}=5\right)$. If each of these sources is independent of all others pooled, then the total survey result would probably be close to complete. This would also imply that each of the other sources had negative dependencies with all the others pooled, since the estimates of missing cases derived from each of the other sources are much higher. However, if anything, it appears far more plausible that ascertainment of a case at the Johns Hopkins genetics clinic or through discharge diagnoses is positively associated with the ascertainment mode in all the other

TABLE 3. Numbers of cases reported in each source ( $n$ ), nearly unbiased estimates of unascertained cases ( $d_{\text {Me }}$ ), and total number of cases ( $\rho_{\text {muc }}$ ), on assumption of the independence of each source $X$ with all other sources pooled

| Source $X$ | $n$ | $d_{\text {me }}$ | $90 \%$ confidence interval | Prue | $90 \%$ confidence interval |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Genealogical investigation | 98 | 99 | 67-149 | 316 | 284-366 |
| Voluntary health organizations | 46 | 35 | 17-68 | 252 | 234-285 |
| General hospital discharge diagnosis | 42 | 28 | 12-59 | 245 | 229-276 |
| Johns Hopkins genetics Clinic | 36 | 0 | 0-7 | 217 | 217-224 |
| Johns Hopkins discharge diagnosis | 35 | 5 | 1-21 | 222 | 218-238 |
| Radio and newspaper spots | 28 | 85 | 43-174 | 302 | 260-391 |
| Uken medical specialists | 22 | 104 | 50-231 | 321 | 267-448 |
| Veterans Administration hospitals | 21 | 136 | 68-307 | 353 | 285-524 |
| Nursing homes | 17 | 25 | 6-80 | 242 | 223-297 |
| Department of Social Services | 16 | 13 | 1-54 | 230 | 218-271 |
| Rural physicians | 13 | 56 | 17-169 | 273 | 234-386 |
| State psychiatric hospitals | 12 | 17 | 2-78 | 234 | 219-295 |
| County health departments | 6 | 281 | 106-2,113 | 498 | 323-2,330 |
| National Institutes of Health | 5 | 42 | 5-270 | 259 | 222-487 |

sources pooled, since patients seen elsewhere subsequently would probably continue to carry the diagnosis made there, and cases already diagnosed elsewhere would probably be referred to that center. Moreover, ascertainment at the genetics clinic would also be likely to have a positive association with ascertainment through genealogical investigation of reported cases, the source with the largest number of reported cases. Thus, we regard estimates derived from these sources as likely to be underestimates because of plausible positive dependencies. The range of estimates of the missing cases generated from considering each of the other six sources with 20 or more cases is 28 (general hospital discharge diagnoses) to 136 (Veterans Administration hospitals). It would ap-
pear plausible that cases seen in Veterans Administration hospitals would be less likely than the average case to be seen in all other sources pooled because of the relatively closed nature of this organization, consistent with a negative source dependence. Thus, the 136 cases missed would appear, if anything, to be an overestimate. "Urban specialists," the source providing the next highest estimate, 104 cases missed, might, on similar grounds, provide a negative dependence and overestimate.

The next highest estimate of missing cases, 99 , is derived from genealogical investigation of reported cases. We believe that this source is, if anything, not negatively dependent with other sources but, rather, is either independent of them or, more plau-
sibly, positively dependent, for the presence of a case reported in genealogical investigation already implies that at least one relative was first ascertained in some other source. The derived value of $d_{\text {NUE }}=99$, therefore, is either a nearly unbiased estimate of the true number or an underestimate. The confidence interval 67-149 derived from this source thus may be regarded as, if anything, biased downward.

The next highest estimate, 85 missing cases, is derived from responses to radio and newspaper spot announcements. Presumably, individuals responding to media solicitations had some reason to believe they had or were concerned about Huntington's disease. This implies that they had already learned of the diagnosis through some medical source or perhaps were concerned because of some affected relative. All cases responding were investigated thoroughly by the authors, and only those confirmed were included in the survey. Yet, nine of 28 ( 38 percent) cases in this source were ascertained only here, not through medical sources or family genealogical investigation. We see no obvious reason why this source should be either positively or negatively dependent of all other sources. The values derived from this source provide a nearly unbiased estimate of the missing $(n=85)$ and total $(n=$ 302) cases, consistent with the 28 percent missed. Of the number of missing cases, the 90 percent confidence interval 43-174 is wider than and includes the 90 percent confidence interval 67-149 derived from genealogical records. The latter was, if anything, biased downward. Thus, a plausible 90 percent confidence interval about missing cases is bounded by 67-149, implying a 90 percent interval about the prevalence bounded by 284-366. This suggests that, with 90 percent confidence, somewhere between 24 percent and 41 percent of cases were missed.

## DISCUSSION

Our goal has been to illustrate the additional inferences possible from data on the
intersection of sources of ascertainment for an attempted complete prevalence survey, not to define a precise prevalence estimate for the disease considered, nor to draw criticism to the study itself. Its extensive search for cases, including advertising, and the other aspects of its investigation are superior to those of most reported prevalence surveys of genetic or congenital disorders and probably of other disorders as well. Indeed, the very inclusion of limited data on ascertainment that enabled this reanalysis indicates a recognition of the possible utility of such data, a recognition absent from most other attempted complete surveys of which we are aware.

The simple information that we could derive from the data provided in the report on the intersection of each source with all other sources enables the plausible inference that a significant proportion of cases were missed by this attempted complete prevalence survey. Were data available on more complex categories of source intersections, particularly on three-or-more-way intersections of genealogical records, public media responses, and the others, then one could make a more refined estimate and probably narrow the confidence interval.

Of course, any estimate of missing cases may be inaccurate. There may always be some higher order intersection of sources of which one is unaware. However, the assumption of most attempted complete prevalence surveys, that they have found all cases, results also in an "estimate" of missing cases: zero or negligibly small. One may evaluate independently this assumption with quantitative methods if information on ascertainment sources and their intersections is available. If data by ascertainment source intersection are provided in prevalence studies, then one can undertake an independent evaluation of completeness. Without such data, however, no estimate of completion is possible. For this reason, we urge that no attempted complete prevalence studies be published without data on ascertainment intersection and that one should regard with skepticism published results of surveys that do not report such information.
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