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Summary 

A research pro ject applying a r t i f i c i a l i n t e l 
l igence techniques to the development of i n t e 
grated robot systems Is descr ibed. The experimen
t a l f a c i l i t y consists of an SDS-940 computer and 
associated programs c o n t r o l l i n g a wheeled vehic le 
that ca r r i es a TV camera and other sensors. The 
primary emphasis is on the development of a system 
of programs for processing sensory data from the 
veh ic le , fo r s to r i ng relevant in format ion about 
the environment, and for planning the sequence of 
motor act ions necessary to accomplish tasks in the 
environment. A t yp i ca l task performed by our 
present system requires the robot vehic le to r e 
arrange (by pushing) simple objects in i t s env i ron
ment . 

A novel feature of our approach is the use of a 
formal theorem-proving system to plan the execution 
of h i gh - l eve l funct ions as a sequence of o ther , 
perhaps l ower - l eve l , func t ions . The execution of 
these, in t u r n , requires add i t i ona l planning at 
lower l eve l s . The main theme of the research is 
the i n teg ra t i on of the necessary planning systems, 
models of the wor ld , and sensory processing sys
tems i n t o an e f i i c i e n t whole capable of performing 
a wide range of tasks in a real environment. 
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I I n t roduc t ion 

At the Stanford Research I n s t i t u t e we are im
plementing a f a c i l i t y f o r the experimental study of 
robot systems. The f a c i l i t y consists of a t ime-
shared SDS-940 computer, several core-loads of p ro 
grams, a robot veh i c le , and spec ia l i n te r face 
equipment. 

Several e a r l i e r reports'1" and papers2-4 de
scr ib ing the pro ject have been w r i t t e n ; in t h i s 
paper we sha l l describe i t s status as of ear ly 
1969 and discuss some of our fu ture p lans. 

The robot vehic le i t s e l f is shown in F i g . 1. 
It is propel led by two stepping motors independent
ly d r i v i ng a wheel on e i t he r side of the v e h i c l e . 
It car r ies a v id icon t e l e v i s i o n camera and o p t i c a l 
range-f inder in a movable "head." Control log ic on 
board the vehic le routes commands from the computer 
to the appropriate ac t ion s i tes on the veh i c le . 
In add i t ion to the dr ive motors, there are motors 
to cont ro l the camera focus and i r i s se t t ings and 
the t i l t angle of the head. (A motor to pan the 
head is not yet used by present programs.) Other 
computer commands arm or disarm in te r rup t l o g i c , 
cont ro l power switches, and request readings of 
the status of var ious reg i s te rs on the veh ic le . 
Besides the t e l e v i s i o n camera and range-f inder 
sensors, several "cat -whisker" touch-sensors are 
attached to the veh i c l e ' s per imeter. These touch 
sensors enable the vehic le to know when it bumps 
in to something. Commands from the SDS-940 computer 
to the vehic le and in format ion from the vehic le to 
the computer are sent over two specia l radio l i n k s , 
one for narrow-band te lemeter ing and one f o r t rans 
mission of the TV video from the vehic le to the 
computer. 

The purpose of our robot research at SRI is to 
study processes for the rea l - t ime con t ro l of a 
robot system that i n te rac ts w i th a complex env i ron
ment. We want the vehic le to be able to perform 
various tasks that require i t to move about in i t s 
environment or to rearrange ob jec ts . In order to 
accomplish a wide va r i e t y of tasks ra ther than a 
few spec i f i c ones, a robot system must have very 
general methods. What is required is the i n teg ra -
t i o n in one system of many of the a b i l i t i e s that 
are usual ly found separately in i n d i v i d u a l A r t i f i 
c i a l I n te l l i gence programs. 

We can group most of the needed a b i l i t i e s i n t o 
three broad classes: (1) problem-solv ing, (2) mod
e l l i n g , and (3) percept ion: 

(1) Problem-Solving 

A robot system accomplishes the tasks given it 
by performing a sequence of p r i m i t i v e ac t ions , such 
as wheel motions and camera readings. For e f f i 
c iency, a task should f i r s t be analyzed i n t o a 
sequence of p r i m i t i v e act ions ca lcu la ted to have 
the desired e f f e c t . This process of task analys is 
is o f ten ca l led p lanning, because i t is accom
pl ished before the robot begins to ac t . Obviously, 
in order to p lan, a robot system must "know" about 
the e f fec t s o f i t s ac t ions . 
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( 2 ) M o d e l l i n g 

A body o f knowledge about t h e e f f e c t s o f a c 
t i o n s i s a t ype o f model o f t h e w o r l d . A r o b o t 
p r o b l e m - s o l v i n g system uses t h e i n f o r m a t i o n s t o r e d 
i n t h e model t o c a l c u l a t e what sequence o f a c t i o n s 
w i l l cause t h e w o r l d t o b e i n a d e s i r e d s t a t e . A s 
t h e w o r l d c h a n g e s , e i t h e r b y t h e r o b o t ' s own a c 
t i o n s o r f o r o t h e r r e a s o n s , t he model must b e u p 
d a t e d t o r e c o r d t h e s e changes . A l s o , new i n f o r m a 
t i o n l e a r n e d about t h e w o r l d s h o u l d b e added t o 
t h e m o d e l . 

( 3 ) P e r c e p t i o n 

Sensors a re necessa ry to g i v e a r o b o t sys tem 
new i n f o r m a t i o n about t h e w o r l d . By f a r t h e most 
i m p o r t a n t senso ry system i s v i s i o n , s i n c e i t a l 
lows d i r e c t p e r c e p t i o n o f a good s i z e d p i e c e o f 
t he w o r l d beyond t h e range o f t o u c h . S ince we a s 
sume t h a t a r o b o t sys tem w i l l n o t a lways have 
s t o r e d i n i t s model e v e r y d e t a i l o f t h e exac t c o n 
f i g u r a t i o n o f i t s w o r l d and t h u s cannot know p r e 
c i s e l y t h e e f f e c t s o f i t s e v e r y a c t i o n , i t a l s o 
needs senso rs w i t h w h i c h t o check p r e d i c t e d c o n 
sequences a g a i n s t r e a l i t y a s i t e x e c u t e s I t s p l a n s . 

The i n t e g r a t i o n o f such a b i l i t i e s i n t o a 
s m o o t h l y - r u n n i n g , e f f i c i e n t sys tem p r e s e n t s b o t h 
i m p o r t a n t c o n c e p t u a l p rob lems and s e r i o u s p r a c t i c a l 
c h a l l e n g e s . For e x a m p l e , i t wou ld b e i n f e a s i b l e 
f o r a s i n g l e p r o b l e m - s o l v i n g system ( u s i n g a s i n g l e 
mode l ) t o a t t e m p t t o c a l c u l a t e the l o n g c h a i n s o f 
p r i m i t i v e a c t i o n s needed t o p e r f o r m l e n g t h y t a s k s . 
A way around t h i s d i f f i c u l t y i s to program a number 
o f c o o r d i n a t i n g " a c t i o n - u n i t s , " each w i t h i t s own 
p r o b l e m - s o l v i n g sys tem and mode l , and each r e s p o n 
s i b l e f o r p l a n n i n g and e x e c u t i n g a s p e c i a l i z e d 
f u n c t i o n . I n p l a n n i n g how t o p e r f o r m i t s p a r t i c u 
l a r f u n c t i o n , each a c t i o n - u n i t knows t h e e f f e c t s o f 
e x e c u t i n g f u n c t i o n s h a n d l e d b y v a r i o u s o f t h e o t h e r 
a c t i o n - u n i t s . W i t h t h i s knowledge i t composes i t s 
p l a n as a sequence o f o t h e r f u n c t i o n s ( w i t h t he 
a p p r o p r i a t e a rgumen ts ) and l e a v e s the p l a n n i n g r e 
q u i r e d f o r each o f t h e s e f u n c t i o n s u p t o the 
a c t i o n - u n i t s r e s p o n s i b l e f o r e x e c u t i n g them a t t h e 
t i m e t h e y a re t o b e e x e c u t e d . 

Such a sys tem o f i n t e r d e p e n d e n t a c t i o n - u n i t s 
i m p l i e s c e r t a i n a d d i t i o n a l p rob lems i n v o l v i n g com
m u n i c a t i o n o f i n f o r m a t i o n and t r a n s f e r o f c o n t r o l 
be tween u n i t s . When such a sys tem is Implemented 
o n a s e r i a l compute r w i t h l i m i t e d c o r e memory, o b 
v i o u s p r a c t i c a l d i f f i c u l t i e s a r i s e connec ted w i t h 
swapp ing program segments i n and o u t o f c o r e and 
h a n d l i n g i n t e r r u p t s i n r e a l t i m e . The c o o r d i n a t e d 
a c t i o n - u n i t scheme s e r v e s a s a u s e f u l g u i d e i n e x 
p l a i n i n g t h e o p e r a t i o n o f o u r s y s t e m , even t hough 
p r a c t i c a l n e c e s s i t i e s have d i c t a t e d o c c a s i o n a l d e 
v i a t i o n s f r o m t h i s scheme i n o u r i m p l e m e n t a t i o n . 
I n t h e n e x t s e c t i o n w e s h a l l d i s c u s s the p r o b l e m -
s o l v i n g p r o c e s s e s and mode ls a s s o c i a t e d w i t h some 
s p e c i f i c f u n c t i o n s o f t h e p r e s e n t SRI r o b o t s y s t e m . 

II SOME SPECIFIC FUNCTIONS OF THE ROBOT 
SYSTEM AND THEIR ASSOCIATED PROBLEM-

SOLVING PROCESSES AND MODELS 

A. Low L e v e l F u n c t i o n s 

The r o b o t system is capab le o f e x e c u t i n g a 
number o f f u n c t i o n s t h a t v a r y i n c o m p l e x i t y f rom 
t h e s i m p l e a b i l i t y t o t u r n t h e d r i v e whee ls a c e r 
t a i n number o f s t e p s t o t he a b i l i t y t o c o l l e c t a 
number of boxes by p u s h i n g them to a common area 
o f t h e room. The o r g a n i z a t i o n o f t h e s e f u n c t i o n a l 
a c t i o n - u n i t s i s no t s t r i c t l y h i e r a r c h i c a l , a l 
though f o r d e s c r i p t i v e conven ience w e w i l l d i v i d e 
them i n t o two c l a s s e s : low l e v e l and h i g h l e v e l 
f u n c t i o n s . 

O f t h e f u n c t i o n s t h a t we s h a l l m e n t i o n h e r e , 
the s i m p l e s t a re c e r t a i n p r i m i t i v e assembly l a n 
guage r o u t i n e s f o r mov ing the w h e e l s , t i l t i n g the 
head , r e a d i n g a TV p i c t u r e , and so o n . Two e x 
amples of t hese are MOVE and TURN; MOVE causes the 
v e h i c l e t o r o l l i n a s t r a i g h t l i n e b y t u r n i n g b o t h 
d r i v e whee ls i n u n i s o n , and TURN causes the v e h i c l e 
t o r o t a t e about i t s c e n t e r b y t u r n i n g the d r i v e 
whee ls i n o p p o s i t e d i r e c t i o n s . The arguments o f 
MOVE and TURN a r e t h e number of s t e p s t h a t t h e 
d r i v e whee ls a re t o t u r n (each s t e p r e s u l t i n g i n a 
v e h i c l e m o t i o n o f 1/32 i n c h ) and " s t a t u s " a r g u 
ments t h a t a l l o w q u e r i e s to be made about whe the r 
o r not t h e f u n c t i o n has been c o m p l e t e d . * 

Once begun , t he e x e c u t i o n o f any f u n c t i o n 
p roceeds e i t h e r u n t i l i t I s comp le ted i n i t s 
norma l manner o r u n t i l i t i s h a l t e d b y one o f a 
number o f " a b n o r m a l " c i r c u m s t a n c e s , such as the 
v e h i c l e bumping i n t o unexpec ted o b j e c t s , o v e r l o a d 
c o n d i t i o n s , r e s o u r c e e x h a u s t i o n , and so o n . Under 
o r d i n a r y o p e r a t i o n , i f e x e c u t i o n o f MOVE r e s u l t s 
in a bump, m o l l o n is s topped a u t o m a t i c a l l y by a 
s p e c i a l mechanism o n the v e h i c l e . T h i s mechanism 
can be o v e r r i d d e n by a s p e c i a l i n s t r u c t i o n f rom 
t h e c o m p u t e r , however , t o enab le the r o b o t t o push 
ob J e c t s . 

The p r o b l e m - s o l v i n g systems f o r MOVE and TURN 
are t r i v i a l ; t h e y need o n l y t o c a l c u l a t e what s i g 
n a l s s h a l l b e sent t o r e g i s t e r s a s s o c i a t e d w i t h 
the mo to rs i n o r d e r t o comp le te the d e s i r e d number 
o f s t e p s . 

At a l e v e l j u s t above MOVE and TURN is a f u n c 
t i o n whose e x e c u t i o n causes the v e h i c l e t o t r a v e l 
d i r e c t l y t o a p o i n t s p e c i f i e d b y a p a i r o f ( x , y ) 
c o o r d i n a t e s . T h i s f u n c t i o n i s imp lemented i n the 
FORTRAN r o u t i n e LEG. The model used by LEG c o n 
t a i n s i n f o r m a t i o n about t h e r o b o t ' s p r e s e n t ( x , y ) 
l o c a t i o n and h e a d i n g r e l a t i v e t o a g i v e n c o o r d i n a t e 
system and i n f o r m a t i o n about how f a r the v e h i c l e 
t r a v e l s f o r each s t e p a p p l i e d t o t h e s t e p p i n g 
m o t o r s . T h i s i n f o r m a t i o n i s s t o r e d a l o n g w i t h 
some o t h e r s p e c i a l c o n s t a n t s i n a s t r u c t u r e c a l l e d 
t he PARAMETER MODEL. Thus f o r a g i v e n ( x , y ) 

* Our i m p l e m e n t a t i o n a l l o w s a p rog ram c a l l i n g 
r o u t i n e s l i k e MOVE o r TURN t o r u n i n p a r a l l e l 
w i t h t h e mo to r f u n c t i o n s t h e y i n i t i a t e . 
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d e s t i n a t i o n as an argument of LEG, LEG's problem-
so lv ing system ca lcu la tes appropr iate arguments 
for a TURN and MOVE sequence and then executes 
t h i s sequence. Predicted changes in the robo t ' s 
l oca t i on and heading caused by execution of MOVE 
and TURN are used to update the PARAMETER MODEL. 

Ascending one more leve l in our system, we en
counter a group of FORTRAN " t w o - l e t t e r " rout ines 
whose execut ion can be i n i t i a t e d from the t e l e 
type. Our a c t i o n - u n i t system ceases to be s t r i c t 
ly h i e r a r c h i c a l at t h i s po in t , since some of the 
t w o - l e t t e r commands can cause others to be exe
cuted . 

One of these t w o - l e t t e r commands, EX, takes as 
an argument a sequence of (x ,y ) coordinate pos i 
t i o n s . Execution of EX causes the robot to t r a v e l 
from i t s present pos i t i on d i r e c t l y to the f i r s t 
point in the sequence, thence d i r e c t l y to the 
second, and so on u n t i l the robot reaches the las t 
point in the sequence. The problem-solving system 
fo r EX simply needs to know the e f f ec t caused by 
execut ion of a LEG program and composes a chain of 
LEG rou t i nes , each wi th arguments provided by the 
successive po in ts spec i f ied in the sequence of 
p o i n t s . Under ord inary opera t ion , i f one of these 
LEG rou t ines is ha l ted due to a bump, EX backs the 
veh ic le up s l i g h t l y and then h a l t s . A specia l 
feature of our implementation is the a b i l i t y to 
arm and serv ice i n t e r r u p t s (such as caused by 
bumps) at the FORTRAN programming l e v e l . 

Another t w o - l e t t e r command, P I , causes a p i c 
ture to be read a f t e r the TV camera has been aimed 
at a spec i f i ed pos i t i on on the f l o o r . The problem-
so lv ing system fo r PI thus ca lcu la tes the appro
p r i a t e arguments f o r a TURN rout ine and a head-
t i l t i n g r o u t i n e ; PI then causes these to be exe
cuted, reads in a p ic tu re from the TV camera, and 
performs processing necessary to ex t rac t informa
t i o n about empty areas on the f l o o r . (Deta i ls of 
the p i c tu re processing programs of the robot sys
tem are described in Sec. I l l below.) 

The a b i l i t y to t r a v e l by the shortest route to 
a spec i f i ed goal p o s i t i o n along a path ca lcu la ted 
to avoid bumping i n t o obstacles is provided by the 
t w o - l e t t e r command TE. Execution of TE involves 
the c a l c u l a t i o n of an appropr iate sequence of 
po in ts f o r EX and the execut ion of EX. This appro
p r i a te sequence is ca lcu la ted by a specia l problem-
so lv ing system embodied in the t w o - l e t t e r command 
PL. 

The source of in format ion about the world used 
by PL is a planar map of the room ca l led the GRID 
MODEL. The GRID MODEL is a h i e r a r c h i c a l l y orga
nized system o f f ou r -by - fou r g r i d c e l l s . I n i t i a l l y 
the "whole wor ld " is represented by a fou r -by - fou r 
array of c e l l s . A given c e l l can be e i t h e r empty 
(of obs tac les ) , f u l l , p a r t i a l l y f u l l , o r unknown. 
Each p a r t i a l l y f u l l c e l l i s f u r t he r subdivided i n t o 
a f ou r -by - fou r array of c e l l s , and so on, u n t i l a l l 
p a r t i a l l y f u l l c e l l s represent areas of some s u i t 
ably smal l s i z e . (Our present system s p l i t s c e l l s 
down to a depth of three l e v e l s , represent ing a 
smallest area of about 12 Inches.) 

Special "model maintenance" programs insure 
that the GRID MODEL is au tomat ica l l y updated by 
in format ion about empty and f u l l f l o o r areas 
gained by e i t h e r successful execut ion or i n t e r 
rup t ion of MOVE commands. 

The PL program f i r s t uses the GRID MODEL to 
compute a network or graph of "nodes." The nodes 
correspond to points in the room opposite corners 
of obstac les; the shortest path to a goal po int 
w i l l then pass through a sequence of a subset of 
these nodes. In F i g . 2 we show a complete GRID 
MODEL of a room conta in ing three ob jec t s . The 
robo t ' s p o s i t i o n , marked "R, " and the goal p o s i 
t i o n , marked "G , " together w i th the nodes A,B,C,D, 
E ,F ,H, I , J and K are shown over la id on the GRID 
MODEL. The program PL then determines that the 
shortest path is the sequence of po in t s , R , F , I , 
and G by employing an opt imal graph-searching a lgo
r i thm developed by Har t , et a l . 5 

If the GRID MODEL map of the world contains 
unknown space, PL must decide whether or not to 
t rea t t h i s unknown space as f u l l or empty. Cur
r e n t l y , PL m u l t i p l i e s the length of any segment of 
the route through unknown space by a parameter k. 
Thus if k = l , unknown space is t reated as empty; 
values of k greater than un i t y cause routes through 
known empty space to be pre fer red to possib ly 
shorter routes through unknown space. 

Execution of TE is accomplished by f i r s t read
ing and processing a p i c tu re (using PI wi th the 
camera aimed at the goal pos i t i on ) and tak ing a 
range-f inder reading. The in format ion about f u l l 
and empty f l o o r areas thus gained is added to the 
GRID MODEL. A route based on the updated GRID 
MODEL is then planned using PL, and then EX is exe
cuted using the arguments ca lcu la ted by PL. If the 
EX ca l led by TE is ha l ted by a bump, a procedure 
attempts to manuever around the i n t e r f e r i n g ob
s tac le , and then TE is ca l l ed to s t a r t over again. 
Thus, v i s i o n is used only at the beginning of a 
journey and when unexpected bumps occur along the 
journey. 

Although our present robot system does not 
have manipulators w i th which to pick up ob jec t s , 
it can move ob jects by pushing them. The funda
mental a b i l i t y to push ob jects from one place to 
another is programmed i n t o another t w o - l e t t e r 
FORTRAN rou t i ne , ca l l ed PU. Execution of PU causes 
the robot to push an object from one named pos i t i on 
along a s t ra igh t l i n e path to another named p o s i 
t i o n . The program PU takes f i v e arguments: the 
(x ,y ) coordinates of the object to be pushed, the 
" s i z e " or maximum extent of the ob ject about i t s 
center of g r a v i t y , and the (x , y ) coordinates of the 
spot to which the ob ject is to be pushed. The 
problem-solving system fo r PU assembles an EX, a 
TURN, and two MOVE commands i n t o a sequence whose 
execut ion w i l l accomplish the desired push. F i r s t 
a l oca t ion from which the robot must begin pushing 
the object is computed. Then PL is used to p lan a 
route to t h i s goal l o c a t i o n . The sequence of 
po in ts along the route serves as the argument f o r 
EX that is then executed. (Should EX be stopped by 
a bump, PU is s ta r ted over again . ) Nex t , PU's 
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problem-solv ing system (using the PARAMETER model) 
ca lcu la tes an argument f o r TURN that w i l l po int 
the robot in the d i r e c t i o n that the ob ject is to 
be pushed. A large argument is provided f o r the 
f i r s t MOVE command so tha t when it is executed, it 
w i l l bump i n t o the object to be pushed and auto
m a t i c a l l y h a l t . A f t e r the bump and h a l t , the 
automatic stopping mechanism on the veh ic le is 
overr idden and the next MOVE command is executed 
w i th an argument ca lcu la ted to push the ob ject the 
desi red d i s tance . 

B. Higher Level Functions 

As we ascend to higher l e v e l f unc t i ons , the 
requi red problem-solv ing processes must be more 
powerful and genera l . We want our robot system to 
have the a b i l i t y to perform tasks poss ib ly r e q u i r 
ing qu i t e complex l o g i c a l deduct ions. What is 
needed f o r t h i s type of problem-solv ing is a gen
e r a l language in which to s ta te problems and a 
powerful search s t ra tegy w i t h which to f i n d s o l u 
t i o n s . We have chosen the language of f i r s t - o r d e r 
pred icate ca lcu lus in which to s ta te h igh l e v e l 
problems f o r the r obo t . These problems are then 
solved by an adaptat ion of a "Question Answering 
System" QA-3, based on " r e s o l u t i o n " theorem-
prov ing methods . 6 - 9 

As an example of a h igh l eve l problem f o r the 
robo t , consider the task of moving (by pushing) 
three ob jec ts to a common p lace . This task is an 
example of one that has been executed by our pres
ent system. If the ob jec ts to be pushed a re , say, 
OBI, 062, and 0B3, then the problem of moving them 
to a common place can be stated as a "con jec tu re " 
f o r QA-3: 

C7p,s){POSITION (0B l , p , s ) 
A POSITION (OB2,p,s) 
A POSITION (0B3,p,s) } 

(That i s , "There e x i s t s a s i t u a t i o n s and a 
place p, such tha t OBI, 0B2, and 0B3 are a l l at 
place p in s i t u a t i o n s . " ) The task f o r QA-3 is to 
"prove" tha t t h i s conjecture fo l lows from "axioms" 
tha t descr ibe the present p o s i t i o n of ob jec ts and 
the e f f e c t s o f c e r t a i n ac t i ons . 

Our fo rmu la t ion of these problems f o r the 
theorem-prover invo lves spec i f y ing the e f f e c t s of 
ac t ions in terms of func t ions that map s i t u a t i o n s 
i n t o new s i t u a t i o n s . For example, the f unc t i on 
PUSH ( x , p , s ) maps the s i t u a t i o n s i n t o the s i t u a 
t i o n r e s u l t i n g by pushing ob ject x i n t o place p. 
Thus two axioms needed by QA-3 to solve the push
ing problem a re : 

(Vx,p,s){POSITION ( x , p , PUSH ( x , p , s ) ) } 

and 

(Vx,y,p,q,s){POSITION ( x , p , s ) A ~ SAME (x , y ) 
*=> POSITION (x,p,PUSH ( y , q , s ) ) } . 

The f i r s t o f these axioms s ta tes tha t i f in an 
a r b i t r a r y s i t u a t i o n s , an a r b i t r a r y ob ject x is 
pushed to an a r b i t r a r y place p, then a new 

s i t u a t i o n , PUSH ( x , p , B ) , w i l l r e s u l t in which the 
object x w i l l be at p o s i t i o n p. The second axiom 
Btates tha t any ob ject w i l l stay in i t s o ld place 
in the new s i t u a t i o n r e s u l t i n g by pushing a d i f 
fe rent o b j e c t . 

In add i t i on to the two axioms Just mentioned, 
we would have others descr ib ing the present p o s i 
t i ons of o b j e c t s . For example, i f OBI is at co
ord inate p o s i t i o n (3 ,5) in the present s i t u a t i o n , 
we would have: 

POSITION (OBI, ( 3 , 5 ) , PRESENT) . 

(This in fo rmat ion is provided automat ica l l y by 
rout ines that scan the GRID MODEL, g i v i ng names to 
c l us te rs o f f u l l c e l l s and no t ing the loca t ions of 
these c l u s t e r s . ) 

In proving the t r u t h of the con jec tu re , the 
theorem-prover used by QA-3 also produces the 
place p and s i t u a t i o n s that e x i s t . That i s , QA-3 
determines that the desi red s i t u a t i o n s i s : 

s = PUSH (0B3, ( 3 , 5 ) , PUSH (0B2, ( 3 , 5 ) , PRESENT)). 

A l l of the in fo rmat ion about the world used by QA-3 
in so lv ing t h i s problem is stored in the form o f 
axioms in a s t ruc tu re ca l l ed the AXIOM MODEL. In 
genera l , the AXIOM MODEL w i l l con ta in a large num
ber of f a c t s , more than are necessary fo r any 
given deduct ion. 

Another LISP program examines the composit ion 
of funct ions ca lcu la ted by QA-3 and determines 
those lower l eve l FORTRAN t w o - l e t t e r commands 
needed to accomplish each of them. In our present 
example, a sequence of PU commands would be assem
b l e d . In order to ca l cu la te the appropr iate argu
ments fo r each PU, QA-3 is ca l l ed aga in , t h i s time 
to prove conjectures of the form: 

(^p,w){POSITION (OB2,p,PRESENT) A SIZE (OB2,w)) . 

Again the proof produces the p and w tha t e x i s t , 
thus p rov id ing the necessary p o s i t i o n and size 
arguments f o r PU. (Size in fo rmat ion is a lso auto
m a t i c a l l y entered i n t o the AXIOM MODEL by rou t ines 
tha t scan the GRID MODEL.) 

In t r a n s f e r r i n g c o n t r o l between LISP and 
FORTRAN (and a lso between separate large FORTRAN 
segments), use Is made of a spec ia l min ia ture moni
t o r system c a l l e d the VALET. The VALET handles 
the process of d ismiss ing program segments and 
s t a r t i n g up new ones using a u x i l i a r y drum storage 
f o r t r a n s f e r r i n g in fo rmat ion between programs. 

The QA-3 theorem-proving system al lows us to 
pose qu i t e general problems to the robot system, 
but f u r t h e r research is needed on adapt ing theorem-
prov ing techniques to robot problem-solv ing in 
order to Increase e f f i c i e n c y . * The g e n e r a l i t y of 

* We can e a s i l y propose less fo r tuna te ax lomat iza-
t l ons f o r the " c o l l e c t i n g ob jec ts task " that 
would prevent QA-3 from being able to solve i t . 
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theorem-proving techniques tempts us to use a 
s ing le theorem-prover (and axiom set) as a problem-
solver (and model) f o r a l l h igh l eve l robot a b i l i 
t i e s . We might conclude, however, that e f f i c i e n t 
operat ion requires a number of coord inat ing a c t i o n -
un i t s t r u c t u r e s , each having i t s own spec ia l ized 
theorem-prover and axiom set and each responsible 
fo r r e l a t i v e l y narrow classes of f unc t i ons . 

Another LISP program enables commands stated 
in simple Engl ish to be executed. 1 0 , * 1 1 I t also 
accepts simple Engl ish statements about the en
vironment and t rans la tes them i n t o predicate c a l 
culus statements to be stored as axioms. Engl ish 
commands are o r d i n a r i l y t rans la ted i n t o predicate 
ca lcu lus conjectures f o r QA-3 to solve by produc
ing an appropr iate sequence of subordinate func
t i o n s . For some simple commands, the theorem-
prover is bypassed and lower l eve l rout ines such 
as PU, TE, e t c . , are ca l led d i r e c t l y . 

The Engl ish program also accepts simple 
Engl ish quest ions that requi re no robot ac t i ons . 
For these, it uses QA-3 to discover the answer, 
and then i t de l i ve r s t h i s answer in Engl ish v i a 
the t e l e t y p e w r i t e r . (Task execution can also be 
reported by an appropr iate Engl ish ou tpu t . ) 

I l l VISUAL PERCEPTION 

V is ion is p o t e n t i a l l y the most e f f e c t i v e means 
fo r the robot system to obta in in format ion about 
i t s wo r ld . The robot l i v e s in a ra ther an t i sep t i c 
but nevertheless rea l world of simple ob jec ts— 
boxes, wedges, w a l l s , doorways, e t c . I t s v i s u a l 
system ex t rac ts in fo rmat ion about that world from 
a convent ional TV p i c t u r e . A complete scene analy
s i s would produce a desc r i p t i on of the v i s u a l scene, 
i nc lud ing the l oca t i on and i d e n t i f i c a t i o n o f a l l 
v i s i b l e o b j e c t s . Cu r ren t l y , we have two separate 
operat ing v i s i o n programs. One of these produces 
l i n e drawings, and has been used fo r some time to 
i d e n t i f y empty f l o o r space, regions on the f l o o r 
i n t o which the robot is f ree to move. The o ther , 
which is more recent , locates and i d e n t i f i e s the 
major, non-over lapping ob jec t s . In t h i s sect ion 
we s h a l l give b r i e f descr ip t ions of how these p ro 
grams opera te . 

A. Line Drawing Program 

The l i n e drawing program produces a l i ne draw
ing representa t ion of a scene by a ser ies of essen
t i a l l y l o c a l operat ions on a TV p i c t u r e . * F i g . 3a 
shows a t y p i c a l d i g i t i z e d p i c t u r e , which is stored 
in the computer as a 120 x 120 array of 4 - b i t (16-
l e v e l ) i n t e n s i t y va lues . The scene shown is f a i r l y 
t y p i c a l , and inc ludes some of the problems of mi ld 
shadows and r e f l e c t i o n s , some f a i n t edges, and ob
j e c t s not completely in the f i e l d o f v iew. 

* Most of these operat ions were adaptat ions of 
e a r l i e r work by Rober ts . 1 2 De ta i l s of our p ro 
cedures, together w i th a desc r i p t i on of spec ia l 
hardware f o r doing them e f f i c i e n t l y , are given 
in Refs. 1 and 4. 

The f i r s t of the l o c a l operat ions is a d i g i t a l 
d i f f e r e n t i a t i o n used to f i n d po in ts where there are 
s i g n i f i c a n t changes in l i g h t i n t e n s i t y . These 
changes usual ly occur at or near the boundaries of 
ob jec ts , as can be seen from F i g . 3b. The next 
step is to determine the l o c a l d i r e c t i o n of these 
boundaries. This is done by sys temat ica l l y p lac 
ing small masks over the d i f f e r e n t i a t e d p i c t u r e , 
and looking fo r places where the masks l i n e up we l l 
w i th the g rad ien t . F i g . 3c shows the loca t ions and 
o r i en ta t i ons of masks tha t responded s t r o n g l y . 

The next step is to f i t these short l i n e seg
ments w i th longer s t r a i gh t l i n e s . This is done by 
f i r s t grouping the short l i ne segments, and then 
f i t t i n g a s ing le s t r a i g h t l i ne to a l l o f the seg
ments in a group. Grouping is a systematic p ro
cedure in which short segments are l inked i f they 
are s u f f i c i e n t l y close in l oca t i on and o r i e n t a t i o n . 
F i g . 3d shows the resu l t s of f i t t i n g longer l i nes 
to the segments in each group. The f i n a l step is 
to Join the endpoints of these long l i nes to p ro
duce a connected l i n e drawing. This is done by 
consider ing the endpoints one at a time and c rea t 
ing candidate connect ions—stra ight connections to 
neighboring endpoints, ex t rapo la t ions to points of 
i n t e r s e c t i o n , ex t rapo la t ions t o T - j unc t i ons , e t c . 
The candidate that best f i t s the corresponding part 
of the de r i va t i ve p i c tu re is the one se lec ted . The 
f i n a l l i n e drawing produced by t h i s procedure is 
shown in F i g . 3e. 

While the l i n e drawing preserves much of the 
in fo rmat ion in the quantized p i c tu re in a compact 
form, i t o f t en contains f laws due to missing or 
ex t ra l i n e segments that complicate i t s ana lys i s . 
Cur ren t l y , the only in fo rmat ion we ex t rac t from 
the l i n e drawing is a map of the open f l o o r space. 
A program ca l l ed f l o o r boundary f i r s t f i nds a path 
along those l i n e segments that bound the f l o o r 
space in the p i c t u r e . These l i nes are t y p i c a l l y 
the places where the wa l ls or ob jects meet the f l o o r , 
or where sides of ob jec ts obscure our view of the 
f l o o r . F i g . 3f shows the f l o o r boundary ext racted 
from the l i n e drawing. 

Now corresponding to any point in the p i c tu re 
is a ray going from the lens center of the camera 
through the p i c tu re point and out i n t o space. This 
ray is the locus of a l l po in ts that can produce the 
given p i c tu re p o i n t . I f we fo l l ow the rays going 
through po in ts on the f l o o r boundary to the po in ts 
at which they pierce the f l o o r , we ob ta in an i r 
regular polygon on the f l o o r tha t bounds space 
known to be empty. In t h i s way the l i n e drawing 
is used to i d e n t i f y empty f l o o r space, and the 
v i s i o n system enters in fo rmat ion about open area 
i n t o the GRID MODEL. 

B. Object I d e n t i f i c a t i o n Program 

Were the l i n e drawing program able to produce 
a per fect l i n e drawing, the ana lys is needed to 
locate and i d e n t i f y ob jects in the scene would be 
r e l a t i v e l y s t r a i gh t f o rwa rd . However, the l i n e 
drawing o f ten contains f laws tha t ser ious ly com
p l i c a t e i t s ana l ys i s . Some of these f laws could 
be corrected by more elaborate l o c a l processing. 
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However, there is a l i m i t to how w e l l l o c a l p ro 
cessing can per form, and when s i g n i f i c a n t edges 
cannot be t o l d from i n s i g n i f i c a n t edges on the 
basis of l o c a l c r i t e r i a , the goal of producing a 
per fec t l i n e drawing in t h i s way must be abandoned. 

The object i d e n t i f i c a t i o n program locates and 
i d e n t i f i e s non-over lapping ob jec ts by gather ing 
and i n t e r p r e t i n g evidence suppl ied by l o c a l opera
t o r s . The program cons is ts of two p a r t s : a reper
t o i r e of l o c a l operators and an execu t i ve . The 
l oca l operators process the gradient p i c tu re to 
perform tes t s such as dec id ing whether or not there 
is a l i n e between two p o i n t s , or f i n d i n g a l l l i nes 
leav ing a given p o i n t . Each operator re tu rns not 
a s ing le answer, but a set of possible answers w i th 
associated confidences ( i d e a l l y , p r o b a b i l i t i e s ) 
that each answer is in fac t c o r r e c t . The execut ive 
explores the scene by c a l l i n g l o c a l operators and 
eva lua t ing the r e s u l t s in the l i g h t o f both p r i o r 
tes t r e s u l t s and b u i l t - i n knowledge of the wor ld . 

The execut ive program is organized as a d e c i 
s ion t r e e . Each node in the t ree spec i f i es that a 
p a r t i c u l a r t es t is to be performed. The branches 
leav ing a node correspond to the possib le tes t o u t 
comes, and since each outcome has an associated 
conf idence, these confidences are attached to the 
branches. 

A given node in the t ree can be thought of as 
represent ing a hypothesis about the contents of the 
scene. This hypothesis is simply tha t the scene is 
p a r t i a l l y described by the t es t r e s u l t s spec i f i ed 
by the path from the s t a r t node to the given node. 
The hypothesis is given a confidence by combining 
the confidences of these tes t r e s u l t s . The tes t 
ca l l ed f o r at the given node is designed to provide 
an answer that w i l l tend to conf i rm or i n f i r m the 
hypothes is . 

An ana lys is of a scene proceeds as a search of 
the dec is ion t ree descr ibed. At any stage in the 
search we have a p a r t i a l l y expanded t ree co r res 
ponding to the t es t s already performed. The nodes 
at the t i p s of t h i s p a r t i a l t r e e , which we s h a l l 
c a l l open nodes, present us w i t h a choice of pos
s i b l e next t es t s (o r , a l t e r n a t i v e l y , hypotheses to 
be f u r t h e r i n v e s t i g a t e d ) . The open node w i t h h i g h 
est associated confidence is selected f o r expansion, 
i . e . , the tes t ca l l ed f o r by tha t p a r t i c u l a r node 
is performed. The search proceeds u n t i l the open 
node w i t h h ighest confidence is a te rm ina l node of 
the t r e e . A te rm ina l node t y p i c a l l y represents a 
complete d e s c r i p t i o n of at least a po r t i on of the 
scene, and hence cons t i t u t es at least a p a r t i a l 
"answer," (Cer ta in te rm ina l nodes correspond to 
impossible phys ica l s i t u a t i o n s ; i n t h i s event , the 
search Is resumed at the next most conf ident node.) 
A f t e r r e t u r n i n g a p a r t i a l answer the po r t i on of the 
scene con ta in ing the ob jec t found is deleted and 
the ana lys is begins aga in . Thus the t ree search is 
i t e r a t e d u n t i l the scene conta ins no f u r t h e r ob
j e c t s . 

The dec i s ion t ree i t s e l f embodies the s t ra tegy 
f o r searching the scene. The basic ideas behind 
t h i s s t ra tegy are s imp le , and w i l l be i l l u s t r a t e d 
by f o l l o w i n g the opera t ion of the program on the 

scene of F i g . 3a. The f i r s t operat ion ca l l ed fo r is 
a search f o r v e r t i c a l l i n e s , since these are usual ly 
both r e l i a b l y detectab le and s i g n i f i c a n t . F i g . 4a 
shows that the appropr iate operator found three ver 
t i c a l l i n e s , which happened to rank in confidence as 
numbered. 

S t a r t i n g w i t h the highest confidence l i n e and 
checking to see that i t s lower endpoint was w i t h i n 
the p i c t u r e , the program next looked f o r other 
l i nes leaving that endpoin t . A f a i l u r e here would 
have led to the conclus ion tha t something was 
st range, and there fore to a t r ans fe r to the next 
most conf ident node in the t r e e . However, a "spur" 
was detec ted, as shown in F i g . 4b. Hypotheses that 
the lower endpoint was connected to the lower end-
po in ts of other v e r t i c a l s were re jec ted because the 
d i r e c t i o n of the spur was not c o r r e c t . Thus, at 
t h i s point a t t e n t i o n was s h i f t e d to the top of the 
v e r t i c a l . A spur was found the re , as expected, and 
that spur was fo l lowed to i t s endpoint as shown in 
F i g . 4c. The fac t that i t s endpoint was on the 
p i c t u r e , coupled w i th the fac t that the program had 
f a i l e d in i t s attempt to connect the v e r t i c a l to 
other v e r t i c a l s , provided st rong evidence that a 
wedge had been found. A f u r t h e r check of the angle 
at the top of the v e r t i c a l confirmed the wedge hy
pothes is , and the same ca l cu l a t i ons used in the 
f l o o r boundary program were used to locate the lower 
v e r t i c e s . 

At t h i s point one ob ject had been found and 
i d e n t i f i e d , and a search f o r other ob jects began. 
On the second i t e r a t i o n , the remaining v e r t i c a l s 
were successfu l ly Joined at t h e i r lower endpoints , 
as shown in F i g . 4d, and var ious spurs were found, 
as shown in F i g . 4e. A s i m i l a r attempt to spot a 
wedge f a i l e d to produce st rong evidence, as shown 
in F i g . 4 f , and the f i n a l output ind ica ted the ex
is tence and l oca t i on of an ob ject p a r t l y out of 
view wi thout spec i fy ing what i t was. At t h i s point 
there were no more v e r t i c a l l i n e s , and the analys is 
was completed. 

The object i d e n t i f i c a t i o n program is capable of 
l oca t ing and o f ten i d e n t i f y i n g non-overlapping ob
j e c t s on the basis of p a r t i a l i n f o rma t i on . There 
are a number of obvious ways in which it can be 
improved and extended, and f u r t h e r research w i l l be 
devoted to these tasks . However, even as it stands 
i t can provide the robot w i t h much valuable i n f o r 
mation about the r obo t ' s w o r l d . 

IV CONCLUSIONS 

There are several key quest ions that our work 
has helped to put i n t o focus . Given tha t a robot 
system w i l l invo lve the successful i n t e g r a t i o n o f 
prob lem-so lv ing, mode l l ing , and perceptual a b i l i t i e s , 
there are many research quest ions concerning each 
of these. Let us discuss each in t u r n . 

A. Problem-Solving 

Our somewhat h i e r a r c h i c a l o rgan iza t ion of 
problem-solvers and models seems a n a t u r a l , even if 
ad hoc, s o l u t i o n to organ iz ing complex behavior . 
Are there a l t e r n a t i v e s ? W i l l the use of theorem-
proving techniques provide enough gene ra l i t y to 
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p e r m i t a s i n g l e g e n e r a l - p u r p o s e p r o b l e m - s o l v e r , o r 
w i l l s e v e r a l " s p e c i a l i s t " t h e o r e m - p r o v e r s b e needed 
t o g a i n t h e r e q u i r e d e f f i c i e n c y ? 

O t h e r q u e s t i o n s conce rn t h e use o f t h e o r e m -
p r o v i n g methods f o r p r o b l e m - s o l v i n g . How do t h e y 
compare w i t h t h e " p r o d u c t i o n methods" as used by 
t h e G e n e r a l Prob lem S o l v e r (GPS) o r w i t h t h e p r o 
c e d u r a l language approach as deve loped by F i k e s ? 1 3 

Perhaps some c o m b i n a t i o n o f a l l o f t hese w i l l p rove 
s u p e r i o r t o any o f them; perhaps more e x p e r i e n c e 
w i l l show t h a t t h e y a re o n l y s u p e r f i c i a l l y d i f 
f e r e n t . 

A n o t h e r q u e s t i o n i s : T o what l e v e l o f d e t a i l 
s h o u l d b e h a v i o r a l p l a n s be made b e f o r e p a r t o f t h e 
p l a n i s e x e c u t e d and t h e r e s u l t s checked a g a i n s t 
p e r c e p t u a l i n f o r m a t i o n ? A l t h o u g h t h i s q u e s t i o n 
w i l l n o t have a s i n g l e answer , we need to know 
upon what f a c t o r s t h e answer depends . 

Our p r o b l e m - s o l v i n g r e s e a r c h w i l l a l s o b e 
d i r e c t e d a t methods f o r o r g a n i z i n g even more com
p l e x r o b o t b e h a v i o r . We hope e v e n t u a l l y to be 
a b l e t o d e s i g n r o b o t systems capab le o f p e r f o r m i n g 
complex assembly t a s k s r e q u i r i n g t he i n t e l l i g e n t 
use o f t o o l s and o t h e r m a t e r i a l s . 

B . M o d e l l i n g 

S e v e r a l q u e s t i o n s about models can be posed: 
Even i f we c o n t i n u e to use a number o f p r o b l e m -
s o l v e r s , must each have i t s own model? To what 
e x t e n t can t h e same model se rve s e v e r a l p r o b l e m -
s o l v e r s ? When a p e r c e p t u a l system d i s c o v e r s new 
i n f o r m a t i o n abou t t h e w o r l d , s h o u l d i t b e e n t e r e d 
d i r e c t l y i n t o a l l models concerned? I n what f o rm 
s h o u l d i n f o r m a t i o n b e s t o r e d i n t h e v a r i o u s models? 
Shou ld p r o v i s i o n s b e made f o r f o r g e t t i n g o l d i n 
f o r m a t i o n ? Can a r o b o t system be g i v e n a s i m p l e 
model o f i t B own p r o b l e m - s o l v i n g a b i l i t i e s ? E n 
s u i n g r e s e a r c h and e x p e r i e n c e w i t h ou r p r e s e n t 
sys tem s h o u l d h e l p u s w i t h t hese q u e s t i o n s . 

C . V i s u a l P e r c e p t i o n 

The immed ia te v i s i o n p rob lems i n v o l v e i n c l u d 
i n g more t e s t s i n t h e o b j e c t i d e n t i f i c a t i o n program 
t o c o m p l e t e u n f i n i s h e d a n a l y s i s , and remov ing t h e 
r e s t r i c t i o n t o n o n - o v e r l a p p i n g o b j e c t s . Beyond 
t h e s e improvements t h e r e a re s t i l l l o n g e r range 
p rob lems to be s o l v e d . The scene a n a l y s i s programs 
i m p l i c i t l y s t o r e i n f o r m a t i o n about t h e w o r l d i n 
t h e i r s t r u c t u r e . Changes i n the r o b o t ' s w o r l d can 
r e q u i r e e x t e n s i v e changes t o t h e whole p rog ram. 
What p rogram o r g a n i z a t i o n wou ld m i n i m i z e these 
p rob lems? How can t h e scene a n a l y s i s program i n 
t e r r o g a t e and use f a c t s s t o r e d i n t h e model t o 
advan tage? S i n c e " f a c t s " o b t a i n e d f rom e i t h e r t h e 
model o r t h e s u b r o u t i n e s a re s u b j e c t t o e r r o r , i t 
i s n a t u r a l to accompany them by a c o n f i d e n c e mea
s u r e . How s h o u l d t h e s e c o n f i d e n c e s be computed 
and how s h o u l d t h e y be comb ined , s i n c e , l o o s e l y 
s p e a k i n g , we o p e r a t e under c o n d i t i o n s o f s t r o n g 
s t a t i s t i c a l dependence? How can we augment t h e c u r 
r e n t r e p e r t o i r e o f s u b r o u t i n e s w i t h o t h e r s t o make 
use o f such p r o p e r t i e s a s c o l o r , t e x t u r e and range? 
F u t u r e v i s i o n r e s e a r c h w i l l b e d e v o t e d t o answer i ng 
q u e s t i o n s such a s t h e s e . 

The main theme of the p r o j e c t has been , and 
w i l l c o n t i n u e t o b e , t h e p rob lem o f system i n t e g r a 
t i o n . I n s t u d y i n g r o b o t systems t h a t i n t e r a c t w i t h 
t h e r e a l w o r l d , i t seems e x t r e m e l y i m p o r t a n t t o 
b u i l d and program a r e a l system and t o p r o v i d e i t 
w i t h a r e a l e n v i r o n m e n t . Whereas much can be 
l e a r n e d b y s i m u l a t i n g c e r t a i n o f t h e n e c e s s a r y f u n c 
t i o n s (we use t h i s s t r a t e g y r e g u l a r l y ) , many i m 
p o r t a n t i s s u e s are l i k e l y n o t t o b e a n t i c i p a t e d a t 
a l l i n s i m u l a t i o n s . Thus q u e s t i o n s r e g a r d i n g , say , 
t h e f e a s i b i l i t y o f a system o f i n t e r a c t i n g a c t i o n -
u n i t s f o r c o n t r o l l i n g a r e a l r o b o t can o n l y b e c o n 
f r o n t e d b y a c t u a l l y a t t e m p t i n g t o c o n t r o l a r e a l 
r o b o t w i t h such a s y s t e m . Q u e s t i o n s r e g a r d i n g the 
s u i t a b i l i t y o f c a n d i d a t e v i s u a l p r o c e s s i n g schemes 
can most r e a l i s t i c a l l y be answered by e x p e r i m e n t s 
w i t h a system t h a t needs t o " s e e " t h e r e a l w o r l d . 
T h e o r e m - p r o v i n g t e c h n i q u e s seem adequate f o r s o l v 
i n g many " t o y " p r o b l e m s ; w i l l t he f u l l g e n e r a l i t y 
o f t h i s approach r e a l l y b e e x p l o i t a b l e f o r d i r e c t 
i n g t h e a u t o m a t i c c o n t r o l o f m e c h a n i c a l equ ipment 
i n r e a l - t i m e ? 

The q u e s t i o n s t h a t we have posed i n t h i s s e c 
t i o n a re among t h o s e t h a t must be answered i n o r d e r 
t o d e v e l o p u s e f u l and v e r s a t i l e r o b o t s y s t e m s . 
E x p e r i m e n t i n g w i t h a f a c i l i t y such as we have d e 
s c r i b e d appears t o b e the bes t way t o e l i c i t t h e 
p r o p e r q u e s t i o n s and t o work t owa rd t h e i r answe rs . 
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FIG. 2 A GRID MODEL OF A ROOM WITH THREE OBJECTS 
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