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Abstract—This paper considers the use of energy harvesters, is intermittent over time, e.g., energy fluctuation causgd b
instead of conventional time-invariant energy sources, invireless time-dependent solar and wind patterns. As a result, veisele
cooperative communication. For the purpose of expositionwe yayices powered by renewable energy are subject to the

study the classic three-node Gaussian relay channel with dede- h fi EH traint fi . thial t
and-forward (DF) relaying, in which the source and relay noces ©N€rgy-narvesting (EH) constraints over time, i.e., 0

transmit with power drawn from energy-harvesting (EH) sources. €nergy consumed up to any time must be less than the energy
Assuming a deterministic EH model under which the energy harvested by that time.

arrival time and the harvested amount are known prior to Wireless communication with EH nodes has recently drawn
transmission, the throughput maximization problem over a fiite significant research attention. If [}l [2], the authorseisti-
horizon of N transmission blocks is investigated. In particular, - .

two types of data traffic with different delay constraints are gated the povyer management strategies for WSNs with EH
considered: delay-constrained (DC) traffic (for which onlyone- Nnodes, for which random EH models were assumed. For the
block decoding delay is allowed at the destination) and noelay- point-to-point communication powered by EH sources, the
constrained (NDC) traffic (for which arbitrary decoding delay power management problem was studied(in [3], [4] with the
up to N blocks is allowed). For the DC case, we show that the geterministic EH model, and ifi][5/2[7] with the random EH
joint source and relay power allocation over time is necessg del. | ticul 't’h the det inistic EH del d

to achieve the maximum throughput, and propose an efficient mo_ €l. In particular, wi € ae elrmm!s Ic model, unae
algorithm to compute the optimal power profiles. For the NDC ~Which the energy amount and arrival time are assumed to be
case, although the throughput maximization problem is non- known prior to transmission, the authors [0 [3] studied the
convex, we prove the optimality of a separation principle fo  throughput maximization and transmission time minimizati

the source and relay power allocation problems, based upon , ohlems for the point-to-point additive white Gaussiarisao

which a two-stage power allocation algorithm is developeda .
obtain the optimal source and relay power profiles separatgt (AWGN) channel. These results were generalized_in [4] by

Furthermore, we compare the DC and NDC cases, and obtain further considering the finite energy storage limit. Wite th
the sufficient and necessary conditions under which the NDCase block Markov random EH model, the authors id [6] studied
performs strictly better than the DC case. It is shown that NDC  the throughput maximization problem over the fading AWGN
transmission is able to exploit a new form of diversity arishg  cpanne| and derived the optimal power allocation polices vi
from .the |ndependent source an.d relay energy avallaplllty ver d . . d timization techni |
time in cooperative communication, termed “energy diverdiy”, ynamic programming and convex optimization techniques.
even with time-invariant channels. addition, with an independent and identically distribufieic.)
EH model, the authors in[7] studied the AWGN channel
capacity under the EH constraints, and showed that even with
the time-varying energy source, the same capacity can be
achieved as that for the conventional case of constant power
_ _ _ _supply with the same total transmission energy consumesl. It
I N conventional energy-constramed wireless communioati ot noting that the authors ifl[8] considered the throughp
systems such as wireless sensor networks (WSNs), SenggEsimization problem for the Gaussian two-hop relay channe
are equipped with fixed energy supply devices, e.g., bageriyyithout considering the direct link between the source #ed t
which have limited operation time. When thousands of sensQfastination, which is a special case for the relay channelgio
are deployed in a hostile or toxic environment, recharging @qonsidered in our paper.
replacing batteri_es becomes inconvenient_and even_in‘qﬂessi On the other hand, node cooperation has been known as an
Hence, harvesting energy from the environment is a muglective way to improve the system capacity and diversity
easier and safer way to provide almost unlimited energy formance in wireless networks. With conventional time-
supply for WSNs. However, compared with conventional timen, 4 riant energy sources, the full-duplex relay channed ha

invariant energy sources, energy replenished by hargestggan thoroughly investigated in, e.d. [9]9[12], whereiovas
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studied in [14].

In this paper, we study the half-duplex orthogonal Gaussian
relay channel with EH source and relay nodes, as shown in Fig.
[ It is assumed that the relay transmits and receives ower tw
different frequency bands, and thus the relay-destindiidn
is orthogonal to both the source-relay and source-de&imat
links. Here we consider the simple case with deterministic

source and relay energy profiles, corresponding to prdcticay. 1.

il

Source Destination

Orthogonal relay channel with energy harvestingramwand relay

scenarios where the EH level can be predicted with negégilslodes.

errors, and leave the more general random cases for future
study. Moreover, we focus on the DF relaying scheme for the
purpose of exposition. We examine the throughput maximiza-
tion problems over a finite horizon @¥-block transmissidh

In each block, the source transmits a new message, which
is received and decoded by the relay, and then forwarded tQ
the destination in the subsequent one or more blocks. Our

the two-dimensional (at both source and relay) harvested
energy profiles, which can be considered as an extension
of the one-dimensional (at source only) search algorithm

in [3], [6] for the case of point-to-point AWGN channel.

) For the NDC case, although the throughput maximization

problem is in general non-convex, a separation principle

main objective is to study the structure of the optimal power
and rate allocation at the source and the relay over differen
blocks to maximize the total throughput, under individual
source and relay EH constraints. Specifically, we consider t
following two types of data traffic with different decoding
delay requirements at the destination:

1) Delay-constrained (DC) traffic: The destination is re-
quired to decode théth source messagé~=1,---, N,
immediately after it receives the signals from the source system throughput over the DC case.
|n.thez-th block an.d from the relay in the +1)-th block. The remainder of the paper is organized as follows. Section
With such a requirement, the relay needs to forward ﬂfF

. . . resents the system model and summarizes the main as-
source message received in one block to the destinatio . L .
. . : ) sumptions in this paper. Section Ill formulates the thrqugh
immediately in the next block;

. - N maximization problems for the DC and NDC cases, respec-
2) No-delay-constrained (NDC) traffic. The destination Ca\ely. Sections IV and V develop algorithms to solve the
tolerate arbitrary decoding delays provided that all SOUre s rmulated problems for the DC and NDC cases, respectively.
mgss?sr?eség:gedqeuc:ri?d tar:etr;ilsncijsoglfc?vﬁgil; t;?grse_ i Numerical results are presented in Section VI to validag th
decodea source messxgge of tkthyblock and forward it r}ﬁeoreti.cal results. Finally, Section VII concludes th@@a
{0 the destination in any of the remaini’(\g-k 1)-th, - - Notation: log(-) andln(-) stand for the base-2 and natural
' logarithms, respectivel¢(z) = % log (1 + z) denotes for the

R 3
(N +1)-th blocks. ) . AWGN channel capacityimin {z,y} andmax {x,y} denote
Clearly, the NDC case allows more flexible relay operatioRge minimum and maximum between two real numbesnd
than the DC case, and is thus expected to achieve a 'ar??Fespectively'(x)Jr — max(0, z).

throughput in general. It is worth noting that in practica
EH systems, the source and relay may have independent

energy arrivals over time; as a result, there exists a nem for . . .
of diversity, termed “energy diversity”, to be exploited in We consider the classic three-node relay channel, which

cooperative communication with EH nodes, even for the caS8NSIStS of one source-destination pair and one relay,@srsh

of time-invariant channels. As will be shown in this papae t I Fi9. [I. We assume that the relay node operates in a half-
NDC transmission is able to exploit the energy diversity gduplex mode over two orthogongl fr_equency bands, while
achieve a larger throughput than the DC counterpart, thartR§ source-relay and source-destination use the same band.

to the more relaxed delay requirement. The main contribstior ©" SimPplicity, we do not consider the bandwidth allocation
of this paper are summarized as follows: problem for the relay, and assume that the source-relay and

relay-destination links operate with equal bandwidth.
1) For _th_e D.C case, we formulate a convex throughpu?we consider the DF relaying scheme, which requires the
maximization problem, and develop a joint source and res

| timal locati lgorithm b loiting th lay to successfully decode the source message. Morawwer,
lz;/roshl_rﬂa hFrJ1(—)'\|,'v ec:k?erog}?lg';] igt(')rrr:aI'T Zoi)épt.%'r:ggan;adopt anN-block transmission protocol described as follows:
u u u pumaiity ” During each of theV source transmission blocks, say, the

the monotonic property of the optimal power aIIocatiort‘h block, 1 < i < N, the source transmits a new message

that is non-decreasing over time. It is shown that th&_ with power Ps (i) and rateR(i); upon receiving the signal

developed algorithm is a forward search in time V&tom the source, the relay decodes and generates a binning
index for w; based on the “random binning” technique][14]
with rate Rp(i+1). In the (i+1)-th block, the relay transmits

for the source and relay power allocation problem is
proved to be optimal, upon which the original problem is
decoupled into two convex subproblems that separately
achieve the optimal source and relay power allocation.
Such optimal source and relay power allocation is shown
to be also non-decreasing over time, similar to the DC
case. Moreover, we derive the necessary and sufficient
conditions for the NDC case to strictly improve the

Il. SYSTEM MODEL

INote that in total (N + 1)-block time is needed for eactV-block
transmission due to the one-block decoding delay at thg.rela



a message; 1 With power Pr(i+ 1) and rateC (Pr(i + 1)). Define new source/relay energy and power profileBag) =

It is noted that for the DC case (defined in Sectionut),1  Es(i)hs, Er(i+1) = Er(i + )hra, Ps(i) = Ps(i)hsy,

is the binning index of source message only; while for and Pg(i + 1) = Pg(i + 1)hrd, and new channel gains as

the NDC case (defined in Section k);,; may contain the h,, = h,y = 1 andhyy = Z— = hy. It is easy to check that

information of binning indices for all source messagess, with the new defined parameters, each link has the same SNR

k < i. Moreover, we assume that each block iaghannel as before and the EH constraints given[ih (d)-(2) are salisfie

uses, whereb is assumed large enough such that the chanrcordingly with the new power and energy profiles. As such,

capacity results in([9],[[14] are good approximations to thge could always determine the source and relay power profiles

communication rates in practical systems. PS( )’'s_and PR(z + 1)'s first under the assumptions that
In addition to the block transmission model, we assume that, = h,, = 1 and hyy = hsd and then obtainPs(:)’s and

the harvested energy arrives at the beginning of each blogk(i + 1)'s by scaling accordingly. Therefore, for notation

with known amountsEs () in thei-th block andEx(i + 1) simplicity and without loss of generality, we simplify the

in the (¢ + 1)-th block,i = 1,2,--- , N, at the source and thesignal models in[{3)E{5) as

relay, respectively. In this paper, we assume that the ttyatte

capacity to store the harvested energy is infinite, and the ysr(') :xs(')JF"T(') (6)
consumed energy at the source or relay other than transmissi Ysa (1) = vV hoxs(t) +ng(i @)
energy is small and thus negligibl_e. 'I_'hus_, the amognt ofgner yrali + 1) =x,(i+ 1) + wy(d + 1)’ 8)
available for each block transmission is constrained by the _
following source and relay EH constraints: by settinghs, = hyq =1 andhsq = ho.

. . Moreover, it is assumed that< hy < 1, which means that

. 1 . the source-relay link is stronger than the source-degimat
< — o X . . .
D_Ps) < 5> Bs(), k=1, N, @ ink. Thus, the relay can always help with increasing the

achievable rate from the source to the destination.

k k
ZPR(H—I) < éZER(z’—i-l), k=1,---,N. (2)

IIl. PROBLEM FORMULATION

For thei-th source and théi -+ 1)-th relay transmission A Délay-Constrained Case

blocké, i = 1,---, N, the channel input-output relationships First consider the DC case. Since in thth source trans-
are given as: mission block, the source transmits messagewith power
, , ) Ps(i) and rateR(7), the relay decodes); reliably only if
Ysr (1) = \V/ hsras(i) + 0y (i ) 3) [ o
Ysa(i) = Vhsaws (i) + nali (4) (i) < C(Ps(i)). 9)
yrali + 1) \/—IT (i+1)+ wd(l +1), (5) Then in the next block, the relay partitions into bins with

an equivalent ratérz (i + 1) [14], and transmits the binning
wherez(i) andz,(i + 1) are the transmitted signals in theindex in message; . ; to the destination with powePr (i +1).
i-th source and th¢; + 1)-th relay transmission blocks with At the destination, it first decodes, 1, if
power Ps (i) and Pr(i+1), respectivelyys, (i) is the received ) )
signal at t(h)e relayys,(j( ) azndyrd(wrl) are tfge)recelved signals Rp(i+1) < C(Pr(i+1)), (10)
at the destination from the source and the relay, respégtiveand then decodes the original messagéf
hsr, hrq, andhgg are the constant channel power gains for the
source-relay, relay-destination, and source-destinaliiuks, R(i) < C(hoPs(i)) + Rp(i+1)
respectively;n,.(i), nq(i), andwq(i + 1) are i.i.d. circularly < C(hoPs(i)) + C(Pr(i+ 1)), (11)

symmetric complex Gaussian (CSCG) noises each with Zer%ere the second inequality is due E](10). Fréin (9) &RH (11),

mean and unit variance. e achievable rate for theth source message is given b
With the above assumptions, the received signal-to- nog1 eV u ge is giv y

ratio (SNR) for the source-relay, source-destination, rataly- R(i) = min {C (Ps(i)),C (hoPs(i)) + C (Pr(i + 1))} .
destination links are given as,. (i) = Ps(i)hsr, Vsa(i) = (12)

Ps(i)hsa, d v,q(i 1) = Pgr(z 1)hrq, tively. .
s(i)hsa, and yrq(i + 1) R0+ Dhra, TeSPECiVEly. 1o that for the case dfy = 0, the coding scheme for the

2Note that the(i 4 1)-th relay transmission block in fact corresponds tJeIay can be simplified to repetition coding, i.e., the seurc
the i-th source message in the DC case. and the relay can use the same codebook.

N

1 . . . )
(P1) P T m;mm {C (Ps(i)),C (hoPs(i)) +C (Pr(i + 1))} (13)

s.t. @, @, Ps(i)>0, Pr(i+1)>0,i=1,---,N. (14)



Considering théV-block transmission, the average throughpaper, we develop an alternative method to solve Problem (P1
put in the unit of bits/sec/Hz (bps/Hz) is maximized by sotyi by exploiting its special structure, as will be shown later i
Problem (P1) in[(I3)E(14), where the factdrin (I3) is due Section IV.
to half-duplex relaying, an% is due to the fact that each
N-block transmission reqU|re(§V+ 1)-block du_rat|on. Ngxt, B. No-Delay-Constrained Case
some properties of the optimal power allocation solution fo
Problem (P1) are revealed. For the NDC case, the relay operates the same as the DC

Proposition 3.1: For0 < hg < 1, there exist optimal power case except that it is allowed to transmit the binning index f
profiles P%(i)'s and Py (i + 1)’s, which achieve the maximum messagev; in messages; 1, --- ,un+1 instead ofv;; only
throughput of Problem (P1) and satisfy the following indguaas in the DC case. At the destination, the binning indices for
ities: all source messages can be successfully decoded if

C(P5(i)) = C(hoP&(i)) + C(PR(i+ 1)), i=1,--- ,z(vl;s) ZRB (1)

moreover, for the case dfy = 0, there exist optimal power
profiles for Problem (P1) with Z Rp(i+1) <Y C(Pr(i+1)), 2<k <N, (19)
i=k i=k

ZC(PR(i +1)), (18)

2”

Pi(i)=Pi(i+1), i=1,---, N. (16)
which is equivalent to
Proof: If (I5) is not satisfied for any, we can always

decreaseP;; (i + 1) until it is satisfied, without reducing the > < N_
achievable rate of theth source message. Similarly, [f{16) is Z Rp(i+1) ;C (Pr(i+1), 1<k<N-1,
not satisfied at any, we can reduc@g (i) if P§(i) > Pj(i+1) N
or Pi(i+ 1) if P5(i+ 1) > Pg(i) until the equality holds, Re(i+1) =S "C(Pr(i+1)). 20
without reducing the rate of théth source message. Thus Z 5( ) Z (Pa( 2 (20)
this proposition is proved.

Remark 3.1: From Propositioh 3]1, we infer that the opt| With btheddecgdgd bmnma :lnde>t< t:]hetg stour;:emmiessgge
mal solution of Problem (P1) is not unique in general, e. gC n be decoded successfully at the destinatiom(f) <

when the energy harvested at the relay is excessively Iar%goﬁs h+ RBb(liJr 1), if_hl h , V. Combining this with
than that at the source. In the sequel, we are only interes the achievable rate of thet source message is given as

in finding the optimal solutions for Problem (P1) satisfying R(i) = min {C(Ps(i)),C(hoPs(i)) + Rz(i + 1)}
(I5) and [(IB) for the cases &f < hy < 1 and hy = 0, — ChoPs(i)) + Rp(i+1), i=1,--- N (21)
respectively, which achieve the minimum energy consumgtio 05 B ’ oY

at the source and relay. _ where the second equality is due to a similar argument as
By (@5) and [ID), we obtain that Propositio 311. Note that for the special casepf= 0, we

[ y (s haveR(i) = Rp(i + 1) in @J). In addition, [[2IL) implies that
C(P3(i)) > C (hoP§(0)) +C (Pl + 1)) . | addition, [ |
S C(hoPa(i) £ R+ 1), i= 1. N, ICegzgfféz)) + Rp(i +1) < C(Ps(i)), i = 1,---, N, which
Together with [(ID), it follows that
C(Ps( C(hoPs(
Rp(i+ 1) = min {C(Pr(i+1)),C(Ps(i)) — C(hoPs(i))} Z st sl
i=1 N.  (17) (22)

=1 i=1

p(i+1), k=1,--- N.

”M”

s,

As such, if we can solve Problem (P1), by further applyingom [20) and[(22), we obtain
(I32), we can obtain the optimal relay rate allocation for the
DC case. > C(hoPs(i)) +C (Prli+1))
It is easy to verify that Problem (P1) is convex, and thus ;=1
solvable by existing convex optimization techniques,,dfe k
interior point method[[15]. However, such an approach does < ZC (Ps(i)), k=1,---,N. (23)
not reveal any insight for the optimal solution. Thus, insthi i=1

R . .
(P2) e L m Zc (hoPs(i)) + C (Pr(i+ 1)) (24)

Jk=1,---,N,and (). (25)

HM?T

.t C(hoPs(i)) +C(Pr(i+1))
i=1



Using [21) and[(Z3), the average throughput for the ND&. Monotonic Power Allocation

case is maximized by solving Problem (P2), which is non- gjnce the optimal solution of Problem (P1) may not be

convex due to the first constraint ih_{25), and thus diﬁicuﬁnique (cf. Remark31), we are interested in finding one

to solye at a first glance. We will derive the optimal S°|Uti°'8ptimal solution for this problem that leads to the minimum
for this problem based on a separate source and relay POWSlver consumption at the source and relay. For such an
allocation strategy in Section V. We conclude this sectign b,

) 4 ) OIptimal solution, we have the following monotonic property
the following two propositions regarding Problems (P1) an Proposition 4.1: The optimal solution of Problem (P1),

(P2). N _ _ satisfying [15) for the case of < hy < 1 or (18) for the case
Proposition 3.2: The maximum value of Problem (P2) isqf 5, "— ¢ is non-decreasing over i.e., P5(i) < P5(i + 1)
no smaller than that of Problem (P1). Pi(i4+1) < PL(i+2),i=1,2,--- ,N — 1.
Proof: By Proposition 311, it follows that Problem (P1) Proof: See AppendifA. m
has the same maximum value as ProblermrjRn m)'m)- With the above monotonic properties, we next address the
It is easy to see that any solution that satisfies (27) wilb al$ptimal solution of Problem (P1) for the cases with and

satisfy [25) for Problem (P2), but not vice versa. As such, thyithout the direct source-destination link, respectively
feasible set of Problem (P2) contains that of Problem*\P

which implies that the maximum value of Problem (P2) is no ) )

smaller than that of Problem {P) or (P1). The proof is thus B- The Case With Direct Link

completed. u For the case off < hy < 1, we consider the Lagrangian of
Proposition 3.3: For any optimal power profiles?4(i)'s Problem (P1), which is given by (28), wherg, ., 7;, and

and P} (i + 1)’s for Problem (P1) or (P2), ih < hg < 1, m;41 are the non-negative Lagrangian multipliers. By taking

the constraint3 Y-, Pz(i) < YN, Es(i) must be satisfied the derivative ovePs (i) and Pg(i+1), (29)-(30) are obtained.

with equality; if ho = 0, at least one of two constraintsThen, by letting;25~ = 0 and ﬁfﬂ) = 0, the optimal

BYN Pi(i) < YN, Es(i) and BY.Y | Pi(i + 1) < solutions for Problem (P1) are obtained as follows:

Zf.vzl Eg(i+ 1) must be satisfied with equality. 1) Case I: ifPL(i 4+ 1) > %,
Proof: Supposing that the above equalities do not hold, e
we can increase the source or relay transmission power utitho Pi(i) = ( L _ )+
violating the energy constraints to further improve thettgh- ANFD Dyt ; (30)
7 i X (s _ (1—ho)P5 ()
put, which contradicts the fact thd®(:)’'s and Py (i + 1)’s Ppli+1) = T+hoPE()
are optimal solutions of Problem (P1) or (P2). Thus, this e (1—ho) P% (i)
proposition is proved. m 2 CasellifPr(i+1) < pgy
I
Pe) = (v — )
IV. OPTIMAL SOLUTION FOR THEDC CASE =i Pk " (31)
PiG+ 1) = (s 1)

In this section, we solve Problem (P1) for the DC case.
We first present a monotonic property for the optimal power Remark 4.1: From the above expressions, it is observed
allocation in Problem (P1), upon which we then develop ahat the source and relay power profiles need to be jointly

efficient algorithm to solve this problem. optimized, since the achievable rate for ikt source message
1 N
P1* max ———— > C(hoPs(i))+C(Pr(i +1 26
PU) o oy BV T) 2 € 0P (0) +C (Prli +1) (26)
s. t. C(hoPs(i)) + C(Pr(i+ 1)) <C(Ps(i)),i =1,---,N,and (4. (27)
1 N
L (Ps(i), Pr(i + 1), e, Ay iy Niv1) = AN T ;min {C(Ps(i)),C (hoPs(i)) +C (Pr(i+1))}
N k N k N N
> (Z BPs(i) — Es(z’)> -3 (Z BPgr(i+1) — Eg(i + 1)) + Y %iPs(i)+ > mit1Pr(i+1). (28)
k=1 i=1 k=1 i=1 =1 =1
1 1 : (A—ho) Ps (i) N
8£’ = { TFD X P50 Pr(i —|—_1) > TFhoPs () —BZM v (29)
0Ps(i) TN X TPt otherwise —

N
— . TrhoPs() — B> " A 4 141 30
OPr(i+1) X TP Otherwise kz:; ki (30)

oL { 0, Pr(i+ 1) > UzholPs()

1
INTD)



is limited by the available source power in Case I, but by thespectively, which are given as
available relay power in Case Il. . . i Btk

From the KKT optimality conditions of Problem (P1), it bs,0 = ArgmMii<;<nN {(;;T)B )
follows that \;, and u;. are strictly positive only when their b0 = Arg MiN< i N {ER(z'H){rZ_?;:i ER(k+1)}
corresponding relay and source energy constraints asfigdti ’ == G=DB ’
with equality. Thus, it follows that the optimal source poweyith £, (i+1) denoting the relay energy left before thie-1)-
can change the value from one block to another only when tﬂ?relay transmission block, i-eER(2) — 0 and ER(i +1) =

(32)

harves_ted source energy is exhausted at the cu_rrent bloc k;ll Ep(k+1)— BPi(k+1),i=2,--- N, and

there is a transition between the two values given [by (3 _

and [31). The latter case is due to the fact that < 1, B0 _ o0 Es(k) (33)
and thus the source power values given [byl (30) (31) are 5 7 (iso—i+1)B’

different even when the source energy constraint is notecti =~ iro

By further considering the result of Proposition]4.1, we Wwno P10 — Ep(i+1) +3 .75 En(k + 1)_ (34)

that changing source power values from](30) [fal (31) is not (iro—i+1)B

_r:_(r)]ssmle, and only transitions frorﬂSl) IEKSO)_can OCCUr. Next, by comparingﬁg’o and 15}1‘;1,0’ we determine which

us, we have the following proposition for the optimal S ¢-anario shown in Propositi@i#.2 should happen:

power allocation. 1) If Pt > UhoPe® i claimed that Scenario |
Proposition 4.2: Consider the optimal source power R ~ lthobg’’

Pi(i)'s for Problem (P1), which satisfy Propositionhfappens’ and the optimal source and relay power values are

@1. For any two successive source energy exhaustBige" @S

blocks, k; and k; with k; < k;, ie. the source Pi(n) = P°

i ki () 1 ki : s & 1,0 — g q 35
energy constraints > P&(i) < 5 2ie1 Es(i) Pi(n+1) = (1=ho)PE° 5 =4y s 0 (35)
and Y0 Pi(i) < LSV Es(i) are active, while r L+ho Py

the other constraintst:1 Pi(i) < % Z'Zzl Es(i), Then, we set =i o+ 1, and continue the forward search.
j=ki+1,---,k; —1, are all inactive, the optimal source 2) If ]5?1,0 < (1—ho)P&° Scenario Il or Il may happen.

. . - . 1+hoﬁi'0 !
E(r?Y;ek:evsLueeifftrﬁgnféngv%ing %czlrtet((:)atszes% th blocks can To determine whether Scenario 111 happens or not, we need

to compute the indeX, 1 < kg < N, of the source power
1) Scenario I:P4(i), i = k; + 1,--- , k;, are identical and transition block defined in Scenario Ill of Proposition]4.2.

given by [30); Let the indicesi,; and i, ,, k,p > 1, correspond to
2) Scenario I1:P4(i), i = k; + 1,--- , k;, are identical and the source and relay energy exhausting blocks aftgr
given by [31); andi,, , respectively, and’2* and Pj,;""* be the source

3) Scenario IlI: There exists, with k; < ko < k; such that and relay power values between the two successive energy
Pi(i) = Po, i = ki + 1,..., ko, and P3(i) = Py + 7~ — exhausting blocks, i.e.,

1,1 = ko +1,...k;, where P, is jointly determined by i Es(k)

(30) and[(31L). Define they-th block as the source power i, , = arg  min { k=is ko1t } , (36)

transition block for this scenario. 7 fs k-1 <JSN (J —isp-1) B

Based on Propositidn 4.2, we know that if we could identify . i:ir,p,1+1 Er(k+1)

all blocks at which the source energy gets exhausted and '™ ~ arg“,ﬁir}gzv (j —irp-1)B » (37)
furthermore all the scenarios corresponding to Propas#i@, i
the optimal source and relay power profiles for Problem (P1) ik _ Zkéis,kfﬁl Es (k) (38)
can be obtained accordingly frofi{30) afdl(31). Thereby, we ~° — (igr —isx-1)B
propose Algorithni]l summarized in Talile | to solve Problem Zirf_ Er(k+1)
(P1), whose optimality proof is given in Appendix B. The main P}{“l’p = k__“’p’lfl (39)
procedure of this proposed algorithm is described as fallow (irp = trp-1) B

Starting from the first block, Algorithnll I implements aThen, we findko > i such that
forward searching for the optimal power allocation untié th ~
(1 —ho)Ps(5)

N-th block is reached. Suppose that {lie- 1)-th block is an Prj+1) < —22200 i — i ko, (40)
energy exhausting block for the source, and the optimal powe 1+ hoPs(j)

allocation for the source and relay have been obtained up to ~ (1— ho)ﬁs(ko +1)

this block, denoted byPZ(n) and Py (n + 1), respectively, Pr(ko +2) > 1+ hoPs(ko +1) (41)

n = 1,---,i — 1. Then, starting from the-th source and B i B

(i + 1)-th relay transmission blocks, we first compute, wherePs(j) = P;’k for isp—1 < j <isk andPgr(j+1) =
andi, o (defined in [(3R)), corresponding to the next possib@?l’p for i, p—1 < j < ipp, k,p > 0, @ssumingis 1 =
source and relay energy exhausting blocks, respectivaty, &, _; =i — 1.

the source and relay power vaIuB§0 (from thei-th to i, o-th Suppose thak, is found in the above. Assume that the
blocks) andP};“l’O (from the(i41)-th to (i, o+ 1)-th blocks), source power values from blo¢ko k, are P¢, and from block



. TABLE |
ko +1 to the next source energy exhausting block denoted by, coritHmIl CompuTE THE OPTIMAL SOLUTION OFPROBLEM (P1)

Jjs are PL + hio — 1, wherej, is given by FOR THE CASE OF) < hg < 1.
J : 1
js = ar min k=i Es(k) — G — ko)(h_o - 1B e Seti=1;whilei < N, repeat .
Js = gkoJrlSjSN (j—i+1)B ’ « Computeis,o andi, o by (32), andPg’0 andP};rl’O by (23) and[(34).
. B0
(42) 1) If PO > %, computeP (i) and P (i + 1) by (33),
and seti = i5,0 + 1;

and P} is given as
1L Bs(k) = (s = ko) (& — 1)B

0
it+1,0 (1—ho)Pg . . i,k Sit1,p
2) If Py < T po computeis , irp, Pg" and Py ,

+ho
k,p>1by )-),sand check

Ps = (js—i+1)B (43) a) tI)fthere ex:jstsko satisfying ) anddlal)i(compuy@. and ﬁg
Then, we further check the following conditions inspired by i);%zzg?nsa%lsgge;g;;;p%w and P (i+1)
Propositior 41l and Scenario Ill in Proposition]4.2: by (48) and [@V): set = j. + 1. R

~ ii) else computeP%(i) and Py (i + 1) by (48); seti =
PR(kO + 1) *(l _ 1) min{kovi&o} +Sl' "

1—hg— hof’R(ko 4 1)’ o ’ b) else computePZ (i) and Py (i + 1) by {@8); seti = i50 + 1.

(44) o Algorithm ends.

ﬁg,o > ﬁé > max {

DU | Pr(ko + 2
Pit— 1< r(ko +2) (45)
hO l—ho—hQPR(k0+2)
If (@) and [4%) are true, it is confirmed that Scenario 111 2) If Pr(i+1) < P5(i),
happens, and the optimal source and relay power values are Pi(i) = Ppli+1)
given as { . N ) + (50)
N | Pii+1) = (74(N+1) — 1)
* P;'a ’I’L:l,"',ko . E . . . .
Pg(n) = { Pig 1, ne=ky+1,-- G (46) Itis worth noting that to obtain the optimal power profile kit
f’_ ) ho ’ o the minimum energy consumption, we set the source and relay
Pf{r v, lrp—1 <N <y, power levels the same, while in general this is not necessary
Prn+1) = n<ko, p=>0 . (47) since the optimal source and relay power profiles may not be
(=ho)Ps(n) . _ ko+1, -, Js unique.

1+hoPZ(n)
Then. we sef — i I 10 :\(nc)i continue the forward search From the above solutions, it is observed that: 1) The source
' = Js ' * powerPZ (i) at thei-th block and relay poweP;; (i +1) at the
If ko satisfying [@D) and{41) cannot be found, or with sucE 5(0) ! ybp RU+1)

. » i + 1)-th block should be identical, = 1,--- , N; 2) Since
ko found in [4D) and[{41) but the conditions n144) ahdl(45 & and uy, are strictly positive only when their corresponding

are I’IOt.SatISerd, we claim that.Scenarlo i car!not happen aQliergy constraints are satisfied with equality, it followatt
Scenario Il must_ be true. _In this case, the optimal source N source/relay power changes value only when the hadreste
relay power profiles are given as energy at either the source or the relay is exhausted.

Pi(n) = P{°, Ph(n+1)=P"°, Based on the above observations, Algorifim | for the case
(48) with direct link can be simplified to obtain the optimal sceirc
. o and relay power allocation for Problem (P1) in the case
whereky = oo if no suchkg Sat'Sf'?S@) and.(41). Then, weyithout direct link. We denote this algorithm as Algoritfifh |
seti = min(ko, %s,0) + 1, and continue the forward search. \yhjch is summarized in TablElll. Since the optimality proof
~ Remark 4.2: According to the proof given in AppendiXIB, ot Algorithm 11 is similar to that of Algorithm I, it is omitte
it follows that for the case of < hg < 1, the optimal source pere for brevity.
power solution of Problem (P1) obtained using Algorithim | Rerark 4.3: The optimal solution for Problem (P1) ob-
is unique, while this is not necessarily true for the obtdingained using Algorithnfill in the case df, = 0 is illustrated
optimal relay power solution according to Propositionl 3.3y Fig. [3, where we see that the optimal source/relay power
However, the obtained relay power solution achieves the migfile corresponds to the shortest path from the origin to
imum energy consumption at the relay, sincel (15) is satisfiggh highest possible sum-energy point at the end of Xhe

n=1,---,min(ko,4s0),

for eachi, i =1,---, N. block transmission under two stair-like source and relargy
) ) constraints. It is worth noting that for the case iaf = 0,
C. The Case Wthout Direct Link our relay channel model degrades to a cascade of two AWGN

Similar to the case with direct link, we obtain the followingpoint-to-point channels that were studied]in [3] with iridival
optimal power solutions for Problem (P1) in the caséi@f= EH constraints. Thus, at each block, either the source-mla

0: the relay-destination link can be the performance bottkne
1) If Pj(i+ 1) > Pz(i),
Ps L + V. OPTIMAL SOLUTION FOR THENDC CASE
{ i(z.) - (4(N+*1)ZkN:i we ) ;i (49) In this section, we solve Problem (P2) for the NDC case.
Pr(i+1) = P5(i) We first prove that a separation principle for the source and



TABLE Il . .
ALcoriTHMII COMPUTE THE OPTIMAL SOLUTION oFPrRoBLEM (P1)  Whereh is a constant with) < h < 1. Problem (P3) has been

FOR THE CASE OFho = 0. solved in [3], for which the algorithm (denoted by Algorithm
[ is summarized in Tabl€ I for the sake of completeness.
« Seti=1; when: < N, repeat Note that the optimal source power profifé()'s of Problem
o ComputeP, PIZ_;,,+ , is, andi, as follows. (p3) are non- decreasmg OVBEH
- i
i —arg min 4 28O F 2k Bs) | TABLE Il
i<jSN (j—i+1)B ALGORITHM[I C OMPUTE THE OPTIMAL SOLUTION FORPROBLEM (P3).
o Er(i+1)+31_; Br(k+1)
= argz HJHHN (j—i+1)B ’ o Initialize 7 = 1; while « < N, repeat
) o Compute
Pi_ Es(i) + X3, Bs(k) ;
s (is—i+)B is = arg min { k= ZEs(k)} Pi— 2 =i Es (k)
ﬁi+1:ER(i+1)+ZZ:iER(k+1) i<j<N | (j—i+1)B (is—i+1)B’
" (ir —i+1)B The optimal source power profile is given &%(n) = Pé, n =
= =~ = . i . i, ,1s; S€ti =15 + 1.
where Es(1) = ER.@B =0, Es(i) = 3, Es(k) — BPg(k) « Algorithm ends.
andEg(i+1) = Yi~t Er(k+1) - BPg(k+1),i=2,---, N,
respectively. Then, the optimal source and relay powerlpsoéire given
as
1) If Py > PRt setPs(k) = Ph(k+1) = Py fork =, -+ i, It is easy to see that the optimal source power profile of
andz =iy + 1; . ..
2) If Pi < Pt setPy(k) = Pk +1) = Py for k=i, i, Problem (P3) maximizes the_avgragg throughput of both the
and = s 1. source-relay and source-destination links. Moreovecesior
« Algorithm ends. the NDC case, the relay can store the binning indices of the

decoded source messages with arbitrary delay before fdrwar
ing them to the destination with best effort transmissidhs,

A relay power profile intuitively should have no effect on the
Source energy profile optimal source power profile. This conjecture is affirmed by
the following proposition.

Proposition 5.1: For the NDC case, the optimal source
power solution for Problem (P3) is also globally optimal for
Problem (P2).

Proof: See AppendixC. [ |

This proposition implies that the separation principle for
the source and relay power allocation problems is optimal fo
Problem (P2). Thus, even though Problem (P2) is non-convex,
0 e — 1.\/) we can still find its globally optimal solution efficiently.

Remark 5.1: It is shown in AppendiX_C that for the case
Fig. 2. An example for the optimal source and relay powercalion for the Of 0 < hy < 1, the optimal source power profllB*( )'s of
DC case Wllth1h0 = 0. Note that the slope of each dashed line correspongsroplem (P2) given by Algorithiadll is unique. However, for
to P or P obtained using Algorithri). the case oh = 0, this result is not true in general, since the
source energy may not necessarily be exhausted at the end of

relay power allocation problem holds, upon which Proble eac)hN—bIock transmission for Problem (P2) (cf. Proposition

(P2) can be solved by a two-stage strategy: First obtain

optimal source power allocation by ignoring the relay, dmeht _ .

optimize the relay power allocation with the obtained seur(,B‘ Optimal Relay Power Allocation

power solution. Since this separation principle appliebdth ~ With the optimal source power profil@¢(i)'s obtained
cases with and without the direct link, we address these twging Algorithm[Il, the optimal relay power profile can be

——— Relay energy profile
—— Optimal power profile

cases with a unified analysis as follows. determined by the foIIowing problem:
A. Optimal Source Power Allocation (P4 PR ;C (Pr(i+1)) (53)
First, we consider the following source power allocation & &
problem by ignoring the relay: st ZC (Pr(i+ 1)) < ZC
=1 =1
P3 max C (hPs(i (51) k
( ) Ps(6)20,vi Z _Zc(h’opg(l))a kzla"'va and(m)' (54)
1=1
S. L. ZPS ) < _ZES =1,2,---,N, (52) This problem is non-convex due to the constraints[in (54).

However, by lettingr(i + 1) = C (Pr(i + 1)), Problem (P4)



can be rewritten as Rateh -
N ’/7
) /
(P9 270+ ) |\\Q\\\< -
st 30+ 1) < 3P0 —ChoPi(@), (56) i NN —— (i)
LA (p)-cnr )
k . 1 F o L
; (22T(1+1) — 1) S E ;ER(Z =+ 1), 0 ] I e N
k=1---,N. (57) Fig. 3. lllustration of the rate allocation faRp (i + 1)'s in the NDC case.

It can be shown that Problem (P5) is convex ovgr-1)’s. By
the KKT optimality conditions, we obtain the optimal sotrti  for PZ(i)’s and Py (i + 1)’s for the NDC case, similar to the
for Problem (P5) as DC case (cf. Propositidn 4.1).
N + Proposition 5.2: For Problem (P2), there exist optimal
P+ 1) = llog - Zk?\]i Ak i=1,--,N so’urce powersolquﬁ’g(z).’s and‘rellay power solutiof}, (i+
2 2In2- 30 1)'s that are non-decreasing overi =1,--- , N.
(58) Remark 5.3: It is worth noting that problems of similar
] ) ~ _structures as (P4) have been solved independently in prior
where ), and 5, are the non-negative Lagrangian multipliyyqors [3], where the results are based on generalizing the
ers corresponding to thé-th constraint in [(56) andl(57), so|ytion for the two-epoch case. Nevertheless, in this pape
respectively. Problem (PS) can be solved by a forward seafgh \;se some optimization tools to transfer Problem (P4) into

algorithm, denoted by Algorith IV in Table 1V, for which propiem (P5), which is convex and much easier to be solved.
the optimality proof is similar to that of Algorithflll, and i

thus omitted.
C. Optimal Rate Scheduling

TABLE IV
ALGORITHMIY] COMPUTE THE OPTIMAL SOLUTION FORPROBLEM (P5). It has been shown in Section IV that for the DC case, the
relay binning rateRz(i + 1) for each source message can
o Initialize i = 1; while i < N, repeat be directly computed by((17) given the optimal source and
« Compute relay power profiles. However, for the NDC case, it requires
, . Ci +X0_,C(P5(k)) —C (hoP&(k)) additional effort to obtaiR 3 (i+1), since we need to consider
e argign}?zv{ (G—i+1)B } ’ two sets of different constraints ifiL(20) arfid](22) (as will be
g i Bii +30_, Es(k+1) (s)ho_wn next). Suppose thdtz(i + 1) _is opt:';\ined Wi*th'the
2y G-it1)B , ptimal source and relgy power profilé%; (i)’s and PR(z_+
Gi+ 0 ¢ (PE(R)) — € (hoPE(K)) 1)’s, the source transmission _rat&z‘)’s can be determined
7= k=i o _Si B ot from (21). Then, with the obtaineft(i)’s, we can update the

_ ; obtained source power profile to achieve the same maximum
Fa=C <Ei+1 + Zlf':z‘ Es(k+ 1)> , throughput but with the minimum energy consumption.
(z—i+1)B To computeRp(i + 1)'s, the following observations are
first drawn. IfC(Py (i + 1)) > C(P4(2)) — C(hoP§(4)), Vi €
r*(k), and Bipq = S} (Es(k+1) _ 92" (k+1) _ 1>, i {1,---, N}, the relay should transmit not only the binning
2,---,N. Let jo = argminj—1 5 {F;}. Setr*(j + 1) = 7, j index of thei-th source message at tle+ 1)-th block, but
G-, 0o, andi = iz, + 1. also those of source messages< j < i. Moreover, due
» Algorithm ends. to the constraint in[(25), it follows that i€(P%(i + 1)) >
C(P§(i)) —C(hoP4 (1)), Vi, there must exisf with 1 < j < 1,
such thaC(P;(j+1)) < C(P&(j)) —C(hoP%(4)). The above
Remark 5.2: It is worth noting that from[(88), we observeobservations imply that to obtaiRz(i + 1)’'s, we need to
that the optimal relay transmission rate¢(i + 1) is non- find all i's with C(Py(i + 1)) > C(P&(i)) — C(hoP5(i)), and
decreasing ovei, and strictly increases when any one ofhen use their surplus rates to transmit the binning indices
the constraints(86) an@(57) is satisfied with equality. Shuof source messages < 4. In Fig.[3, we show an example
the optimal relay power profilé’; (i + 1)’s of Problem (P2) for the relationship betwee@(P;;(i + 1)) and C(P%(i)) —
with Pp(i + 1) = 2270+ — 1§ = 1,... N, are also C(hoP%(i)), where Case A stands for the caseCi} (i +
non-decreasing over Furthermore, it can be shown that the)) < C(P%(i)) — C(hoP%(i)) and Case B for the case with
obtainedP;; (i+1)’s achieve the minimum energy consumptiora reversed inequality. Then, a geometric interpretatioritfe
at the relay. algorithm of computingRz (i + 1)'s is given as follows: Use
Based on the analysis in the above two subsections, W surplus rate area in Case B to fill the deficient rate area in
obtain the following proposition for the monotonic propest Case A. Obviously, if the area to be filled in Case A is larger

whereC1 = By = 0, C; = Y i—% € (Pi(k)) — C (hoPZ(K))
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than the filling area in Case B, the corresponding values for
Rp(i + 1)'s are not unique. 5 - i
Thus, we now develop a backward search algorithm (Al- y _— ——
gorithm[M) that is summarized in Tablel V, to obtain one of [
the feasible solutions foRg (i + 1)’'s. The main procedure
of this algorithm is described as follows. FirfRp(i + 1)’s
are initialized as the minimum values betwe@({P;;(i + 1))
and C(P§(i)) — C(hoP4(2)) for all i's, and a parametet
(which, e.g., corresponds to the filling area in Case B of Fig.
3) is set to bed. The algorithm then searches the values for
Rp(i + 1)'s in a backward way from = N to 1. For any e — — TheDCcase
i-th block, the algorithm computeemp = C(P}(i + 1)) — A Greedy scheme |
(C(P5(4)) — C(hoP4(4))). Then, iftemp > 0, Case B occurs,
and temp is added tot; if temp < 0, Case A occurs, and 02 =T 02 03 04 05 06 07 03 09 1
Rp(i+ 1) is increased bynin(—temp, t), and this amount is o
then subtracted from.

o

N

O
Il

...........
-~
-

e
W
T

\
\
Il

verage throughput (bps/Hz)
\

d The NDC case

A
o
)
G
N
\
Il

Fig. 4. Throughput comparison of various power allocatiohesnes for the

relay channel with energy harvesting constraints.
TABLE V

ALGORITHM[V} COMPUTERE (i + 1)'s FOR THENDC CASE.

VI. NUMERICAL RESULTS
o Given Pi(i)'s by Algorithm [ and Pi(: + 1)s . : : .
S R
by Algorithm [  initalize  Rp(G 4 1) - In this section, we present some numerical results to valida
i

min {C (P5(i + 1)) ,C (P3(i) — C (hoPZ(i))}, i = 1,---,N, our theoretical results. For the purpose of exposition, we
t=0;

'a;nd Oy P P assume a periodic energy profile model for some predictable
* CE%T;*E')) to 1, computetemp = C (P5(i +1)) — C(P5 () EH sources. Specifically, the source and relay energy psofile
S .
1) If temp > 0, sett =t + temp; are given as
2) If temp < 0, set Rp(i) = Rp(i) + min(—temp,t) andt = i1 -
(t +temp)™. Es(l) = Agsin (—27‘( + —) + Ag,
o Algorithm ends. N 2

,— 1
ER(i+1):ARSiD <ZT27T+9> +AR, 1S’LSN,

Remark 5.4: It is recalled in Remark 51 that in the caséespectively, whereds, Ar > 0 are the amplitudes of the
of hy = 0, the optimal source power profilg: (i)’s given by smuso_ldal energy profll_es at the source and relay, res&;mdaph_
Algorithm[may not achieve the minimum energy consumpand ¢ is the phase shift between these two energy profiles.
tion. In this case, fron{{21), it follows that(i) = Rp(i+1), Here, we choose3 = 100, N = 40, § = 3m, and As =
i=1,---,N, with R(i + 1)'s obtained by using Algorithm Ar = 200.

M In order to achieve the minimum energy consumption at We compare our proposed algorithms with a greedy power
the source, the optimal source power solution of Proble@ffocation strategy. Here, we adopt a non-trivial greedjoal
(P2) can be updated aB:(i) = 92Rp(i+1) _ 1 |t is worth rithm by assuming that both the source and relay know the

noting that the above obtained source power profile is stiifrvested energy amounts up to the current block prior to
non-decreasing over (thus in accordance with Propositionfransmissions. The transmission rate ofil source message

[5.2), sinceRz(i + 1)'s obtained using AlgorithrilV are non-in the greedy algorithm is given as

decreasing over. =
R (i) = min {C (EST@> )
D. Throughput C ison: DC vs. NDC Es(i Er(i
roughput Comparison VS c (h E?z)) . (ER(;- 1)) }7 (59)
As shown by Propositioh 3.2, the throughput of the NDC

case is no smaller than that of the DC case. To further comp Doy i B i-1 =

these two cases, the following proposition shows when t%ﬁimz?is(z)E_ (%fll)%q(g)zlﬁ %kal: isl()k )\’/viEdPE IEZ.()Z i

NDC case is strictly better than the DC case in terms of th k=170 kL T e\

average throughput. 22Rc() _ 1 and Pr(i + 1) = 22(RG(1)_C (hOT» 1,
Proposition 5.3: The average throughput of the NDC case = 1,--- , N. Note that in the above greedy algorithm, both

is strictly larger than that of the DC case if and only if theréne source and relay consume as much available power as pos-

existsi € {1,--- , N} such thatC(P(i + 1)) > C (Ps(i)) — sible at two successive blocks to maximize the instanta;ieou

C (hoP5(i)), wherePg(i)'s andC(Pr(i+1))'s are the optimal throughput, thus achieving the minimum delay as for the DC

solutions to Problems (P3) and (P5) obtained by Algorithmase.

[Mand[V] respectively. In Fig. [4, we show the average throughputs versus the

Proof: See AppendiXD. B direct link channel gairhg for the proposed power allocation
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algorithms and the greedy algorithm. It is observed that aflocation leads to a larger sum rate over these two blocks.
the direct link becomes stronger, i.é, increases, there is Thus, this case cannot happen.

a throughput limit of 0.387 bps/Hz. For the NDC case, this 2) P%(i) > Pg(i + 1) and PR(z + 1) < Pj(i+ 2): First,
throughput limit is achieved even for very smal) around we prove that theé-th constraint in[(15) is not achieved with
0.05. In contrast, for the DC case, the throughput increaseguality by contradiction as follows. Assuming that its alify
almost linearly and achieves the throughput limit whian is achieved, it is then observed tht (i + 1) < Pj(i +2) is
exceeds 0.75. Thus, the throughput gain of NDC over Débntradicted with the following results:

cases by relaxing the.decod_ing delay is present o.nly. in the ' 1+ P3(i)
regime of small direct link gains, thanks to the exploitataf log (1 + Pi(i+1)) =log (W)
energy diversity in cooperative communication. Also ndit t +ho *5_(2)
with small o, the condition in Proposition 5.3 is more likely > log (M) (60)
to be satisfied. For the greedy algorithm, it is observed that L+ hoP5(i+1)
the throughput loss can be large, especially whems small, >log(1+ Pi(i+2)), (61)
as compared to the proposed algorithm for the DC case.
where [60) is due to the fact thabvg (lﬁ”{fm) is strictly
 CONCLUDING REMARKS increasing overz > 0 for any fixed iy with 0 < hg < 1,

and [61) is by Proposition 3.1.

In this paper, we studied the throughput maximizatiof Thus, there must exigt, 0 < § < © (i) — PS(Z+1) such that

problem for the orthogonal relay channel with EH source and

relay nodes, assuming a deterministic EH model. For both the® (Pg(i) — §) > C (ho (P§(i) — §)) + C (Pr(i +1)). (62)

cases with and without delay constraints at the destination

we examined the structures of the optimal source and reIQ?f'”e a new power allocation profile & (i) = P3(i) — 4,

power profiles over time, and developed algorithms to effzs(i +1) = Pg(i + 1) + 4, Pr(i+1) = Pp(i + 1), and

ciently compute these optimal power profiles. In addition, &z (¢ + 2) = Pp(i +2). It is easy to check that the new

new interesting energy diversity phenomenon was expI(Tredf'JI”()Cat'On satisfies the energy constraintdid (14), antilyia

EH-powered wireless cooperative communication with deld§rger sum rate over these two blocks, i.e.,

Folerance. We now conclude the paper by highlighting some E(z‘) + E(z‘ 1)

important aspects unaddressed yet and thus worth being in- - _ -

vestigated in the future work as follows: >C (hoPs(l)) +C(Prpli+1)+C (hoPS(Z + 1))

1) Thistpaper consé(:_'ers the dete;]rmilndisbtic EHdmlo%el, Whiledin +C (Pp(i +2)) (63)

practice, many EH sources should be modeled as random _ » = (i\\ 4+ ¢ (P=(i + 1 C(haPi(i+1
processes, e.g., the block-Markov modél [6]. The study (hoPs(9)) + € (PR(i + 1)) +C (hoP5(i +1))

of the throughput maximization problem for the Gaussian +C (Pr(i+2)) (64)
relay channel under random EH models motivated by = R*(i) + R*(i + 1),

the results obtained here will thus be practically more. ore [6B) is due td(62) and the following fact: Sirfe: +
appealing. 5) — C(x) > C(ho(z +06)) — C(hoz) for 0 < ho < 1, it

2) To simplify the analysis, it is assumed in this paper th
the energy storage capacity is infinite, which may not _
be true in practice[J4]. Thus, considering the case with C (Ps(z + 1)) (C (hoPs(i + 1)) +C(Pj(i+ 2)))
Imgengs:gy storage will be an interesting extension of SC(Pi(i+1)) = C (hoPi(i + 1)) — C (PL(i +2)) > 0:

3) In this paper, the DF relaying technique is adopted &nd [64) is due to the concavity obg(z) and § <
design the optimal transmission for the orthogonal rela{e -2t Therefore, this case cannot happen.
channel. Extensions to more general relay channel models3) PS( i) < P§(i+1) and P5(i + 1) > P} (i + 2): Since

and/or other relaying techniques, such as amplify arjgg lr}:wm is strictly increasing over: > 0 for fixed hy,
forward (AF) as well as CF, will be also interesting.  , Yo <°1 it follows that

APPENDIXA log (LW) > log <1+7PS£Z)>
PROOF OFPROPOSITIONZ.]] 1+ hoPg(i+1) 14 hoP5 (i)

Denote the optimal source and relay power profiles of 2 log (1 + PR(i+1)),
Problem (P1) a5 (i)'s and P (i+1)’s, respectively. For any where the last inequality is due to Proposition] 3.1. Thuis it
consecutive power pair, consider the following three cases gptained that

1) Pg(i) > P§(i + 1) and Pi(i + 1) > Pp(i + 2): Define . » .

a new power allocation profile aBs(i) = Ps(i + 1) = C(Ps(i+1)) 2 C(hoPs(i + 1)) +C (Pr(i+1))
LS and P (i41) = Pr(i+2) = Calt IR, > C(hoPg(i+ 1) +C (Pr(i+2)), (65)

It is easy to check that the new power allocation profile still B B » »

satisfies the energy constraint in}14); moreover, since thderePr(i+1) = Pr(i+2) = w. By keeping
objective function in[(IB) is concave, it follows that thewne P%(i) and PZ(i+ 1) unchanged and updating the relay power

llows that




values asPg(i + 1) and Pg(i + 2), it is observed that the
relay energy constraints are still satisfied, and the sumisat
improved, i.e.,
R(i) + R(i + 1) (66)
— C (hoP5(i)) +C (ﬁR(i + 1))
+C (hoP3(i+ 1) +C (Pa(i+2))  (67)
> C (hoP5(i)) + C (Pi(i +1))
+C(hoP5(i+ 1))+ C (Pi(i+2)) (68)
=R"(i) + R*(i + 1),
where [€7) is due to[{65) and the fact th@(PZ;(i)) >

C (hoP5(i)) +C (PL(i + 1)) > C (ho P5(i ))—l—C(PR z+1 )
and [68) is due to the concavity dbg(z). Thus, this case
cannot happen.

To summarize, since all the above three cases cannot be true,

the only remaining case @5 (i) < Pg(i+1) andPy(i+1) <
P} (i 4+ 2) must be true. Propositidn 4.1 is thus proved.

APPENDIXB
THE OPTIMALITY PROOF OFALGORITHMI]

First, we prove that the source power profil;(i)'s
obtained using Algorithni]| are optimal for Problem (P1).
Given P4 (i)’s, assume that the equalities of the source energy
constraints are achieved at blocks is,- - ,%,, = N, while
those are not achieved for the other blocks. Moreover, we
assume that before block, 0 < s < m (defineig = 0),
the optimal solutionPZ(¢)’s of Problem (P1) are the same as
P¢(i)'s, and their difference first appears at tih block,
is < i < is11. Due to this difference, the index of the next
source energy exhausting block is denotedsas, which may
not be equal toi;1. Then, only three scenarios shown in
Propositior 4.2 may happen for bofti(i)'s and P (i)’s for
the (is + 1)-th to thei,;,-th blocks and thes+1-th block,
respectively, which are discussed as follows:

() Scenario | happens foP;(i)'s, and consider the fol-
lowing two cases:

(@) If P§(i) > P&(i): By propositior 4.1, it follows that
P5(j) =2 P5(i) > Pg(i) = P§(j), J =i, 1 ist1,
and then BY 4! Ps(k) > BY ot ( ) =
ZZS“ Es(k), WhICh violates the source energy
constraint. Thus, this case cannot occur.

If P§(i) < P§(i): For the case that Scenario | or Il
happens forP$(i)'s, it is easy to check that there
will be no blockis; > ¢ where the source energy is
exhausted, and thuBs(i)’s violate Propositiofl 3]3.
For the case that Scenario Ill happensRii(i)’s, it

is observed that both the -th source and relay en-
ergy constraints ir{1) an@l(2) are not achieved with
equality, wherék is the index of the source power
transition block shown in Scenario Il of Proposition
[42. Then, there must exiét< ¢ < 1, such that the
new source and relay power allocation profiles de-
fined below still satisfy the source and relay energy
constraintsPs (ko) = 0P%(ko)+(1—60)P§(ko+1),

(b

~
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Ps(ko +1) = (1 - 9)P5(k0) + GPﬁ(ko + 1),
PR(ko-i-l) oPr (k0+1) (1- H)PR(ko+2) and
PR(k0+2) (1-— )P*(k0+1)+9P*(k0+2). It

is easy to check that with the new power allocation
profiles, the sum rate over these two blocks is
improved, since the rate functioh {12) is concave.
Thus, this case cannot occur.

(Il) Scenario 1l happens forP%(i)’s, and assume that

Pi(j) = Po, j = is + 1,-- ko, and PE(j) =
Po+ 4 —1,j = ko +1,--- ,isy1. Consider the
following two cases:
(@) If P§(i) > P§(i): Wheni > iy, wherei,q is
given by [32), it is easy to check that only Scenario
[l can happen forPg(i)'s from the (i; + 1)-th
to the zs+1—th blocks. However, the source energy
constraint at thei,,;-th block is violated, since
P%(i)'s are non-decreasing by Proposition]4.1. As
such, we only consider the casef s, which
consists of two subcases: _
(1) Pi(i) < P4(i) < PL°, where P;° is given
by (33) and[(34): ForPs(i)'s, similar to case (Ib),
it follows that only Scenario Il can happen, and
denotek as the index of the source power transition
block defined in Scenario Ill of Propositign #.2. If
ko < ko, by a similar argument as case (la), the
source energy constraint at thig,;-th block will
be violated; ifky > ko, by a similar argument of
case (Ib), it follows thatPZ(¢)’s cannot be optimal.
(2) P3(i) = ZO First, it is claimed that from
the (is,0 + 1) th to thezsﬂ—th blocks, there is no
such indexk, corresponding to the source power
transition block for Scenario Il in Propositidn 4.2.
This is proved by contradiction, and consider the
cases ofkg > ko and ko < ko following the same
argument as case (llal), respectively.
As such, forP%(i)’s, it is obtained that Scenario I
happens from théi; +1)-th to theko-th blocks, and
Scenario | happens from th{&, + 1)-th to thei, -
th blocks. Next, we prove thaP}(i)'s are strictly
sub-optimal over these blocks. Define a new source

Zi[):isﬁ»l Es(k)
(Ro—is)B J

_ Ts+1 k
iy + 1, ko and P(j) = Zitan 2ol

ko +1,--- ,is41. Since bothlog(x) andlog(hoz)

are concave and some of the source energy con-
straints at the ko + 1)-th to thei,,1-th blocks may

be violated byPs(j)’s, the sum rati:;”z.lsJrl R(4)
given by P%(i)’s is upper-bounded by

power profile asPs(j) =

G541

> R Z C (hoPs(j)) +C (Pr(j + 1))
J=ts+1 Jj=ts+1
Y e@s). (69)
j=ko+1

wherePr(j+1) = PP, with i1 < j < iy,
p>0,i, 1 =is j < ko, andi,,’s and P, s



(b)

are given by[(3R),[(33)[(34)(B7)._(38), arid](39).
On the other hand, the sum rate for tfie + 1)-th
to i541-th source messages wit;(i)’s is

Gs41 ko
> Ri= Y C(hoP3() +C(PR(i+1))
Jj=is+1 Jj=is+1

+ ) C(PG), (70)

j=ko+1

where P (j + 1) = Pi'? = Pg(j + 1) is due
to (417). To prove that{{70) is larger than the right
hand side of[(69), it is equivalent to show thatl(71)
is true, whered = Pg(is + 1) — Pi(is + 1) =
Fs(l.s—Fl)—Po, I = ko—is, andZQ = i5+1—l€0. By
removing thelog operations,[(A11) can be rewritten
as

l2
(1+ hoPoy)" (Po + hlo)

(L ho (o +8))"* (P + 2 — 20)
(72)

l2
Letg(z) = (1+ ho (Py + 2)) (Po + A - g—x) .
Note that for0 < = <6, Py + 7= — %x > 0, and
thus it follows that

g(@) ==l (1+ho (P +z))"

1L\
AR+ — -2 L 41) hox <0
(0+h0 l2x> (l2+ ) o=t

which means thay(z) is decreasing ovel < = <

4, and it follows that [(7R) is true. ThenP(i)'s
cannot be optimal for this case.

If P{(i) < P§(i): First, note that ifi > i, + 1,
P%(i)'s violate Propositiorf 411. Thus, we assume
that: = i5 + 1. Then, for P§(i)’s, if Scenario | or

Il happens, it is easy to check that the source energy
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(i U-ho)PE(G) o (1=ho)PE(G)
that PA( +1) 2 “mhopsey > THRePRG) 2

P (j+1) for ko < j < ko. As such, it is observed
that the the relay power constraint at theth block
is violated. Therefore, this case cannot occur.

(Ill) Scenario Il happens foPg(i)'s, and consider the fol-
lowing two cases:

(a) If P&(i) > P&(i): Similar to case (la), it follows

that PZ(¢)’s cannot be optimal.

(b) If P§(i) < P&(i): For Pg(i)'s, Scenario | and Il

cannot occur due to the same argument as case (Ib);
for the case that Scenario Il happens 8§ (i)’s,

it cannot happen, since by using Algoritfiin I, we
cannot find suchk, and P} satisfying [40), [(411),
(44), and [(4b), respectively. Then, we only need to
show that[(4D),[(41)[(44), and (45) are necessary for
the existence of Scenario Ill. By a similar argument
as case (Il), it can be shown thaf{40) ahdl (41) are
necessary for the existence/af. For (44) and[(45),

it is shown as follows: (()P§ < Pg’oz this is due

to the source energy constraint at the-th block;

(ii) 135' > P{(is): this is due to Propositidn4.1; (iii)

13§ > #1%' which is equivalent to that
Pr(ko+1) < %: If this condition is not true,
which means thatotﬁéo-th source and relay energy
constraints in[{l1) and[2) are not achieved with
equality, it can be shown that this case is not optimal
with the same argument of case (Ib) under Scenario

. (i pio 1 Pr(ko+2) ; ;
l; (iv) Pg+ e — 1< TR hoPatho D) which is

(17h0)<13§+%71) _
1+ho$ﬁ§+%—l '

If this condition is not true, it will violate the
optimality conditions for Scenario Ill shown in
Proposition[4.R. Therefore, the necessity [of] (40),

@), (43), and[{d5) is proved.

equivalent to thalP (ko + 2) >

In conclusion,P{(i)’s are optimal for Problem (P1). Now,

cannot be completely consumed at the end of ea%?h the optimal P (i)’s, we know Wh_ich scenario in Propo-
N-block transmission, which violates Propositior?'t'onm happgns for each block. |t.IS thus easy to s_how that
B3. Consider now the case that Scenario Il hafP® corresponding relay power profile;(i + 1)'s obtained
pens. Denote the index of the source power trand{Sing Algorithml] are also optimal: IP;(i + 1)'s are given
tion block defined in Scenario Il of Propositipnk.22Y (30), they are optimal obviously; iP;(i + 1)'s are given

askg and there are then two subcases: (@dfz ko,

by (31), they are also optimal by proving that the two cases

it is easy to check that this case violates Propositidnz (¢ + 1) > Pr(i +1) and Pi(i + 1) < Pp(i + 1) both
133, since there will be no source energy exhaustifggnnot occur, for which the proof is similar to that in case (|
blocks after theko-th block: (i) if ko < ko, it is easy and thus omitted. Therefore, the optimality of Algoritfimsl i

to check that the relay power constraint at faeth ~ Proved.

block is achieved with equality with a similar argu-

ment as case (Ib) under Scenario Ill. Moreover, it

can be shown thaP%(j) > P5(j), ko < j < ko (if

not, there will be no source power energy exhausting

APPENDIXC
PROOF OFPROPOSITIONG. 1]

Define f(z) = 1 log( Lo ) overz > 0 with fixed 0 <

- 2 1+hox

block existed after thé,-th block). Then, it follows ho < 1. Since f/(z) = —4 (1 + )" + 1h3 (1 + hox) "

1

(zlc (hoPy) + 15C (Po T 1)) - (zlc (ho (Py + 6)) + 1oC (Po f——1- l—15>> >0, (71)

ho

ho I
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and —fo— < L it follows that f”(z) < 0 and f(z) is For the proof of (i), from [[8], it follows thatPg(i)'s

1+hox T+z . L X o - ;
concave. Moreover, it is easy to check thfét) is increasing maximize fo:l C (hoPs(k)) subject to the constraint (b2);
overz > 0. Then, we obtain the following lemma. in other words, for the case d@®(i) < PZ(i), this value will

Lemma C.1: For the case of < hy < 1, the optimal source be strictly decreased. Thus, (i) is proved.
power profilePs(i)'s of Problem (P2) are non-decreasing over For the proof of (ii), it is equivalent to prove that
i; for ho = 0, there exist optimal source power proffi (i)'s, >, f(P&(k)) < >1_, f(P&(k)), i« < j < N. When
which are non-decreasing ovéri = 1,--- , N. Jj = 14, by the assumption thaP§(i) < Pg(i), it follows
Proof: Denote the optimal solution of Problem (P2) aghat S f(PE(R) < S, f(Ps(k)). For j = i+
Pg(i)'s and P (i+1)’s. For the case of < ho < 1, consider 1, jf Z';izl F(P(k) > Z';izl f(P:(k)), it follows that
any consecutive source/relay power pair correspondingeo t(P5(5)) > f(P&(4)) and thusPZ(j) > P4(j) since f(z) is
i-th and the(i + 1)-th source messageis=1,--- ,N—1, and monotonically increasing. FaPz(i)’s, denote the index of the
the following two cases: next source energy exhausted block afterjtitie block asj,. It
1) Pg(i) > P5(i + 1), Pr(i +1) > Pi(i + 2): Define s then obtained thaPg (k) > P%(j) > Pz(j) = Pi(k), j <
r*(i+1) = C(Px(i+1)). Sincelog(z) is increasing, it follows . < ;_since by Lemm&TCl1P;(i)'s are non-decreasing over
that 7*(i + 1) > r*(i + 2). Then, the constraint i _(25) is ;. Moreover, by [3], sincef(z) is concave, it can be shown
equivalent toy ", _, r*(k 4+ 1) < >3, f(P&(k)), which is  that with the same energy budget over the first to fHé
convex. Thus, similar to case 1) of Appen@ik A, this case ocks, if Zi:l f(P&(K)) > Ziﬂ f(P%(k)), it follows that
not optimal for Problem (P2). S _ Pi(k) > Y21_, Pi(k). Then, it is easy to check that
2) P3(i) > Ps(i + 1), Pp(i + 1) < PR(i +2)1 It pr(j)s violate the source energy constraint at jheh block,
is first proved that the constraint,_, C(Px(k + 1)) < je. B ;C Pi(k) > B ;C Pi(k) = ?C , Es(k). Thus,

[ * . s . . . . =1 =1 —
> w1 f(P&(K)) is not satisfied with equality in this case byt is obtained thats™ | f(P(k)) < S_, f(Pi(k)) for

contradiction as follows. Suppose that the above rate islégu j = i+ 1. By using the mathematical induction method,
is satisfied with equality. From th@ —1)-th and the(i + 1)-th it can be shown thab>l_, f(Pi(k)) < SI_, f(Pi(k)),
constraints in[(25), it follows that(P;(i + 1)) > f(P5(i)) 1< j < N, which suggests that (ii) is true.
and C(Pg(i + 2)) < f(P5(i + 1)), and together with the  From the above analysis, it is proved that for the case
assumption thatP;(i + 1) < Px(i + 2), it follows that of o < p, < 1, Pi(i) = Pi(i), i = 1,---,N, and thus
f(P5(0)) < C(PR(i + 1)) < C(PR(i +2)) < f(P5(i +  pz(iys are optimal for Problem (P2). For the casehgf= 0,
1)). Since f(z) is an increasing function, it follows thatgsince there always exists one optimal source power profile
Pg(i) < Pg(i + 1), which contradicts the assumption thanat js non-decreasing ovefby LemmdCilL), without loss of
Psli) > P3(i+1). _ _ _ generality, we can assume thia}(i)’s are still non-decreasing
Then, there must exist > 0, with which we define a new gyer ;. With the same argument as the casedof i, < 1,
power allocation ag’s (i) = Pg(i)—d andPs(i+1) = P5(i+ it is observed that claim (i) is still true, which means that

1)+, while keepingP(i+1) and Px(i+2) unchanged. Itis the maximum value withP%(i)'s is not larger than that with
easy to check that the new power allocation still satisfies tlpg(l-):s_ In conclusion, this proposition is proved.

constraints in Problem (P3) and increases the sum rate over
these two blocks. Thus, case 2) is not optimal for Problem
(P2).

In conclusion, for the case df < hy < 1, only the case
P%(i) < Pi(i+1) andP%(i+1) < Px(i+2) can be optimal.  DenoteP4(i)’'s and Py (i + 1)'s as the optimal solution for
For the case ohy = 0, similar argument can be applied toProblem (P1)P%(i)'s and P},(i +1)’s as the optimal solution
show the existence of such a non-decreasing optimal solutifor Problem (P2). First, we prove that the condition given in
which is omitted for brevity. Thus, this lemma is proveds Proposition[5.B is sufficient. Assume thé@tP;(k + 1)) <

Next, we prove Proposition 3.1. First, consider the case 6Pg(k)) — C(hoP§(k)), 1 < k < i, andC(Pj(i + 2)) >
0 < ho < 1. For the optimal source powd®(i)’s of Problem C(Pg(i+1))—C(hoP4(i+1)). Due to constrain{{25), without
(P2) and P%(i)'s obtained using Algorithni DI, we assumeloss of generality, we further assume th&tP;(i + 1)) <
that P5(j) = P5(j), j = 1,---,i— 1, and P&(i) # P&(i). C(Pg(i)) —C(hoPg(i)). Then, forPg(i)'s and Pi(i+1)’s, it
Consider the following two cases: is easy to check that only Scenario Il or lll given in Propiosit

1) P%(i) > P%(i): Similar to the proof of case (la) in[4.2 can happen at theth block, which is further discussed as
AppendiXB, it follows that this case violates the sourcergpe follows:
constraints, sincé3(i)’s are non-decreasing, and thus cannot 1) Scenario Il happens for théth source message in
be true. Problem (P1), i.e.Ps(i) = P, Ps(i +1) = Py + 7 — 1,

2) Pi(i) < P§(i): First, we claim the following two and thus the source energy constraint at tit block is
results, which will be proved later: (iP5(i)’s reduce the not satisfied. Then, there exisis> 0, such that the newly
optimal value of Problem (P2) without considering the relagiefined source power allocatidPs (i) = Py + 6, Ps(i+1) =
power allocation; (ii) By further considering the relay paw P, + hio — 1 — 0 satisfies the source energy constraint atithe
allocation and the constraiff (25)%(i)'s shrink the feasible th block. Moreover, as for the NDC case, we can increase
set of Pg(i + 1)'s. If (i) and (ii) are both true, it follows that the binning rate ofi-th source message with the amount
P§(i) < P§(i) cannot be true. C(P%(i + 1)) — C(Ps(i + 1)) (note that this operation is

APPENDIXD
PrROOF OFPROPOSITIONS.3



possible since this amount is less thaPs (i) —C(P5(2))),

and transmit it at théi + 1)-th relay transmission. With the
above scheme, it is easy to check that the sum rate over thgsg 1.

two blocks is strictly improved.

2) Scenario |l happens at theth block for Problem (P1). [13]
Consider two subcases: (a) If the relay energy is not exhdust
at the end of eacV-block transmission, as for the NDC casej14]
we can increas® (i + 1), and use the available relay energy

at the(N+1)-th block to transmit the increased parti (i+

1), which strictly improves the throughput of the DC case; (b)

If the relay energy is exhausted, there must exists i + 2,

such thatPy (k) > Pf(i + 2). Thus, there exist® < ¢ <
P (k) Pp(i+2)
2

2 Define a new relay power allocation satisfying

the relay energy constraint d%(i+2) = Pf(i+2)+ 4 and

Pr(k) = Pj(k) — 4. By increasing the binning rate of the

i-th message with the amouéit P (i + 2)) — C(P%(i + 2))
and decreasing that of the-th message witlC(Py(k)) —

C(Pg(k)), it can be shown that the new scheme improves the

sum rate of these two blocks, Sin€éPx (i + 2)) — C(Pr(i+

2)) > C(P};(k))—C(Pr(k)). Based on 1) and 2), the “if” part

is proved.

Next, we prove that the condition in Propositibn]5.3 is

also necessary. Assume th@tP;(: + 1)) < C(P4(i)) —

C(hoP§(1)), Vi € {1,---,N}. It is easy to check that with

the power allocationP;(i)’s and Pj;(i+1)’s of Problem (P2),

the achievable rate of thieth block for Problem (P1) is given

as R(i) = min {C (P§(i)),C (P5(i + 1))+ C (hoPi(i))} =

C(Pj(i+1)) + C (hoP4%(i)), which equals that of the NDC
case. By searching over the whole feasible set, the thraughp
of the DC case will be no smaller than that of the NDC
case. Together with Propositidn B.2, it is obtained that the
throughput of the two cases are identical, and thus the “only

if” part is proved.
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