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Abstract— In this work, the adaptive control of nonlinear visual servoing systems is considered. The strategy
is developed for eye-to-hand systems to perform positioning and tracking tasks on the 3D environment, when
both camera calibration and robot parameters are uncertain. An image-based linearization method is introduced
to deal with the nonlinear control problem generated by a time-varying depth. The positioning controller is
then designed by using the recently proposed Immersion and Invariance (I&I) method, whereas the Symmetric-
Diagonal-Upper (SDU) factorization method is adopted to solve the adaptive multivariable tracking control
problem. The overall positioning/tracking controller is first developed for the cartesian robot case, and then
extended to the general case. Simulation results are also presented for the proposed strategy.
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1 Introduction

For many years researchers have actively inves-
tigated the use of visual servoing in the control
of robotic systems. The feedback provided by vi-
sion has been used to develop several stable con-
trol strategies (c.f.(Hutchinson et al., 1996)). For
any choice of camera configuration, i.e., fixed (eye-
to-hand) or moving camera (eye-in-hand), several
other control schemes have been proposed to solve
the problem of robot motion in the 3D environ-
ment (Espiau et al., 1992; Corke and Hutchin-
son, 2000; Kelly et al., 2000; Conticelli and Al-
lotta, 2001). One restriction of some of the con-
trollers cited above is that each of the results needs
to use an available estimate of the depth infor-
mation. For example, in (Malis et al., 1999) an
off-line learning stage is required to estimate the
distance of the desired camera position to the ref-
erence plane. In (Fang et al., 2002), this off-line
phase is not required to determine the unknown
depth distance since an estimate is obtained at
each interaction by means of an Euclidean homog-
raphy method.

Some works have considered the compensa-
tion for the lack of depth information, for instance,
in (Conticelli and Allotta, 2001) an adaptive kine-
matic controller was designed to ensure uniformly
ultimately bounded set-point regulation, provided
that conditions on the translational velocities and
bounds on the uncertain depth parameter are sat-
isfied. In (Hsu et al., 2001), an adaptive stable
controller was designed to allow tracking of tra-
jectories over some smooth surfaces. Since the
model becomes nonlinear due to the time-varying
depth displacement, an appropriated function ap-

proximation was used in order to reach a suitable
linear parameterized control structure.

In this work, a new 2D adaptive visual con-
troller is considered. The proposed scheme is de-
veloped for image-based eye-to-hand systems to
perform position and tracking tasks on the 3D
environment, when both camera calibration and
robot parameters are uncertain. The main in-
terest of compensating for the lack of knowledge
about the system parameters or environment, is
to increase robot autonomy through sensor-based
control without explicit human intervention or re-
programming. By extracting additional features
from the image, an Image-Based Linearization al-
gorithm is introduced to obtain a linearly param-
eterized plant description. The positioning task
is then performed through the design of a sta-
ble adaptive Immersion and Invariance (I&I) con-
troller. In order to solve the multivariable param-
eter adaptive tracking problem, the recently pro-
posed Symmetric-Diagonal-Upper (SDU) factor-
ization method (Costa et al., 2003) is used. The
positioning/tracking controller is first developed
for the cartesian robot case, in which all the im-
age features are extracted from a planar landmark.
The approach is then broaden to the general case
by using a spherical landmark.

The paper is organized as follows: Section 2
describes the tasks to be achieved and presents the
basic description of the visual servoing model. In
Section 3, the Image-Based Linearization strategy
is introduced and the adaptive I&I visual posi-
tioning controller is developed. Stability results
for the positioning subsystem are also presented
in this section. The SDU method is introduced
in Section 4 to solve the adaptive visual tracking



control problem. The overall system stability is
discussed. The simulation results obtained with
the proposed strategy are shown in Section 5.

2 Problem Formulation

Consider the kinematic control problem of visually
positioning a robotic system at a specific location
while performing tracking of some desired trajec-
tory using only a fixed (eye-to-hand) and uncal-
ibrated camera, and with no available measure-
ment of the depth distance z(t).

2.1 Translational model

Provided that motions will be performed on a
3D environment, the image system has to control
three degrees of freedom. Thus, at least, three
independent features need to be extracted from
the image in order to accomplish a specified po-
sition/tracking task, i.e., the centroid of an ob-
served landmark and its projected surface. Since
the landmark centroid is a physical point on the
3D space, its translational motion relatively to the
camera frame can be described by the well-known
relation (Hutchinson et al., 1996):

[
ẋc1

ẋc2

]
=

1
z

[
1 0 −xc1

0 1 −xc2

] 


ẋ
ẏ
ż


 , (1)

where (xc1, xc2) is the centroid position in the
camera frame, and (ẋ, ẏ, ż) is the vector of land-
mark translational velocities in the robot frame,
where z is the total depth from the camera to the
robot workspace. For the sake of simplicity, we
consider the camera focal length f = 1. Also, we
assume that the camera and robot frames have the
same orientation with affine z-axis.

The dynamics of the landmark projected sur-
face Sc in the camera frame has been considered in
the work (Flandi et al., 2000) and, more recently
in (Zachi et al., 2004), i.e.:

Ṡc = −
(

2Sc

z

)
ż , (2)

the overall dynamics of the positioning/tracking
system will be given by:
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L0(sT )




ẋ
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 , (3)

where we denote the feature vector by sT =
[xT

c Sc]T , the translational velocity vector by T =
[ẋ, ẏ, ż]T , the meter-to-pixel transformation ma-
trix by A = diag{fα1, fα2, f

2α1α2} and an ele-
mentary rotation matrix Rz(φ) ∈ <3×3 about z.

But (3) can be described in a more complete form,
namely:

ṡT =
1
z
LT (sT )T =

1
z
AL0(sT )R(φ)T , (4)

LT (sT ) =




α1fcφ −α1fsφ −α1fxc1

α2fsφ α2fcφ −α2fxc2

0 0 −2α1α2f
2Sc


 ,

where α1, α2 > 0 are scaling factors, and sφ, cφ,
are the simplified notations for sin(φ), cos(φ), re-
spectively. The matrix LT (sT ) obtained in the
above equation is also known as translational Ja-
cobian (Hutchinson et al., 1996).

3 Adaptive Depth Positioning

In this section, the goal is to design an adaptive
control law that drives the system to a specific
depth position in accordance to a known desired
image projected surface S∗c . Note from (4) that ż
is the only control variable that interacts with Sc

and then, a scalar control strategy can be adopted
for the positioning problem. Here, we use the
Adaptive Immersion and Invariance (I&I) method
recently proposed in (Ortega et al., 2003). For the
control design, we need to consider two basic as-
sumptions:

Assumption 1 The motions in the 3D environ-
ment are such that the observed landmark attached
to the robot wrist is planar and always parallel to
the image frame.

Assumption 2 The projected surface Sc(t) of the
landmark is assumed to be always within the image
range Smax > Sc(t) > Smin > 0.

3.1 Depth model

For the positioning model description, one can in-
tegrate both sides of (2) in the intervals [Sc0 , Sc]
and [z0, z], to obtain the following relationship:

z = z0

(
Sc0

Sc

) 1
2

. (5)

From (3), (4) and (5) we define a scaled ver-
sion of the translational velocity vector T :

W =




w1

w2

w3


 =

(
Sc

Sc0

) 1
2

T , (6)

where Sc0 is a fixed image projected surface of
the landmark, while Sc is continuously captured
by the camera. Then, rewriting Ṡc based on (4),
(5) and (6), we finally obtain the following (linear)
system model:

Ṡc = kpw̄3 , (7)

with

kp = −α1α2f
2/z0 , (8)

w̄3 = Scw3 . (9)



3.2 I&I control design

First, assuming that kp has known sign, we rewrite
the model (7) in a more suitable form:

Ṡc = |kp|ŵ3 , (10)

where we define

ŵ3 = sign(kp)w̄3 . (11)

In order to apply the I&I design method, we
need to use a first order filter of type

ΛF (s) =
λf

s + λf
, λf > 0 , (12)

to describe the system (10) in its filtered version

Ṡcf = |kp|ŵ3f + ε(t) , (13)

where Ṡcf and ŵ3f are the filtered versions of Ṡc

and ŵ3, respectively, and ε(t) is a vanishing term.
Here, for the sake of simplicity, we assume that
ε(t) ≡ 0. Thus, if the reference signals S∗c and Ṡ∗c
are bounded and available, then the I&I control
parameterization is given by (Ortega et al., 2003)

ŵ3f∗ = −|kp|−1

︸ ︷︷ ︸
θ∗p

[
λfepf − Ṡ∗cf

]

︸ ︷︷ ︸
Ψf (epf )

, (14)

with epf , Ṡ∗cf and Ψf being the filtered (12) ver-
sions of the positioning error ep = Sc − S∗c , the
reference surface velocity Ṡ∗c , and the regressor
function Ψ(ep), respectively.

Since |kp| is uncertain, we define the (non
certainty equivalent) control signal (Ortega et
al., 2003)

ŵ3f = Ψf (epf )[θp + β1(epf )] , (15)

where β1(epf ) is a function to be chosen.
If we define the parameter error to be

ν := θp − θ∗p + β1(epf ) , (16)

then (13) can be rearranged based on (14), (15)
and (16), i.e.,

Ṡcf = |kp|ŵ3f = |kp|Ψf (epf )[ν + θ∗p]

= |kp|Ψf (epf )ν − λfepf + Ṡ∗cf , (17)

to reach

ėpf = −λfepf + |kp|Ψf (epf )ν . (18)

Now, computing the derivative of (16), we
have

ν̇ = θ̇p + β̇1(epf ) , (19)

which by virtue of the convenient choices1 of

β1(epf ) = −Ψf (epf )γpepf , (20)
1For a detailed description see reference (Ortega et al.,

2003)

and
θ̇p = −[2Ψf (epf )−Ψ(ep)]γpep , (21)

reduces to

ν̇ = −γp|kp|Ψ2
f (epf )ν , γp > 0 . (22)

To test the stability of the error system com-
posed by (18) and (22), we choose the following
Lyapunov function with state ξ = [epf , ν]T :

V (ξ) =
1
2
e2
pf +

α

2
ν2 , α > 0 . (23)

The derivative of (23) along the trajectories
of (18) and (22), is given by

V̇ (ξ) = −λfe2
pf + epf |kp|Ψfν − αγp|kp|Ψ2

fν2 .
(24)

If we define a new variable νΨ = Ψfν, then
(24) reduces to

V̇ (ξ) = −λfe2
pf + epf |kp|νΨ − αγp|kp|ν2

Ψ , (25)

or, in a more compact form

V̇ (η) = −ηT Bη , (26)

where

B =
[

λf − 1
2 |kp|

− 1
2 |kp| αγp|kp|

]
, (27)

and η = [epf , νΨ]T is the new Lyapunov function
state.

Then, applying the Schur´s Complement to
B, we obtain the following conditions for the pos-
itive definiteness

λf > 0 , α >
|kp|

4γpλf
. (28)

Although the negative definiteness of −ηT Bη
with respect to η can be assured by choosing
a sufficiently large term α, only negative semi-
definiteness can be stated for (24) with respect
to ξ. Indeed, from (24)-(26), we have that

V̇ (ξ) ≤ −ξT
(
ΦTBΦ

)
ξ ≤ 0 , (29)

with
η(ξ) = Φξ , Φ = diag{1, Ψf} . (30)

Then, based on the properties of the Lya-
punov functions (23), (25) and also based on (30),
we conclude that η(t) ∈ L∞. If the second deriva-
tive of S∗c is bounded, then by differentiating (26),
one can verify from (14), (18), (22) and (30) that

V̈ (η) = −2ηT Bη̇ , (31)

is bounded and use the Barbalat’s Lemma to
demonstrate that limt→∞ η(t) → 0. From (18)
and from the conclusions above, we can state that
limt→∞ ėpf (t) → 0, which also implies from (12)
that limt→∞ ep(t) → 0. In addition, from (16) and
(30) we have that ν(t), θp(t) ∈ L∞. Thus, we can
finally conclude that all signals of the closed loop
positioning subsystem are uniformly bounded.



3.3 Control law

To restore ŵ3(t) from (15), one can use (12) and
the following property

d

dt
[θp − γpΨfepf ] = −γpΨfep, (32)

to obtain

ŵ3(t) = Ψθp − γpΨΨfepf −Ψ2
fep . (33)

Thus, the true cartesian control signal ż(t)
(4), can be simply computed from (33) by succes-
sive substitutions into (11), (9) and (6), respec-
tively.

4 Adaptive Planar Tracking

Once we have shown that the system can be prop-
erly positioned by the adaptive I&I controller de-
veloped in the previous section, our goal now is to
perform asymptotic tracking of some predefined
image trajectory. However, as can be observed
from (4), both xc1 and xc2 interacts with all the
components of the scaled control W , thus gener-
ating a coupled multivariable subsystem. Indeed,
reproducing the first two rows of the nonlinear
system (4), also based on (5) and (6), we have:

ẋc = KT u + GT wT , (34)

with

KT =
f

z0

[
α1cφ −α1sφ
α2sφ α2cφ

]
, u =

[
w1

w2

]
,

GT =
f

z0

[ −α1 0
0 −α2

]
, wT = w3

[
xc1

xc2

]
,

which consists of a linearly parameterized track-
ing system. Then, an adequate control param-
eterization must follows since now we are deal-
ing with matricial control gains instead of scalar
ones. Some works have gone toward this issue
(Ioannou and Sun, 1996), however assuming re-
strictive conditions and/or conditions very diffi-
cult to satisfy in practice (a detailed discussion
about such conditions can be found in (Hsu and
Costa, 1999)). Most recent methods have proven
to be less restrictive (Hsu and Costa, 1999; Costa
et al., 2003; Ortega et al., 2003). Here, we will
adopt the one introduced in (Costa et al., 2003),
which uses a Symmetric-Diagonal-Upper (SDU)
factorization of the system gain matrix.

4.1 Control design

In this section, the control design will follow the
one in (Zachi et al., 2004). For the subsystem (34),
consider the following reference model

ẋcM
= −λMxcM

+ λMrc(t) , (35)
ycM

= xcM
, (36)

where λM > 0 and rc(t) ∈ <2 is a bounded exoge-
nous reference signal. The ideal control signal u∗

that perfectly matches (34) and (35), is given by:

u = u∗ = K−1
T [λM (rc − xc)−GT wT ] = P ∗σ ,

(37)
with

P ∗ =
[

p∗11 p∗12 p∗13 p∗14
p∗21 p∗22 p∗23 p∗24

]
, (38)

σ =
[

(rc − xc)T wT
T

]T
. (39)

Since P ∗ is an uncertain matrix, we use the
certainty equivalence principle to design u as

u = Pσ , (40)

where P is the matrix of the adaptive parame-
ters pij . Thus, the error equation is obtained by
adding and subtracting (37) into (34), i.e.,

ẋc = KT u + GT wT + KT u∗ −KT u∗ =
= −λMxc + λMrc + KT (u− u∗) . (41)

Denoting ũ = u − u∗, ec = xc − xcM
and

subtracting (35) from (41), we finally reach:

ėc = −λMec + KT ũ . (42)

4.2 Parameterization via SDU factorization

According to (Costa et al., 2003), if KT has non-
zero principal minors, then it is always possible to
factorize KT as:

KT = SDU , (43)

where S denotes a symmetric and positive definite
matrix, D denotes a diagonal matrix and U an
unitary upper triangular one. Then, from (41) and
(43) we can write

ėc = −λMec + SDU(u− P ∗σ)
= −λMec + SD(Uu− UP ∗σ) . (44)

Here, employing the decomposition Uu = u−
(I − U)u we also have:

ėc = −λMec + SD[u− Λσ − (I − U)u] , (45)

with Λ = UP ∗. If we introduce a new ideal control
vector

[
Θ∗T1 Ω1

Θ∗T2 Ω2

]
≡ Λσ + (I − U)u , (46)

where Ω1 = [σT , u2]T and Ω2 = σ, the error equa-
tion (45) reduces to

ėc = −λMec + SD

(
u−

[
Θ∗T1 Ω1

Θ∗T2 Ω2

])
, (47)

from which we can extract the final control
parametrization:

u = [ΘT
1 Ω1 , ΘT

2 Ω2]T . (48)



4.3 Adaptation laws

Based on the factorization properties discussed in
(Costa et al., 2003), we assume that the entries
of D = diag{d1, d2} have known signs. Since S
is a symmetric and positive definite matrix, we
follow the standard Lyapunov design by choosing
the following Lyapunov function candidate

2V (ec, Θ̃) = eT
c S−1ec + γ−1

2∑

i=1

(|di|Θ̃T
i Θ̃i) . (49)

The time derivative of (49) along (47) yields:

V̇ (ec, Θ̃) = −λMeT
c S−1ec +

2∑

j=1

(ecjdjΘ̃T
j Ωj) +

γ−1
2∑

i=1

(|di|Θ̃T
i

˙̃Θi). (50)

Then, by choosing the adaptation laws as:

˙̃Θi = −γsign(di)eci
Ωi , (i = 1, 2) , (51)

equation (50) reduces to

V̇ (ec, Θ̃) = −λMeT
c S−1ec ≤ 0 . (52)

From (49) and (52), we conclude that
ec(t), Θ̃(t) ∈ L∞, which imply that xc(t), Θ(t) ∈
L∞. From the boundedness properties of (39),
(47) and (48), we verify that the second derivative
of V (ec, Θ̃) is also bounded. Then, by Barbalat’s
Lemma, one can note that limt→∞ ec(t) → 0.
Thus, the convergence and boundedness proper-
ties of all the closed loop signals can be demon-
strated. At this point, the results obtained for
the positioning subsystem (Sections 3) and those
obtained for the tracking subsystem can be put
together and lead to the following overall result:

Theorem 1 Consider the adaptive visual servo-
ing system composed by (4), the reference model
described by some S∗c and (35), the control laws
(33), (48), and the adaptation laws (21), (51). If
the camera misalignment angle φ ∈ (−π/2, π/2)
then: (a) all the closed loop signals are uni-
formly bounded; (b) for ζ(t) := [eT

c , ep]T , ζ(t) ∈
L2

⋂L∞, limt→∞ ζ(t) → 0.

Remark 1 (General Robotic Systems) In the pre-
vious sections, the key reason to adopt Assump-
tion 1 was to exclude rotational motions of the
landmark, assuring that its projected surface only
changes with depth. Indeed, it is well-known from
(Haralick and Shapiro, 1993, page 50) that rota-
tions of planar objects relatively to the image plane
generate changes in the image projected surface.
It is important to stress that, in general robotic
systems in which object rotations are performed,
relation (5) is not valid. However, if a spheri-
cal landmark is used instead of the planar one,

it is possible to broaden the proposed strategy to
consider the general case. In fact, adopting this
special landmark, image projected surfaces become
invariant over any kind of object rotation, thus
forcing them to change only with depth. Note that
in this case relation (5) is still valid and can be
used.

5 Simulation Results

In order to illustrate the performance of the pro-
posed adaptive scheme, we consider a visual servo
system with the following parameters: f = 0.006,
φ = π/6, α1 = α2 = 83. Also we consider Sc0 = 1
for z0 = 1. For the adaptive controllers (21),(33)
and (48),(51), we assign γ = 20 and γp = 0.4.
Other simulation parameters are set to: λf = 0.1;
λM = 2; S∗c = 1; rc1(t) = sin(0.5t); rc2(t) =
cos(0.5t); θp(0) = 0; Θ1(0) = [0, 0, 0, 0, 0]T ;
Θ2(0) = [0, 0, 0, 0]T .

The Figures 1-3 illustrate the behavior of such
controller. The asymptotic convergence of the po-
sitioning and tracking errors are graphically clear
from Fig. 1. As can be deduced from figure 1,
the adaptive parameters (not illustrated) tend to
a steady state value after a learning period. Con-
trol signals for positioning and tracking are shown
in Fig. 2. It is important to discuss that in the
present I&I regulation controller, we can tune λf

and γp in order to improve steady-state perfor-
mance. A rigorous explanation for this peculiar-
ity can be found in the original work (Ortega et
al., 2003).

The robot frame trajectories during the posi-
tioning/tracking task are shown in Fig. 3.
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Figure 1: Positioning/tracking errors.
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6 Conclusion

In this paper, we have developed a novel 2D adap-
tive visual servoing scheme that provides stable
position/tracking tasks for robot manipulator sys-
tems. The controller was first designed for the
cartesian robot case, in which all the image fea-
tures are extracted from a planar landmark. For
the scalar positioning subsystem, the novel I&I
control method was applied. For the multivari-
able tracking subsystem, the recently proposed
SDU factorization method was adopted. By us-
ing a spherical landmark instead of a planar one,
the position/tracking approach was broaden to in-
clude the general case of robotic systems. The sta-
bility analysis for the proposed strategy was also
presented. Simulation results were included to il-
lustrate the performance of the proposed strategy.
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