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ABSTRACT

During the last decade, CD-qudity digital audo has esentially replaced andog audo. During this same period, new
digital audo apgications have emerged for network, wireless and multimedia computing systems which face such con-
straints as reduced chanrel bandwidth, limited storage apeacity, andlow cost. These new apgications have aeated a c=-
mand for high-qudity digital audo delivery at low bit rates. In resporse to this need, considerable research has been de-
voted to the devdopment of algorithms for perceptually transparent coding d high-fidelity (CD-qudity) digital audo. Asa
result, many algorithms have been propcsed, and several have now become internationa andor comnercial product stan-
dards. This paper revews algorithms for perceptually transparent coding o CD-qudlity digital audo, including bah re-
search andstandadization ectivities. The paper is organized as follows. First, psychoacoustic principles are described
with the MPEG psychoacoustic signd andysis model 1 dscussed in some detail. Then, we review methoddogies which
achieve perceptually transparent coding d FM- and CD-qudity audo signds, including dgorithms which manipulate
transform comporents and subbandsignad decompaositions. The discusson concentrates on achitedures and appications
of thase techniques which tili ze psychoacoustic models to exploit efficiently masking characteristics of the human recever.
Seveal algorithms which have become internationd andor comnercial standads are also presented, including the
ISO/MPEG family and the Dolby AC-3 agorithms. The paper concludes with a trief discusdon o future research drec

tions.

I. INTRODUCTION

Audio coding or audo compresson agorithms are
used to oktain compad digital representations of high
fidelity (wideband) audio signals for the purpose of &f-
ficient transmisson o storage. The cantral objedivein
audio coding is to represent the signal with a minimum
number of bits while adieving transparent signal re-
production, i.e., while generating ouput audio which
canna be distinguished from the original inpu, even by
a senditive listener (“golden eas’). This paper gives a
review of algorithms for transparent coding d high
fidelity audio.

The introduction o the mmpad disk (CD) in the
ealy eighties [1] brought to the fore dl of the alvan-
tages of digital audio representation, including ungece
dented high-fidelity, dynamic range, and robustness
These avantages, however, came & the expense of
high datarates. Conventional CD and dgital audio tape
(DAT) systems are typicdly sampled at 44.1 or 48 kilo-
hertz (kHz), using puse cde moduation (PCM) with a
sixteen hit sample resolution. This results in urcom-
pressed data rates of 7056/768 kilohits per second
(kbps) for a monaural channel, or 1.41/1.54 megabits
per second (Mbps) for a stereo pair at 44.1/48 kHz, re-
spedively. Although high, these data rates were a-

commodated succesSully in first generation dgital
audio applications such as CD and DAT. Unfortu-
nately, second generation multimedia goplicaions and
wireless ystems in particular are often subjed to band-
width or cost constraints which are incompatible with
high cita rates. Because of the successenjoyed by the
first generation, however, end wers have mme to ex-
ped “CD-quality” audio reproduction from any dgital
system. New network and wireless multimedia digital
audio systems, therefore, must reduce data rates without
compromising reproduwction quality. These and dher
considerations have motivated considerable reseach
during the last decale towards formulation d compres-
sion schemes which can satisfy simultaneously the con-
flicting demands of high compresson ratios and trans-
parent reproduction quality for high-fidelity audio sig-
nals [2][3][41[5][6][71[8][9][10][11]. As a result, sev-
eral standards have been developed [12][13][14][15],
particularly in the last five yeas [16][17][18][19], and
several are now being deployed commercialy [94]
[97][100[102 (Table 2).
A. GENERIC PERCEPTUAL AUDIO CODINGRA

CHITECTURE

This review considers ®veral clases of analysis
synthesis data compresson agorithms, including those
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which manipulate: transform comporents, time-domain
sequences from criticdly sampled banks of bandpass
filters, linea predictive cding (LPC) model parame-
ters, or some hybrid parametric set. We nate here that
adthoughthe enormous capadty of new storage media
such as Digital Versatile Disc (DVD) can acommodate
losdessaudio coding [20][21], the research interest and
hence dl of the dgorithms we describe ae lossy com-
presson schemes which seek to exploit the psychoa-
coustic principles described in sedion two. Lossy
schemes off er the advantage of lower bit rates (e.g., less
than 1 bt per sample) relative to losdess shemes (e.g.,
10 hts per sample). Naturaly, there is a debate over
the quality limitations associated with lossy compres-
sion. In fad, some eperts believe that uncompressd
digital CD-quality audio (44.1 kHz/16b) is intrinsicdly
inferior to the analog aiginal. They contend that sam-
plerates above 55 kHz and word lengths greaer than 20
bits [21] are necessary to adhieve transparency in the
absence of any compresson. It is beyond the scope of
this review to address this debate.

Before mnsidering dfferent classes of audio coding
algorithms, it is first useful to nae the achitedural
similarities which charaderize most perceptual audio
coders. The losy compresson systems described
throughou the remainder of this review achieve mding
gain by exploiting bdh perceptua irrelevancies and
statistical redundarties. All of these dgorithms are
based onthe generic architecure shown in Fig. 1. The
coders typicdly segment inpu signas into quesi-
stationary frames ranging from 2 to 50 milli seconds in
duration. A time-frequency analysis ®dion then de-
composes eah analysis frame. The time/frequency
analysis approximates the temporal and spedra analy-
sis properties of the human auditory system. It trans-
formsinpu audio into a set of parameters which can be
quantized and encoded acarding to a perceptual distor-
tion metric. Depending on owrall system objedives and
design phlosophy, the time-frequency analysis £dion
might caotain a

¢ Unitary transform
¢ Time-invariant bank of uniform bandpass filters
¢ Time-varying (signal-adaptive), criticdly sampled
bank of non-uniform bandpass filters
¢ Hybrid transform/filterbank signal alyzer
¢ Harmonic/sinusoidal analyzer
¢ Sourcesystem analysis (LPC/Multipulse excita-
tion)
The doice of time-frequency analysis methoddogy al-
ways involves a fundamental tradeoff between time and
frequency resolution requirements. Perceptual distor-
tion control is achieved by a psychoamustic signal
analysis ®dion which estimates sgnal masking pawer
based on psychoamustic principles (see sedion two).
The psychoamustic model delivers masking thresholds
which quantify the maximum amourt of distortion that

can be injeced at ead pant in the time-frequency
plane during quantization and encoding d the time-
frequency parameters without introducing audible ati-
fads in the reconstructed signal. The psychoaoustic
model therefore dlows the quantizaion and encoding
sedion to exploit perceptual irrelevancies in the time-
frequency parameter set. The quantizaion and encod-
ing sedion can aso exploit statisticd redundancies
through classcd techniques such as differential pulse
code moduation (DPCM) or adaptive DPCM
(ADPCM). Quantizaion might be uniform or pdf-
optimized (Lloyd-Max), and it might be performed on
either scdar or vedor quantities (VQ). Once aquan-
tized compad parametric set has been formed, remain-
ing redunchncies are typicdly removed through run-
length (RL) and entropy (e.g. Huffman, arithmetic,
LZW) coding techniques. Since the psychoaoustic
distortion control model is sgnal adaptive, most algo-
rithms are inherently variable rate. Fixed channd rate
requirements are usually satisfied through bidfer feal-
back schemes, which often introduce encodiglgys.
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Fig. 1. Generic Perceptual Audio Encoder

The study o perceptual entropy (PE) suggests that
transparent coding is possble in the neighbahood d 2
bits per sample [45] for most for high-fidelity audio
sources (~88 kplts given 44.1 kHz sampling). Thelossy
perceptual coding algorithms discussed in the remainder
of this paper confirm this posshility. In fad, several
coders approach transparency in the neighbahood d 1
bit per sample. Regardless of design dttails, al per-
ceptual audio coders ®ek to achieve transparent quality
at low bit rates with tracable complexity and manage-
able delay. The discusson d agorithms given in sec
tions three through five brings to light many of the
tradeoffs invalved with the various coder design ph-
losophies.

B. PAPER ORGANIZATION

The rest of the paper is organized as follows. In
sedion I, psychoamustic principles are described
which can be eploited for significant coding gain.
Johrston's nation o perceptual entropy is presented as
a measure of the fundamental limit of transparent com-
pressonfor audio. Sedions |l throughV review state-
of-the-art algorithms which achieve transparent coding
of FM- and CD-quadlity audio signals, including severa
techniques which are established in international stan-
dards. Transform coding methoddogies are described
in sedion lll, and subband coding algorithms are al-
dressed in sedion V. |In addition to methods based on
uniform bandwidth filterbanks, sedion IV covers cod-
ing methods which utili ze discrete wavelet transforms



and nonruniform filterbanks. Finaly, sedionV is con
cerned with standardization adivities in audio coding.
It describes recently adopted standards including the
ISO/IEC MPEG family, the Phillips Digital Compad
Casstte (DCC), the Sony Minidisk, and the Dolby AC-
3 algorithms. The paper concludes with a brief discus-
sion of future researchréctions.

For additional information, one can also refer to in-
formative reviews of recant progressin wideband and
hi-fidelity audio coding which have gpeaed in the lit-
erature. Discussons of audio signal charaderistics and
the gplicaion d psychoamustic principles to audio
coding can be foundin [22],[23], and [24]. Jayant, et
al. of Bell Labs aso considered perceptual models and
their applicaions to speed, video, and audio signal
compresson [25]. Noll describes current algorithms in
[26] and [27], including the ISO/MPEG audio compres-
sion stadard.

II. PSYCHOACOUSTIC PRINCIPLES

High pedsion engineaing models for high-fidelity
audio currently do nd exist. Therefore, audio coding
algorithms must rely upon generalized receéver models
to optimize @ding efficiency. In the cae of audio, the
recaver is ultimately the human ea and sound grcep-
tionis affeded by its masking poperties. The field of
psychoaoustics [28][ 29][ 30][ 31][ 32][ 33][ 34] has made
significant progresstoward charaderizing human aud-
tory perception and particularly the time-frequency
analysis cgpabiliti es of the inner ear. Althoughapply-
ing perceptua rules to signal coding is not a new idea
[35], most current audio coders achieve compresson by
exploiting the fad that “irrelevant” signal informationis
not detedable by even a well trained o sensitive lis-
tener. Irrelevant information is identified during signal
analysis by incorporating into the cder severa psy-
choamustic principles, including absolute heaing
threshalds, criticd band frequency analysis, simultane-
ous masking, the spread of masking along the basilar
membrane, and temporal masking. Combining these
psychoaoustic nations with basic properties of signa
quantization hes also led to the development of percep-
tual entropy [36], a quantitative estimate of the funda-
mental limit of transparent audio signal compresson.
This ®dion reviews psychoamustic fundamentals and
perceptual entropy, then gives as an applicaion exam-
ple some details of the ISO/MPEG psychoamustic
model one.
A. ABSOLUTE THRESHOLD OF HRMNG

The absolute threshald of heaingis charaderized by
the amourt of energy needed in a pure tone such that it
can be deteded by alistener in a noiselessenvironment.
The frequency dependence of this threshold was quanti-
fied as ealy as 194Q when Fletcher [28] reported test
results for arange of listeners which were generated in

an NIH study of typical American hearing acuity. The

100

N o )
S =] S
T T T

Sound Pressure Level, SPL (dB)

N
=]
T

L
2

| |
10° 10° 10
Frequency (Hz)

Fig. 2. The Absolute Threshold of Hearing

quiet threshold is well approximated [37] by the non
linear function
-0.8
T,(f) =364(f /1000)
_ 656—0.6(1‘/1000—3.3)2 (dB SPL) (1)
+107%(f /2000)°

which is representative of a young listener with aaute
heaing. When applied to signal compresson, T (f) can
be interpreted as a maximum allowable energy level for
coding dstortions introduced in the frequency domain
(Fig. 2). Algorithm designers have no a priori knowl-
edge regarding adua playbad levels, therefore the
sound pesaire level (SAL) curve is often referenced to
the @ding system by equating the lowest point on the
curve (i.e, 4 kHz) to the energy in +/- 1 bit of signa
amplitude. Such a pradice is common in algorithms
which utilize the absolute threshold of hearing.
B. CRITICAL BANDS

Using the absolute threshold of heaing to shape the
coding dstortion spedrum represents the first step to-
wards perceptua coding. Next we consider how the ea
adually does gedral anaysis. It turns out that a fre-
quency-to-placetransformation takes placein the inner
ea, alongthe basilar membrane. Distinct regionsin the
cochleg ead with a set of neural receptors, are “tuned”
to dfferent frequency bands. Empiricd work by sev-
eral observersled to the modern ndion d criticd bands
[28][ 29[ 30][ 31] which correspondto these mchlea re-
gions. Inthe experimental sense, criticd bandwidth can
be loosely defined as the bandwidth at which subjedive
resporses change aruptly. For example, the percaved
loudress of a narrowband ndse source d constant
sound pesare level remains constant even as the
bandwidth is increased up to the aiticd bandwidth.
The loudressthen beginsto increase. In a different ex-
periment (Fig 3d), the detedion threshold for a narrow-
band ndse source between two masking tones remains
constant as long as the frequency separation between
the tones remains within a critical bandwidth. Beyond



this bandwidth, the threshold rapidly decreases (Fig 3c).
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Fig. 3. Critical Band Measurement Methods
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A similar notched-noise experiment can be constructed
with masker and maskee roles reversed (Fig. 3b,d).
Criticd bandwidth tends to remain constant (abou 100
Hz) up to 500Hz, and increases to approximately 20%
of the center frequency above 500 Hz. For an average

listener, criticd bandwidth (Fig. 4b) is conveniently ap-
proximated B3] by
BW,(f)=25

0.69 2
+791+14(1 /1000)’] () @

Although the function BW, is continuots, it is useful
when bulding pradicd systemsto tred the ea as adis-
crete set of bandpessfilters which okeys Eq. (2). Table
1 gives an idedi zed filterbank which corresponds to the
discrete points labeled onthe aurve in Figs. 4a, 4b. A
distance of 1 criticd band is commonly referred to as
“one bark in the lterature. The functior8f]
7( f) = 13arctan(.00076f )

(©)
+ 35arctan§7—§ D (Bark)

is often used to convert from frequency in Hertz to the
bark scde (Fig 4a). Correspondng to the center fre-
quencies of the Table 1 filterbank, the numbered pants
in Fig. 4a ill ustrate that the non-uniform Hertz spadng
of the filterbank (Fig. 5) is acually uniform on a bark
scde. Thus, one qiticd bandwidth comprises one bark.
Intra-band and inter-band masking properties associated
with the ea’s criticd band mechanisms are routinely
used by modern audio coders to shape the @mding ds
tortion spedrum. These masking properties are de-
scribed next.

Band Center Bandwidth (Hz)
No. Freq. (Hz)

1 50 -100

2 150 100-200

3 250 200-300

4 350 300-400

5 450 400-510

6 570 510-630

7 700 630-770

8 840 770-920

9 1000 920-1080
11 1370 1270-1480
12 1600 1480-1720
13 1850 1720-2000
14 2150 2000-2320
15 2500 2320-2700
16 2900 2700-3150
17 3400 3150-3700
18 4000 3700-4400
19 4800 4400-5300
20 5800 5300-6400
21 7000 6400-7700
22 8500 7700-9500
23 10,500 9500-12000
24 13,500 12000-15500
25 19,500 15500-

Tablel Critical Band Filterbank [after Scharf]

C. SIMULTANEOUS MASKING AND THE SPREAD
OF MASKING
Masking refers to a processwhere one soundis ren-
dered inaudible becaise of the presence of another
sound Simultaneous masking refers to a frequency-



domain phenomenon which has been observed within
criticd bands (in-band). For the purposes of shaping
coding dstortions it is convenient to distingush be-
tween two types of simultaneous masking, namely tone-
masking-noise [31], and noise-masking-tone [32]. In
the first case, atone occurring at the center of a aiticd

band masks noise of any subcritical bandwidth or shape,
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Fig. 5. Idealized Critical Band Filterbank

provided the noise spedrum is below a predictable
threshold dredly related to the strength of the masking
tone. The second masking type follows the same pat-
tern with the roles of masker and maskeereversed. A
simplified explanation d the mechanism underlying
both masking prenomena is as follows. The presence
of astrong nase or tone masker credes an excitation o
sufficient strength onthe basilar membrane & the aiti-
cd band location to effedively block transmisson o a
wedker signal. Inter-band masking hes also been b-
served, i.e., a masker centered within ore aiticd band
has ome predictable dfed on detedion thresholds in
other criticd bands. This effed, also known as the
spread of masking, is often modeled in coding applica
tions by an approximately trianguar spreading function
which has dopes of +25 and -10 dB per bark. A con
venient analytical expressioBq] is given by:
S (X) =1581+ 7.5(x +0474)

-175|1+ (x+0474)? dB “)
where x has units of barks and SF,, (x) is expressd in

dB. After criticd band analysis is dore ad the spread

of masking has been acourted for, masking thresholds

in psychoamustic coders are often established by the
[38] decibel (dB) redtions:

TH, =E, -145-B (5)

TH, =E, -K (6)

where TH,and TH,, respedively, are the noise and

tone masking thresholds due to tone-masking ndse and
noise-masking-tone, E,and E, are the aiticd band

noise and tone masker energy levels, and B isthe aiti-
cd band number. Depending uponthe dgorithm, the

parameter K has typicdly been set between 3 and 5
dB. Masking threshalds are commonly referred to in
the literature & (bark scade) functions of just noticeale
distortion (JND). One psychoaoustic coding scenario
might invalve first classfying masking signals as either
noise or tone, next computing appropriate thresholds,
then using this information to shape the noise spedrum
beneath JND. Note that the absolute threshold)(®f
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Fig. 6. Schematic Representation of Simultaneous
Masking (after p6])

heaing is also considered when shaping the noise spec
tra, and that MAX (IND, T,,.J) is most often used as the
permissble distortion threshold. Notions of criticd
bandwidth and simultaneous masking in the audio cod-
ing context give rise to some @nvenient terminology
illustrated in Fig. 6, where we cnsider the cae of a
single masking tone occurring at the center of a aiticd
band. All levelsin the figure ae given in terms of dB
SH.. A hypaheticd masking tone occurs at some
masking level. This generates an excitation along the
basilar membrane which is modeled by a spreading
function and a @rrespondng masking threshold. For
the band undr consideration, the minimum masking
threshold denotes the spreading function in-band mini-
mum. Asaiming the masker is quantized using an m-bit
uniform scdar quantizer, noise might be introduced at
the level m. Signd-to-mask ratio (SMR) and nadse-to-
mask ratio (NMR) denote the log dstances from the
minimum masking threshold to the masker and ndse
levels, respectively.
D. TEMPORAL MASKING

Masking also ocaurs in the time-domain. In the
context of audio signal analysis, abrupt signal transients
(e.g., the onset of a percusdve musicd instrument) cre-
ate pre- and past- masking regions in time during which
alistener will not perceve signas beneah the devated
audibility thresholds produced by a masker. The skirts
on bah regions are schematicdly represented in Fig. 7.
In ather words, absolute audibility threshods for
masked sounds are atificialy increased prior to, during,
and following the occurrence of a masking signal.
Whereas premasking tends to last only about 5 ms,
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Fig. 7. Schematic Representation of Temporal Masking

Properties of the Human Ear (aft88])

postmasking will extend anywhere from 50 to 300ms,
depending uponthe strength and duation d the masker
[33][39]. Tempora masking hes been used in severa
audio coding algorithms. Pre-masking in perticular has
been exploited in conjunction with adaptive block size
transform coding to compensate for pre-echo dstortions
(sectionlll).
E. PERCEPTUAL ENTROPY

Johrston at Bell Labs has combined ndions of psy-
choamustic masking with signal quantizaion principles
to define perceptual entropy (PE), a measure of per-
ceptualy relevant information contained in any audio
record. Expressd in bits per sample, PE represents a
theoreticd limit on the compressbility of a particular
signal. PE measurements reported in [36] and [6] sug-
gest that awide variety of CD quality audio source ma-
terial can be transparently compressed at approximately
2.1 bits per sample. The PE estimation processis ac
complished as follows. The signa is first windoved
and transformed to the frequency domain. A masking
threshold is then oltained using perceptua rules. Fi-
nally, a determination is made of the number of bits re-
quired to quantize the spedrum withou injeding per-
ceptible noise.  The PE measurement is obtained by
constructing a PE histogram over many frames and then

choosing a worst-case value as the actual measurement.

The frequency-domain transformation is dore with a
Hanning window followed by a 2048point FFT.
Masking thresholds are obtained by performing criticd
band analysis (with sprealing), making a determination
of the naiselike or tonelike nature of the signal, apply-
ing thresholding rules for the signal quality, then ac
courting for the asolute heaing threshald. Firgt, red
and imaginary transform comporents are mnverted to
power spectral aaponents

P(w) = Re*(w) + Im*(w) )
then a discrete bark spedrum isformed by summing the

energy in each critical band (Table 1)
bl

azng) ®

where the summation limits are the aiticd band
boundries. The range of the index, i , is ample rate

dependent, and in particular i 0{1,25} for CD-quality
signals. A baslar spreading function (Eq.4) is then
convolved with the discrete bark spaim

C =BOSF )

to acourt for inter-band masking. An estimation o the
tonelike or noiselike quality for C, isthen oltained us-

ing the spectral flathess measuté][(SFM)

sm=He (10)

H,
where u andy,correspond to the geometric and

arithmetic means of the PSD comporents for ead band.
The SAM has the property that it is bounded by Oand 1
Values close to 1 will occur if the spedrum is flat in a
particular band, indicaing a decorrelated (noisy) band.
Values close to zero will occur if the spedrum in a par-
ticular band is nealy sinusoidal. A “coefficient of to-

nality,” o , is next derived from the SFM on a dB scale

- mi DS:Mdb [
a= mmw,lg (11
and this is used to weight the thresholding rules given
by Eq. (5) and Eq. (6) [with K = 5.5] asfollows for eah
band to form an d$et
O =a(@45+i)+(1-a)55 (in dB) (12
A set of IND estimates in the frequency power domain
are then formed by subtrading the off sets from the bark
spectral components

T =10 (13)

These estimates are scded by a mrredion fador to
simulate decnvdution d the spreading function, then
eahh T is chedked against the ésolute threshald o

heaing and replacel by max(T,, T, (i) . As previously
noted, the asolute threshald is referenced to the energy
ina4 kHz sinusoid of +/- 1 bit amplitude. By applying
uniform quantizaion principles to the signal and associ-
ated set of IND estimates, it is possble to estimate a
lower bound onthe number of bits required to achieve
transparent coding. In fad, it can be shown that the
perceptual entropy in bits per sample is given by

i i)

(bits/sample)
where i istheindex of criticd band, bl,and bh are the
upper and lower bounds of band i , k isthe number of
transform comporents in band i, Tis the masking
threshold in band i (Eq. (13)), and nint denotes round
ing to the neaest integer. Note that if O occurs in the
log we assign 0 for thesult.

The masking thresholds used in the @owve PE com-

putation also form the basis for atransform coding algo-
rithm described in section IlI.
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F. PRE-ECHO DISTORTION

A problem known as “pre-echd’ can arise in trans-
form coders using perceptual coding rules. Pre-echoes
occur when a signal with a sharp attack begins nea the
end d a transform block immediately following a re-
gion d low energy. This stuation can arise when cod-
ing recrdings of percussve instruments such as the
castanets, for example (Fig 8a). The inverse transform
spreads quantizaion dstortion evenly throughou the
reconstructed block acmrding to the relatively lax
masking thresholds associated with the block average
spedral estimate (Fig 8b), resulting in unmasked distor-
tionin the low energy region precaling in time the sig-
nal attad at the decoder. Althoughit has the potential
to compensate for pre-echo, temporal premasking is
possble only if the transform block size is sufficiently
small (minimal coder delay). A more robust solution to
the problem relies upon the use of adaptive transform
block sizes. Long Hocks are gplied duing stealy-
state audio segments, and short blocks are gplied when
pre-echois likely. Severa algorithms make use of this
approach.
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Fig. 8. Pre-Echo Example: (a) Uncoded Castanets. (b)
Transform Coded Castanets, 2048-Point Block Size

G. APPLICATION OF PSYCHOACOUSTIC PRINC
PLES: ISO 11172-3 (MPEG-1)
PSYCHOACOUSTIC MODEL 1
It is useful to consider an example of how the psy-

choamustic principles described thus far are gplied in

adual coding algorithms. The ISO/IEC 111723

(MPEG-1, layer 1) psychoamustic model 1 [17] deter-

mines the maximum allowable quantizaion nase en-

ergy in ead criticd band such that quantization nase
remains inaudible. In ore of its modes, the model uses

a 512point DFT for high resolution spedral anaysis

(86.13 Hz), then estimates for ead inpu frame individ-

ual simultaneous masking thresholds due to the pres-

ence of tone-like axd naselike maskers in the signa
spedrum. A global masking threshold is then estimated
for a subset of the origina 256 frequency bins by

(power) additive combination o the tonal and nortonal

individual masking thresholds. The remainder of this

sedion describes the step-by-step model operations.

Sample results are given for one frame of CD-quality

popmusic sampled at 44.1 kHz/16-bits per sample. The

five steps leading to computation d global masking
thresholds are aslfows:

STEP 1. SPECTRAL ANALYSS AND SPL
NORMALIZATION

First, incoming audio samples, s(n), are normali zed
acording to the FFT length, N, and the number of bits
per samplep, using the @ation

sn)

x(n) =
(") Nz (15)
Normali zaion references the power spedrum to a 0-dB
maximum. The normalized inpu, x(n), is then seg-
mented into 12ms frames (512 samples) using a 1/16th-
overlapped Hann window such that ead frame @ntains

10.9 ms of new data. A power spedra density (PD)
estimate, P(k), isthen oltained wsing a 512-point FFT,

ie.,

P(k) = PN +10

N-1 27kn |
g e N (16

[og w(n)x(n)e i Osks—
10 nZ) 5

where the power normalization term, PN , isfixed at 90
dB and the Hann windowy(n) , is defined as

w(n) = 1 H.— cos P

2H HN % 17)
Because playbad levels are unknavn duing psychoa
coustic signal analysis, the normalizaion pocedure
(Eg. 15) and the parameter PN in Eq. (16) are used to

estimate SFL conservatively from the input signal. For
example, a full-scde sinusoid which is predsely re-



solved by the 512-point FFT in bin k, will yield a
spedral line, P(ky), having 84 & SAL. With 16bit

sample resolution, SAL estimates for very low ampli-
tude input tones are lower bounced by -15 BB SAL. An
example PD estimate obtained in this manner for a
CD-quality popmusic seledionisgivenin Fig. 9a. The
spedrum is srown bah on a linea frequency scde
(upper plot) and onthe bark scde (lower plot). The
dashed line in bah plots corresponds to the @solute

threshold of hearing approximation used by the model.

STEP 2: IDENTIFICATION OF TONAL AND NOISE
MASKERS

After PD estimation and SAL normali ztion, tonal
and nontonal masking comporents are identified. Lo-
cd maxima in the sample PD which exceal neighba-
ing comporents within a cetain bark distance by at
lesst 7 dB are dasdfied as tonal. Spedficdly, the
“tonal’ set, S, is defined as

B P(k) > P(k £1), H
S = gs(k) P(k)> Pk A, )+7 dBE (19
where
02 2<k<63 (0.17-55kHz)
A O Hz,s] 63sk<127  (55-11kHp) o

H26] 127<k<256 (11-20kH2)

Tonal maskers, Py (k), are computed from the spedral
peaks listed inS; as follows

1
A (K) =10l0g3, 3 107 (@B)  (20)
=1

Tonal maskers extraded from the example pop music
seledion are identified using ‘X’ symbadsin Fig. 9a. A
single noise masker for ead criticd band, By (IZ) is
then computed from (remaining) spedra lines not
within the £A, neighbahood d a tonal masker using
the sum

Pun (k) =1010g0 5210270 @B), ()
J

OP(j) O P (k. k1 k2 A, )}

where k is defined to be the geometric mean spedral

line of the critical band, i.e.,
(I-u+1

k=§;|j% (22)

and | and u are the lower and upper spedra line
boundxries of the aiticd band, respedively. Noise
maskers are denoted in Fig. 9 by ‘0’ symbals. Dashed

verticd lines are included in the bark scde plot to show
the associated cidtal band for each masker.

STEP 3: DECIMATION AND REORGANIZATION OF
MASKERS
In this gep, the number of maskersis reduced using
two criteria. First, any tonal or noise maskers below the
absolute threshold are discarded, i.e., only maskers
which saisfy
PTM ,NM (k) = Tq (k) (23)

are retained, where T, (k) isthe SFL of the threshald in

quiet at spedral line k. Inthe pop music example, two
high-frequency naise maskers identified duing step 2
(Fig. 9a) are dropped after application d Eq. 23 (Figs.
9c-e). Next, adiding 05 Bark-wide window is used to
replace ay pair of maskers occurring within a distance
of 0.5 Bark by the stronger of thetwo. In the popmusic
example, two tonal maskers appea between 195 and
20.5 Barks (Fig. 98). It can be seen that the pair is re-
placal by the stronger of the two duing threshold cd-
culations (Figs 9c-e). After the diding window proce-
dure, masker frequency bins are reorganized acording
to the sbbsampling scheme

P nm (') = Prv.nm (k) (24)
Prv,nm (k) =0 5
where
O k 1<k<48
i=f k +(kmod 2) 49<k<9%6 o0

H+3-((k-1)mod4) 97< k<232

The net effed of Eq. 26 is 2:1 dedmation o masker
bins in criticd bands 1822 and 41 dedamation o
masker bins in criticd bands 22-25 , with no loss of
masking comporents. This procedure reduces the total
number of tone and nase masker frequency bins under
consideration from 256to 106 Tonal and nase mask-
ers shown in Figs. 9c-e have been relocated acording
to this decination scheme.

STEP 4 CALCULATION OF INDIVIDUAL MASKING
THRESHOLDS

Having oltained a dedmated set of tonal and ndse
maskers, individual tone aad nase masking thresholds
are omputed next. Ead individua threshold repre-
sents a masking contribution at frequency bin i due to
the tone or noise masker locaed at bin j (reorganized

during step 3). Tonal masker thresholds, T, (i,j), are
given by
T (i, 1) = Pou (i) — 02752 ) 5 (27)
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where Py, (j) denctes the SAL of the tonal masker in

frequency bin j, Z(j) denotes the Bark frequency of
bin j (Eg. 3), and the spread of masking from masker
bin j to maskeebin i , SF(i,j), is modeled by the -
pression
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Fig. 9. Psychoaomustic Analysis for Pop Music Selec
tion. (a) Steps 1,2: Normalized P, Tonal/Non-Tonal
Masker ID. (b) Step 4: Prototype Spreading Functions.
(c) Steps 3,4: Individual Tonal Masker Thresholds. (d)
Steps 3,4: Individual Noise Masker Threshalds. (€) Step
5: Global Masking Thresholds

s (i,j)=
74, - 04Py, (j) +11 -3<A,<-1

04Pny () +6)a,, -1<A, <0 (28)
217A,, 0<A, <1
Hoasr(j), -17)a, -015P(j),,. 1=, <8
(dB SPL)

i.e, as a piecavise linea function o masker level,
P(j), and Bak maskeemasker separation,
A, =7i)-2j). SF(i,j) approximates the basilar
spreading (excitation pettern) described in sedion II-C.
Prototype individual masking threshalds, T, (i,j), are

shown as a function d masker level in Fig. 9b for an
example tonal masker occurring at z=10 Barks. As



shown in the figure, the slope of Tp,(i,j) deaeases

with increasing masker level. This is a refledion o
psychophysicd test results, which have demonstrated
[33] that the ea’s frequency sdledivity deaeases as
stimulus levels increase. It is aso naed here that the
spread of masking in this particular model is con
strained to a 10-Bark neighbahood for computational
efficiency. This smplifying assumption is reasonable
given the very low masking levels which occur in the
talls of the basilar excitation petterns modeled by
S(i,j). Figue 9c shows the individud masking
thresholds (Eq. 27) associated with the tonal maskersin
Fig. 9a (‘x’). It can be seen here that the pair of mask-
ers identified nea 19 Barks has been replacel by the
stronger of the two duing the deamation ptase. The
plot includes the asolute heaing threshald for refer-

ence Individua noise masker thresholds, Ty (i, j),
are given by

Taw (i, 1) = Puw (i) — 02752 (29

NM( l) NM(J)- - (l) (dB SPL)
+ (i, j) - 2025

where Py, (j) denotes the SAL of the noise masker in
frequency bin j, Z(j) denates the Bark frequency of
bin j (Eq. 3), and SF(i,j) is obtained by repladng
P (i) with Py, (j) everywherein Eq. 28. Figure 9d
shows individual masking thresholds associated with
the noise maskers identified in step 2 (Fig. 9a ‘0"). It
can be seen in Fig. 9d that the two high frequency noise

maskers which occur below the asolute threshold have
been eliminated.

STEP 5: CALCULATION OF GLOBAL MASKING
THRESHOLDS

In this dep, individual masking thresholds are com-
bined to estimate aglobd masking threshold for eat
frequency bin in the subset given by Eq. 26. The model
asames that masking effeds are alditive. The global
masking threshold, T,(i), is therefore obtained by

computing the sum
O . L .
Tg(i) — 10|0910%001Tq(|) + Z]_OO:LTTM(l,I)
=1

i 04Ty (i m)D (30)
+;1o ' %(dB SPL)

where T,(i) is the asolute heaing threshold for fre-
quency bin i, Tpy (i,1) and Ty (i,m) are the individ-
ual masking thresholds from step 4, and L and M are
the number of tonal and ndse maskers, respedively,
identified duing step 3. In ather words, the global

threshold for ead frequency bin represents a signal-
dependent, power additive modification d the &solute
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threshold due to the basilar spread of all tonal and nase
maskers in the signal power spedrum. Figure 9e shows
global masking threshold oktained by adding the power
of the individual tonal (Fig. 9¢) and nase (Fig. 9d)
maskers to the absolute threshold in quiet.

Il . TRANSFORM CODERS

Transform coding algorithms for high-fidelity audio
make use of unitary transforms for the time/frequency
analysis dion in Fig. 1. These dgorithms typicdly
achieve high resolution spedral estimates at the expense
of adequate tempora resolution. Many transform cod-
ing algorithms for wideband and hgh-fidelity audio
have been proposed in the last decale. This edionfirst
describes the individual algorithms propased by Schro-
eder at Thompson Consumer Eledronics (MSC) [3],
Brandenburg at Erlangen University (OCF) [5][43][44],
Johrston at AT&T Bell Labs (PXFM/hybrid coder)
[6][8], and Mahieux at Centre National d Etudes des
Teleommunicaions (CNET) [47][48]. Much df this
work was motivated by standardization adivities, and
ISO/IEC eventually clustered these proposals into a sin-
gle candidate dgorithm, Adaptive Spedra Entropy
Coding o High Quality Music Signals (ASFEC) [9],
which competed succesfully for inclusion in the
ISO/IEC MPEG-1 [17] and MPEG-2 [18] audio coding
standards. Most of MPEG-1 and MPEG-2 layer Ill is
derived from ASFEC. Following the ASFEC discus-
sion, the seaond part of this edion describes novel
transform coding algorithms which are not associated
with ASPEC, including several very recentjposals.

The dgorithms which were eventually clustered into
the ASPEC proposal to ISO/IEC for MPEG audio came
from reseachers in bah the U.S. and Europe. In
Europe, some ealy applicaions of psychoamustic prin-
ciplesto high fidelity audio coding were investigated by
Krahe [41] duringwork on Hs dissertation [42]. Schro-
eder at Thompson [3] later extended these ideas into
Multiple Adaptive Spedra Audio Coding (MSC).
MSC utilizes a 1024point DFT, then groups coeffi-
cients into 26 subbands which correspondto the aiticd
bands of the ea. DFT magnitude and phese compo-
nents are quantized and encoded in a two-step coarse-
fine procedure which relies upon sychocamustic bit a-
locaion. Schroeder reported nealy transparent coding
of CD-quality audio at 132 kbp8][

A. OPTIMUM CODING IN THE FREQUENCY®

MAIN (OCF-1,0CF-2,0CF-3)

Brandenburg in 1987 poposed a 132 kbs algorithm
known as Optimum Coding in the Frequency Domain
(OCF) [5] which isin some respeds gmilar to the well
known Adaptive Transform Coder (ATC) for speed.
OCF (Fig. 10) works as follows. The inpu signal is
first buffered in 512 sample blocks and transformed to
the frequency domain using the discrete csine trans-
form (DCT). Next, transform comporents are quan-



tized and entropy coded. A single quantizer is used for
al transform comporents. Adaptive quantizaion and
entropy coding work together in an iterative procedure
to achieve afixed ht rate. The initia quantizer step
sizeisderived from the SFM (Eg. 10). Intheinner loop
of Fig. 10, the quantizer step sizeis iteratively increased
and a new entropy-coded hit stream is formed at eath
update until the desired hit rate is achieved. Increasing
the step size d ead update produces fewer levels which
in turn reduces the bit rate.

Input Buffer

S(0)—— Windowing DCT

A

-
loop count Inner Loop *
«¢—— Entropy . L.
Coder -t Quantizer lag—| Weighting |g|
output
A
A Outer Loop

-] Psychoacoustic Analysis [
loop count]

Fig. 10. OCF Encoder (aftedf])

Using a seoond iterative procedure, psychoamustic
masking is introduced after the inner loop is dore.
First, criticd band analysisis applied. Then, a masking
function is applied which combines a flat -6 dB mask-
ing threshold with an inter-band masking threshold,
leading to an estimate of JND for ead criticd band. If
after inner loop guantization and entropy encoding the
measured dstortion excealds ND in at lesst one aiticd
band, quantizaion step sizes are ajusted in the out of
tolerance citicd bands only. The outer loop repedas
urtil IND criteria ae satisfied or a maximum loop count
is reated. Entropy coded transform comporents are
then transmitted to the receaver, along with side infor-
mation which includes the log encoded SAM, the hum-
ber of quantizer updetes during the inner loop, and the
number of step size reductions which occurred for eath
criticd band in the outer loop. This sde information is
sufficient to deaode the transform comporents and per-
form reconstruction at the receiver.

Brandenburg in 1988 reported an enhanced OCF
(OCF-2) which achieved subjedive quality improve-
ments at a reduced hit rate of only 110 kbys [43]. The
improvements were redized by repladng the DCT with
the Modified DCT (MDCT - sedion J) and adding a
pre-echo detedion/compensation scheme. OCF-2 cor-
tains the first reported applicaion o the MDCT to
audio coding. Rewnstruction quality is improved duwe
to the dfedive time resolution increase due to the 50%
time overlap associated with the MDCT. OCF-2 quality
is also improved for difficult signals such as triangle
and castanets due to a simple preedo detec
tion/compensation scheme. The encoder deteds pre-
echos using analysis-by-synthesis. Pre-echos are de-
teded when ndse energy in a remnstructed segment
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(16 samples = 0.36 ms @ 44.1 kHz) exceals sgna en-
ergy. The encoder then determines the frequency below
which 90% of signal energy is contained and transmits
this cutoff to the decoder. Given pre-echo detedion at
the encoder (1 hit) and a aitoff frequency, the decoder
discards frequency comporents above the aitoff, in ef-
fed lowpass filtering peedoes. Due to these er-
hancements, OCF-2 was reported to achieve transpar-
ency over awide variety of source material. Only some
experts were ale to deted pre-echo dstortion in diffi-
cult signals such as the glockenspiel. Later in 1988
Brandenbug reported further OCF enhancements
(OCF-3) in which he reported better quality at a lower
bit rate (64 kbps) with reduced complexity [44]. OCF-3
benefited from several improvements relative to OCF-2.
First, differential coding was applied to spedral compo-
nents to exploit correlation between adjacent samples.
Seoond, the psychocamustic model was modified to ac
court for tempora pre- and past-masking. Third, errors
in the OCF-2 quantizer were identified and correced.
Finally, step size marseness for the inner quantizaion
loopwas increased in OCF-3, resulting in reduced com-
plexity.
B. PERCEPTUAL TRANSFORM CODER (PXFM)
While Brandenburg developed OCF, similar work
was smultaneously underway at AT&T Bell Labs.
James bhrston [6] developed several DFT-based trans-
form coders for audio duing the late eghties which be-
came an integral part of the ASFEC propasal. John
ston’'s work in perceptua entropy forms the basis for a
4(3)-bit/sample transform coder reported in 1988 [6]
which achieves transparent coding  FM-quality mon-
aural audio signals (Fig. 11). The ideabehind the per-
ceptua transform coder (PXFM) is to estimate the
amourt of quantization ndse which can be inaudibly
injeded into ead transform domain subband wsing PE
estimates. The ader is memoryless and works as fol-
lows. The signdl is first windowved into owerlapping
(1/16) segments and transformed using a 2048point
FFT. Next, the PE procedure described in sedion oreis
used to estimate JND thresholds for ead criticd band.
Then, an iterative quantization loop adapts a set of 128
subband quantizers to satisfy the JND threshalds urtil
the fixed hit rate is achieved. Finally, quantization and
bit packing are performed. Quantized transform com-
porents are transmitted to the recever along with ap-
propriate side information. Quantization subbands con-
sist of 8-sample blocks of complex-valued transform
components.

To Channel
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Fig.11. PXFM Encoder (afte])




The quantizer adaptation loop first initializes the
j O[1,128] subkend quentizers (1024 urique FFT com-

porents/8 comporents per subkend) with k; levels and
step sizes off, as follows:

OP 0O
k, =2*nint3-0+1 (31
Ot 0

where T are the quantized criticd band JND thresh-

olds, P isthe quantized magnitude of the largest red or
imaginary transform comporent in the jth subband, and

nint() is the neaest integer roundng function. The al-
aptation process involves repeaed applicaion d two
steps. Firgt, bit padking is attempted using the aurrent
quantizer set. Althoughmany bit padking techniques
are posshle, one simple scenario involves rting quan-
tizersin k; order, then filli ng 64bit words with encoded

transform comporents acording to the sorted results.
After bit paking, T, are ajusted by a caefully con-

trolled scde fador, and the aaptation cycle repeds.
Quantizer adaptation helts as on as the padked data
length satisfies the desired hit rate. Both P, and the

modified T are quantized onadB scde using 8bit uni-

form quantizers with a 170 8 dynamic range. These
parameters are transmitted as $de information and used
at the recever to recmver quantizaion levels (and thus
implicit bit alocaions) for eat subband, which are in
turn used to deaode quantized transform comporents.
The DC FFT comporent is quantized with 16 htsandis
also transmitted as side imfoation.

In 1989 Johnston extended the PXFM coder to han-
dle stereophoric signals (SEPXFM) and attained trans-
parent coding d a CD-quality stereophoric channel at
192 kbs, or 2.2 bits/sample. SEPXFM [45] redizes
performance improvements over PXFM by exploiting
inherent stereo crosschannel redundancy and by as-
suming that both channels are presented to a single lis-
tener rather than being used as separate signal sources.
SEPXFM structure is smilar to that of PXFM, with
variable radix bit padking replaced by adaptive entropy
coding. Side information is therefore reduced to in-
clude only adjusted JND thresholds (step-sizes) and
pointers to the entropy codebooks used in ead trans-
form domain subband. The cder works in the foll ow-
ing manner. First, sum (L+R) and dfference (L-R) sig-
nals are extraded from the left (L) and right (R) chan-
nels to exploit left/right redundancy. Next, the sum and
difference signals are windowed and transformed using
the FFT. Then, asingle JND threshdd for ead criticd
band is established via the PE method sing the
summed powver spedra from the L+R and L-R signals.
A single ommbined JND threshold is applied to quanti-
zdion nase shaping for both signals (L+R and L-R),
based uponthe asaumption that a listener is more than
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one “criticd distance” [46] from away from the stereo
spekers. Like PXFM, a fixed hit rate is achieved by
applying an iterative threshold adjustment procedure
after the initial determination d JND levels. The alap-
tation process analogows to PXFM bit rate ajustment
and kit padking, consists of several steps. First, trans-
form comporents from both L+R and L-R are split into
subband Hocks, ead averaging 8 red/imaginary sam-
ples. Then, one of six entropy codebooksis sleded for
ead subband baesed onthe average comporent magni-
tude within that subband. Next, transform comporents
are quantized given the JND levels and encoded using
the seleded codebook Subband codebook seledions
are themselves entropy encoded and transmitted as sde
information. After encoding, JND thresholds are scded
by an estimator and the quantizer adaptation processre-
peds. Threshold adaptation stops when the cmbined
bitstrean of quantized JND levels, Huffman encoded
L+R comporents, Huffman encoded L-R comporents,
and Huff man encoded average magnitudes achieves the
desired hit rate. The Huff man codebooks are developed
using alarge music and speed database. They are op-
timized for difficult signals at the expense of mean
compresson rate. It is aso interesting to nde that
headphore listeners reported no ndicedle amustic
mixing, despite the iticd distance asumption and sin-
gle combined JND level estimate for both channels,
L+R andL-R.
C. AT&T HYBRID CODER

Following the success of their individual coders,
Johrston and Brandenburg [8] collaborated in 1990to
produce ahyhbrid coder which, strictly speaking, is both
a subband and transform algorithm. It is included in
this dion becaise it was part of the ASFEC cluster.
The ideabehind the hybrid coder isto improve time and
frequency resolution relative to OCF and PXFM by
constructing a filterbank which more dosely resembled
the human ea. Thisis acomplished at the encoder by
first splitting the inpu signal into four octave-width
subbands using a QMF filterbank. The deamated ou-
put sequence from ead subband is then followed by
one or more transforms to achieve the desired
time/frequency resolution (Fig. 1248). Both DFT and
MDCT transforms were investigated. Given the tiling
of the time-frequency plane shown in Fig. 12h fre-
quency resolution at low frequencies (23.4 Hz) is well
matched to the ea, while the time resolution at high
frequencies (2.7 ms) is aufficient for pre-echo control.
The quantizaion and coding schemes of the hybrid
coder combine dements from both PXFM and OCF.
Masking thresholds are etimated using the PXFM ap-
proach for eight time dlices in ead frequency subband.
A more sophisticaed tonality estimate was defined to
replacethe SAM (Eq. 10) used in PXFM, however, such
that tonality is estimated in the hybrid coder as a locd
charaderigtic of ead individual spedral line. Predict-



ability of magnitude axd plese spedral comporents
aaosstime is used to evaluate tondlity instead of just
global spedral shape within a single frame. High tem-
pora predictability of magnitudes and pheses is asoci-
ated with the presence of a tonal signal and
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Fig. 12. Johnston/Brandenburg Hybrid Coder. (d) Fi
terbank Structure, (b) Time/Freq Tiling (aft&h)[

visaversa. The hybrid coder employs a quantization
and coding scheme borrowed from OCF. As far as
quality, the hybrid coder withou any explicit pre-echo
control mechanism was reported to achieve quality bet-
ter than or equal to OCF-3 at 64 kb [8]. Theonly dis-
advantage noted by the authors was increased complex-
ity. A similar hybrid structure was eventually adopted
in MPEG-1 and -2 Layer Il
D. CNET CODER

During the same period in which Schroeder,
Brandenburg, and Johrston pusued optimal transform
coding algorithms for audio, so to dd reseachers at
CNET. In 1989 Mahieux, Petit, et al. propcsed a DFT-
based audio coding system which introduced a novel
scheme to exploit DFT interblock redundancy. They
reported nealy transparent quality for 15 kHz (FM-
grade) audio at 96 kbys [47], except for some highly
harmonic signals. The ecoder applies first-order
badkward-adaptive predictors (aaoss time) to DFT
magnitude and dfferentiad phase @mporents, then
quantizes eparately the prediction residuals. Magni-
tude and dfferential phase residuals are quantized using
an adaptive nonruniform pdf-optimized quantizer de-
signed for a Lapladan dstribution and an adaptive uni-
form quantizer, respedively. The badkward-adaptive
quantizers are reinitialized duing transients. Bits are
alocaed duing step-size alaptation to shape quantiza
tion nase such that a psychoaoustic noise threshald is
satisfied for eath block. The psychoamustic model
used is smilar to Johrston's model described in sedion
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II. The use of linea prediction is justified because it
exploits magnitude and dfferential phase time redun
dancy, which tends to be large during periods when the
audio signal is quasi-stationary, espedaly for signal
harmonics. Quasi-stationarity might occur, for exam-
ple, during a sstained note.

In 199Q Mahieux and Petit reported on the devel-
opment of an MDCT-based transform coder for which
they claimed transparent CD-quality at 64 kbps [48].
This algorithm introduced a novel “spedrum descrip-
tor” scheme for representing the power spedra enve-
lope. The dgorithm first segments input audio into
frames of 1024 samples, correspondng to 12 msec of
new data per frame, given 50% MDCT time overlap.
Then, bit allocation is computed at the encoder using a
set of “spedrum descriptors” Spedrum descriptors
consist of quantized sample variances for MDCT coef-
ficients grouped into 35 nonRuniform frequency sub-
bands. Like their DFT coder, this algorithm exploits
either interblock or intrablock redundancy by dfferen-
tialy encoding the spedrum desciptors with resped to
time or frequency and transmitting them to the recever
as sde information. A dedsion whether to code with
resped to time or frequency is made on the basis of
which method requires fewer bits; the binary dedsion
requires only 1 hit. Either way, spedral descriptor en-
coding is dore using log DPCM with a first-order pre-
dictor and a 16-level uniform quantizer with a step-size
of 5 dB. Huffman coding d the spedra descriptor
codewords results in less than 2-bits/descriptor. A
global masking threshald is estimated by convdving the
spedral descriptors with a basilar spreading function on
abark scde, somewhat like the goproac taken by John
ston' s PXFM. Bit alocaions for quantizaion d nor-
malized transform coefficients are obtained from the
masking threshold estimate. As usual, bits are dlocated
such that quantization nase is below the masking
threshold at every spedral line. Transform coefficients
are normalized by the gpropriate spedral descriptor,
then quantized and coded, with ore exception. Masked
transform coefficients, which have lower energy than
the global masking threshold, are treaed dfferently.
The aithors foundthat masked coefficient bins tend to
be dustered, therefore they can be wmpadly repre-
sented using run length encoding (RLE). RLE code-
words are Huffman coded for maximum coding gain.
The ooder was reported to perform well for broadband
signals with many harmonics but had some problemsin
the case of spectrally flat signals.

More recantly, Mahieux and Petit enhanced their 64
kbps agorithm by incorporating a sophisticaed pre-
echo cetedion and patfiltering scheme, as well as in-
corporating a novel quantization scheme for 2-
coefficient (low-frequency) spedra descriptor bands
[104. For improved guantization performance two-
comporent spedral descriptors are dficiently vedor



encoded in terms of polar coordinates. Pre-echos are
deteded at the encoder and flagged using 1 bt. The
ideabehind the pre-echo compensation is to temporarily
adivate apodtfilter at the decoder in the crrupted quiet
region grior to the signd attadk, therefore astoppngin-
dex must also be transmitted. The 2nd-order 1IR post-
filter difference equation is given by

Si(n)=08n)+as,(n-1+as,(n-2 (2
where §(n) is the non-postfiltered output signal which
is corrupted by pe-edho dstortion, §,(n) is the post-
filtered ouput signal, and a, are related to the parame-
tersa; by

(33a)

(33b)
where a, arethe parameters of a 2"-order autoregres-

sive (AR-2) spedral estimate of the output audio, §(n),

during the previous non-postfiltered frame. The AR-2
estimate,§(n), can be expressed in the timanthin as

gn) =w(n)+agn-1)+a,4n-2) (34
where w(n) represents gaussan white noise. The pre-
diction error is then defined as

o{n) = ) - ) @9
The parameters p(i,j) in Eq. 33a and 33bare dements

of the prediction error covariance matrix, P, and the
parameter o, isthe pre-echo dstortion variance, which

is derived from side information. Pre-echo pdtfiltering
and improved quantization schemes resulted in a sub-
jedive score of 3.65for two-channel stereo coding at 64
kbps per channel on the 5-point CCIR 5-grade impair-
ment scde over awide range of listening material. The
CCIR J41 reference audio codec (MPEG-1, Layer-Il)
achieved a score of 3.84 at 384 kbps/channel over the
same set of tests.
E. ASPEC

The MSC, OCF, PXFM, AT&T hybrid, and CNET
audio transform coders were eventually clustered into a
single propasal by the ISO/IEC JTC1/SC2 WG11 com-
mittee As aresult, Schroeder, Brandenburg, Johrston,
Herre, and Mahieux collaborated in 1991to propaose for
acceptance @ the new MPEG audio compresson stan-
dard a flexible mding algorithm, ASFEC, which incor-
porated the best fedures of ead coder in the group[9].
ASPFEC was claimed to produce better quality than any
of the individual coders at 64 kbps. The structure of
ASPFEC combines elements from all of its predecessors.
Like OCF and the CNET coder, ASFEC uses the
MDCT for time-frequency mapping. The masking
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model is smilar to that used in PXFM and the AT& T
hybrid coder, including the sophisticated tonality esti-
mation scheme & lower bit rates. The quantization and
coding procedures use the pair of nested loops proposed
for OCF, aswell asthe block differential coding scheme
developed at CNET. Moreover, long runs of masked
coefficients are run-length and Huffman encoded.
Quantized scdefadors and transform coefficients are
Huffman coded also. Pre-echos are controlled using a
dynamic window switching medanism, like the
Thompson coder. ASPEC offers sveral modes for dif-
ferent quality levels, ranging from 64 to 192 kbis per
channel. A red-time ASFEC implementation for cod-
ing ore channel at 64 kbys was redized ona pair of 33
MHz Motorola DSP6001 a@vices. ASPEC ultimately
formed the basis for Layer Il of the MPEG-1 and
MPEG-2 standards. We note here that similar contribu-
tions have been made in the aeaof transform coding
for audio ouside the ASFEC cluster. For example,
Iwadare, et al. reported onDCT-based [49] and MDCT-
based [11] perceptua adaptive transform coders which
control pre-echo distortion using adaptivengow size.
F. DPAC

Other investigators have dso developed promising
schemes for transform coding o audio. Paraskevas and
Mourjopouos [106] reported on a differential percep-
tual audio coder (DPAC) which makes use of a novel
scheme for exploiting long-term correlations. DPAC
works as follows. Inpu audio is transformed using the
MDCT. A two-state dasdfier then labels eat new
frame of transform coefficients as either a “reference”
frame or a “smple” frame. The dassfier labels as
“reference” frames which contain significant audible
differences from the previous frame. The dassfier la-
bels nonreference frames as “smple”  Reference
frames are quantized and encoded using scdar quanti-
zdion and psychoamustic hit allocaion strategies
similar to Johnston's PXFM. Simple frames, however,
are subjeded to coefficient substitution. Coefficients
whase magnitude diff erences with resped to the previ-
ous reference frame ae below an experimentally opti-
mized threshold are replacal at the decoder by the cor-
respondng reference frame wefficients. The encoder,
then, replaces subthreshald coefficients with zeros, thus
saving transmisson kts. Unlike the interframe predic-
tive aoding schemes of Mahieux and Petit, the DPAC
coefficient substitution system is advantageous in that it
guarantees the “simple” frame bit al ocaion will always
be lessthan or equal to the hit allocation which would
be required if the frame was coded as a “reference”
frame. Superthreshold “simple” frame wefficients are
coded in the same way as reference frame wefficients.
DPAC performance was evaluated for frame dassfiers
which utili zed threediff erent seledion criterion. Under
the Euclidean criterion, test frames stisfying the ine-
qudity
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5, 5,2

CeYg <) (36)
B s O

are dasdfied as“simple”, where the vedors s, and s,

respedively, contain reference and test frame time-
domain samples, and the difference vedor, s,, is de-

fined as
S4=S-% (37
Under the PE (Eq. 14) criterion, atest frame is labeled
as“simple’ if it satisfies the inequality
PEg <)
PE; (39)

where PEg corresponds to the PE of the “simple”

(coefficient-substituted) version o the test frame, and
PE; corresponds to the PE of the unmodified test

frame. Finaly, under the SFM (Eq. 10) criterion, a test
frame is labeled dsimple’ if it satisfies the inequality
O O

abs10log,, M, E)

O MO (39

where SFM; corresponds to the test frame SFM, and

SFMy corresponds to the SAM of the previous refer-

ence frame. The dedsion threshold, A, was experi-
mentally optimized for al three citeria. Best perform-
ance was obtained while encoding source material using
the PE criterion. As far as overal performanceis con
cerned, noise-to-mask ratio (NMR) measurements were
compared between DPAC and Johnston's PXFM ago-
rithm at 64, 88, and 128 kbg. Despite an average drop
of 30-35% in PE measured a the DPAC coefficient
substitution stage output relative to the wefficient sub-
stitution inpu, comparative NMR studies indicated that
DPAC outperforms PXFM only below 88 kbps and then
only for certain types of source materia such as pop @
jazzmusic. The desirable PE reduction led to an unde-
sirable drop in reconstruction quality. The authors con-
cluded that DPAC may be preferable to algorithms such

as PXFM for low bit rate, non-transparent applications.

G. DFT NOISE SUBSTITUTION

Other coefficient substitution schemes have dso
been proposed. Whereas DPAC exploits temporal cor-
relation, a substitution technique which exploits decor-
relation was recantly devised for coding efficiently
noise-like portions of the spedrum. In a noise substitu-
tion procedure [50], Schulz parameterizes transform co-
efficients correspondng to naselike portions of the
spedrum in terms of average power, frequency range,
and temporal evolution, resulting in an increased coding
efficiency of 15% onaverage. A tempora envelope for
eath parametric noise band is required becaise trans-
form block sizes for most codecs are much longer (e.g.,
30 ms) than the human auditory system’'s temporal
resolution (e.g., 2 ms). In this method noise-like spec
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tral regions are identified in the following way. First,
least-mean-square (LMS) adaptive linea predictors
(LP) are gplied to the output channels of a multi-band
QMF analysis filterbank which has as input the original
audio, s(n). A predicted signa, §(n), is obtained by
passng the LP output sequences through the QMF
synthesis filterbank. Prediction is dore in subbands
rather than over the entire spedrum to prevent classfi-
cdion errors which could result if high-energy ndse
subbands are dlowed to daminate predictor adaptation,
resulting in misinterpretation o low-energy tona sub-
bands as noisy. Next, the DFT is used to oktain mag-

nitude (Sk),§k)) and prese  @mporents
(8(k),6(k)), of the input, s(n), and prediction, §n),
respedively. Then, tordity, T(k), is estimated as a
function of the magnitude and phasedictability, i.e,
_ 1K) -], (k) -6(k)
T(k)'ai 9K |+'B I 6(k) I (40)
where o and B are eperimentally determined con

stants. Noise substitution is applied to contiguows
blocks of transform coefficient bins for which T(k) is

very small. The 15% average bit savings redized using
this methodin conjunction with transform coding is off-
set to alarge extent by a significant complexity increase
due to the alditions of the alaptive linea predictors and
a multi-band analysis-synthesis QMF filterbank. As a
result, the author and focused his attention onthe gpli-
caion d noise substitution to QMF-based subband
coding al@rithms.
H. DCT WITH VECTOR QUANTATION

For the most part, the dgorithms described thus far
rely uponscdar quantizaion d transform coefficients.
This is not unreasonable, since scdar quantizdion in
combination with entropy coding can achieve very good
performance As one might exped, however, vedor
quantization (VQ) has aso been applied to transform
coding d audio, athough orna much more limited scde.
For example, Gersho and Chan investigated several VQ
schemes for coding DCT coefficients aibjed to a con-
straint of minimum perceptual distortion. They first re-
ported ona variable rate mder [7] which achieves high
quality in the range of 55 to 106 kb for audio se-
quences bandimited to 15 KHz (32 kHz sample rate).
After computing the DCT on 512sample blocks, the d-
gorithm utilizes a novel Multi-Stage Tree Structured
VQ (MSTVQ) scheme for quantization o normalized
vedors, with ead vedor containing 4 DCT compo-
nents. Bit allocaion and vedor normalizaion are de-
rived at both the encoder and cecoder from a sampled
power spedral envelope which consists of 29 goups of
transform coefficients. A simplified masking model as-
sumes that ead sample of the power envelope repre-



sents a single masker. Masking is assumed to be aldi-
tive, asin the ASPFEC algorithms. Thresholds are com-
puted as a fixed offset from the masking level. The
authors observed a strong correlation ketween SFM and
the anount of offset required to achieve high qulity.
Two-segment scdar quantizers that are piecevise linea
onadB scde ae used to encode the power spedral en-
velope. Quadratic interpolation is used to restore full
resolution to the subsampled elope.

Gersho and Chan later enhanced [51] their agorithm
by improving the power envelope and transform coeffi-
cient quantization schemes. In the new approach to
quantization o transform coefficients, constrained-
storage VQ [52] techniques (CS-VQ) are combined with
the MSTVQ (CS-MSTVQ) from the original coder, a-
lowing the new coder to handle peak Noise-to-Mask ra-
tio (NMR) requirements without impradicad codebook
storage requirements. In fad, CSMSTVQ enabled
quantization o 127 4coefficient vedors using orly 4
unique quantizers. Power spedra envelope quantiza-
tionis enhanced by extending its resolution is extended
to 127samples. The samples are then encoded using a
two-stage process The first stage gplies noninea in-
terpaative VQ (NLIVQ), a dimensionality reduction
process which represents the 127-element power spec
tral envelope vedor using orly a 12-dimensional
“feaure power envelope.” Unstructured VQ is applied
to the feaure power envelope. Then, a full-resolution
quantized envelope is obtained from the unstructured
VQ index into a correspondng interpolation codebook
In the second stage, segments of the envelope residual
are encoded using a set of 8-, 9-, and 1Gelement TSVQ
quantizers. Relative to their first VQ/DCT coder, the
authors reported savings of 10-20 kbps with no reduc-

tion in quality due to the CS-VQ and NLIVQ schemes.

I. MDCT WITH VECTOR QUANZATION

More recently, lwakami et al. developed Transform-
Domain Weighted Interleave Vedor Quantizaion
(TWIN-VQ), an MDCT-based coder which also in-
volves transform coefficient VQ [105. This agorithm
exploits LPC analysis, spedral inter-frame redundancy,
and interleaved VQ. At the encoder (Fig. 13), eat
frame of MDCT coefficients is first divided by the cor-
respondng elements of the LPC spedral envelope, re-
sulting in a spedrally flattened qudient (residual) se-
quence. This procedure flattens the MDCT envelope
but does nat affed the fine structure. The next step,
therefore, divides the first step residual by a predicted
fine structure envelope. This predicted fine structure
envelope is computed as a weighted sum of three previ-
ous quantized fine structure envelopes, i.e., using badk-
ward prediction. Interleave VQ is applied to the nor-
malized seaond step residual. The interleave VQ vec
tors are structured in the following way. Eacdh N-
sample normalized second step residua vedor is lit
into K subvedors, eat containing N/K coefficients.
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Seoond step residuals from the N-sample vedor are in-
terleaved in the K subvedors sich that the i*" subvedor
contains elements i+nK, where n=0,1,...(N/K)-1. Per-
ceptual weighting is aso incorporated by weighting
eadt subvedor by anonlinealy transformed version o
its correspondng LPC envelope comporent prior to the
codebook seach. VQ indices are transmitted to the re-
cever. Side information consists of VQ normalization
coefficients and the LPC envelope encoded in terms of
LSPs. The aiuthors claim higher subjedive quality than
MPEG-1 Layer Il at 64 kbps for 48 kHz CD-quality
audio, as well as higher quality than MPEG-1 Layer Il
for 32 kHz audio at 32 kb, Enhancements to the
weighted interleasing scheme and LPC envelope repre-
sentation are reported in [53] which enabled red-time
implementation d stereo decoders on Pentium and
PowerPC platforms. Channel error robustness issues
are addressed iB4].

s(nL[ MDCT

Fig. 13. TWIN-VQ Encoder (after]05])

J. MODIFIED DISCRETE COSINE TRANSFORM

(MDCT)

Before amncluding the transform coder discusson
and embarking upon consideration o subband algo-
rithms, it is useful to consider briefly the modified ds-
crete wsine transform (MDCT), a recently developed
moduated lapped transform which has found wide-
spread applicaion throughou the audio coding litera-
ture. Severa of the dgorithms discussed in sedions I,
IV, and V make use of this transform. The MDCT of-
fers the alvantage of overlapping time windows while
managing to preserve aiticd sampling. The aiaysis
window must be caefully designed such that the time-
domain aiasing introduced by 506 overlap and 21
dedamation will cancd in the inverse transformation
[55]. The MDCT analysis expssion is

X (k) =
h(n)x(n) cos% (2k +1)(2n +1+ N)é (41)
k=01..2N-1

where the analysis window must satisfy
h*(N-1-n)+h*(n=2 0<n<N
h?(N +n)+h?(2N -1-n)
=2, 0sn<N
An example analysis window which produces the de-
sired time-domain aliasing cancellation is given by

(42a)
(43p)
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The development of FFT-based fast algorithms for the
MDCT (e.g.,[56]) has made it viable for red-time a-
plicaions. Coders such as ISO/MPEG, Dolby’'s AC-3,
and Sony's ATRAC for MiniDisc make use of the
MDCT.

h(n) = iﬁsin%n+

IV.SUBBAND CODERS

Like the transform coders described in the previous
sedion, subband coders also exploit signal redundancy
and psychoamustic irrelevancy in the frequency do-
main. Instead of unitary transforms, however, these
coders rely upon frequency-domain representations of
the signal obtained from banks of bandpessfilters. The
audible frequency spedrum (20 Hz - 20 kHz) is divided
into frequency subbands using a bank of bandpess fil -
ters. The output of ead filter is then sampled and en-
coded. At the recaver, the signals are demultiplexed,
deaoded, demoduated, and then summed to recnstruct
the signal. Audio subband coders redize oding gains
by efficiently quantizing and encoding the dedmated
output sequences from perfed reconstruction filter-
banks. Efficient quantization methods usually rely upon
psychoamusticdly controlled dyremic bit allocaion
rules which all océde bits to subbands in such a way that
the reconstructed ouput signal is freeof audible quanti-
zdion nase or other artifads. In a generic subband
audio coder, the input signal is first split into several
uniform or non-uniform subbands using some aiticdly
sampled, perfed reoconstruction filterbank. Non-ided
recnstruction propertiesin the presence of quantization
noise ae mmpensated for by utilizing subband filters
which have very goodsidelobe dtenuation, an approach
which usually requires high-order filters. Then, ded-
mated ouput sequences from the filterbank are nor-
malized and quantized over short, 2-to-10 milli second
(ms) blocks. Psychoamustic signal analysis is used to
alocae an appropriate number of bits for the quantiza
tion d ead subband. The usua approac isto alocae
a just-sufficient number of bits to mask quantization
noise in eatc bock while simultaneoudly satisfying
some bit rate wnstraint. Since masking threshalds and
hence bit alocaion requirements are time-varying,
buffering is often introduced to match the coder output
to afixed rate. The encoder sends to the decoder quan-
tized subband ouput samples, normalizaion scdefac
tors for ead block of samples, and Lt alocaion side
information. Bit allocaion may be transmitted as ex-
plicit side information, or it may be implicitly repre-
sented by some parameter such as the scdefador mag-
nitudes. The decder uses sde information and scde-
fadors in conjunction with an inverse filterbank to re-
construct a coded version of the dnigl input.

Numerous sibband coding algorithms for hi fidelity
audio have gpeaed in the literature since the late
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eighties. This ®dion focuses uponthe individual sub-
band algorithms propcsed by reseachers from the In-
stitut fur Rundfunktechnik (IRT) [4][60], Philips Re-
seach Laboratories [61], and CCETT. Much o this
work was motivated by standardizaion adivities for the
European Eureka-147 dgital broadcest audio (DBA)
system. The ISO/IEC eventualy clustered the IRT,
Philips, and CCETT propasals into a single cadidate
algorithm, Masking Pattern Adapted Universal Subband
Integrated Coding and Multiplexing (MUSICAM)
[10][62], which competed succes<ully for inclusion in
the ISO/IEC MPEG-1 and MPEG-2 audio coding stan-
dards. Consequently, most of MPEG-1 [17] and
MPEG-2 [18] layers | and Il are derived from
MUSICAM. Other subband algorithms were dso pro-
posed by Charbonrier and Petit [57], Voros [58], and
Teh et al. [59], are nat discussed here. The sedion con-
centrates upon MUSICAM and its antecedents, which
ultimately led to the aeaion o the MPEG audio stan-
dard.
A. MASCAM

The MUSICAM algorithm is derived from coders
developed at IRT, Philips, and CNET. At IRT, Theile,
Stoll, and Link developed Masking Pattern Adapted
Subband Coding (MASCAM), a subband audio coder
[4] based upona treestructured quadrature mirror filter
(QMF) filterbank which was designed to mimic the
criticd band structure of the auditory filterbank. The
coder has 24 nonuniform subbands, with bandwidths of
125Hz below 1 kHz, 250Hz in the range 1-2 kHz, 500
Hz in the range 2-4 kHz, 1 kHz in the range 4-8 kHz,
and 2 KHz from 8 kHz to 16 KHz. The prototype QMF
filter has 64 taps. Subband ouput sequences are proc-
esxd in 2ms blocks. A normalizaion scdefador is
quantized and transmitted for ead block from ead
subband. Subband bt alocdions are derived from a
simplified psychoamustic analysis. The original coder
reported in [4] considered orly in-band simultaneous
masking. Later, as described in [60], inter-band simul-
taneous masking and temporal masking were alded to
the bit rate cdculation. Tempora postmasking is ex-
ploited by upditing scdefadors less frequently during
periods of signal decay. The MASCAM coder was re-
ported to achieve high-quality results for 15 kHz band-
width inpu signals at hit rates between 80and 100 kbjg
per channel. A similar subband coder was developed at
Phili ps during this same period. As described by Ve-
huis et al. in [61], the Philips group investigated sub-
band schemes based on 20 and 26band nonruniform
filterbanks. Like the original MASCAM system, the
Phili ps coder relies upon a highly simplified masking
model which considers only the upward spread of s-
multaneous masking. Thresholds are derived from a
prototypicd basilar excitation function undr worst-case
asumptions regarding the frequency separation o
masker and maskee Within ead subband, signa en-



ergy levels are treded as sngle maskers. Given SNR
targets due to the masking model, uniform ADPCM is
applied to the normalized ouput of ead subkand. The
Phili ps coder was claimed to deliver high quality coding
of CD-quality signals at 110 kbys for the 26-band ver-
sion and 180 kbps for the 20-bandsien.
B. MUSICAM

Based primarily uponcoders developed at IRT and
Philli ps, the MUSICAM agorithm [10][62] was suc-
cesgul in the ISO/IEC competition [63] for a new audio
coding standard. It eventualy formed the basis for
MPEG-1 and MPEG-2 audio layers| and Il. Relativeto
its predecesors, MUSICAM (Fig. 14) makes svera
pradicd tradeoffs between complexity, delay, and
quality. By utilizing a uniform bandwidth, 32-band
polyphase filterbank instead of a tree structured QMF
filterbank, both complexity and delay are gredly re-
duced relative to the IRT and Philli ps coders. Delay
and complexity are 10.66 ms and 5 MFLOPS respec
tively. These improvements are redized at the expense
of using a sub-optimal filterbank, however, in the sense
that filter bandwidths (constant 750 Hz for 48 kHz sam-
ple rate) no longer correspondto the aiticd band rate.
Despite these excessve filter bandwidths at low fre-
quencies, high quaity coding is gill possble with
MUSICAM due to its enhanced psychoaoustic analy-
sis. Highresolution spedral estimates (46 Hz/line & 48
kHz sample rate) are obtained through the use of a
1024point FFT in paralel with the poyphase filter-
bank. This paralel structure dlows for improved esti-
mation d masking thresholds and hence determination
of more acarate minimum signal-to-mask ratios
(SMRs) required within ead subband. The MUSICAM
psychoamustic analysis procedure is esentialy the
same & the MPEG-1 psychoamustic model 1 described
in sedion II-G. The remainder of MUSICAM works as
follows. Subband ouput sequences are procesed in 8
ms blocks (12 samples at 48 kHz), which is close to the
temporal resolution o the auditory system (4-6 ms).
Scdefadors are extraded from ead bock and encoded
using 6bits over a 120 B8 dynamic range. Occasion
aly, temporal redundancy is exploited by repetition
over 2 or 3 bocks (16 a 24 ms) of dowly-changing
scdefadors within a single subband.  Repetition is
avoided duing transient periods such as darp attads.
Subband samples are quantized and coded in acor-
dance with SMR requirements for ead subband as de-
termined by the psychocamustic analysis. Bit aloca
tions for ead subband are transmitted as sde informa-
tion. On the CCIR five-grade impairment scde,
MUSICAM scored 4.6 (std dev. 0.7) at 128 kbps, and
4.3 (std dev. 1.1) at 96 kb per monaural channel,
compared to 4.7 (std dev. 0.6) on the same scde for the
uncoded original. Quality was reported to suffer some-
what at 96 kbps for criticd signals which contained
sharp attacks (e.g., triangle, castanets), and this was re-
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fleaded in a relatively high standard deviation d 1.1.
MUSICAM was €leded by ISO/IEC for MPEG audio
due to its desirable cmbination d high quality, reason-
able ommplexity, and manageable delay. Also, bit error
robustnesswas foundto be very good(errors nealy im-
perceptible) up to a bit error rate of 10

1024-pt. | gm| Psychoacoustic | py.| Bit Allocation | gy
FFT Analysis .
Side Info

s(n) *

Polyphase o
Analysis | Quantization
Filterbank 32 ch.

(750 Hz @ 48 kHz)

Fig. 14. MUSICAM Encoder (afterd2])

C. WAVELET DECOMPOSITIONS

The previous ®dion described subband coding d-
gorithms which utili ze banks of fixed resolution band-
pass QMF or padyphase finite impulse resporse (FIR)
filters. This sdion describes a different class of sub-
band coders which rely instead upona filterbank inter-
pretation d the discrete wavelet transform (DWT).
DWT based subband coders offer increased flexibility
over the subband coders described previously since
identicd filterbank magnitude frequency responses can
be obtained for many dfferent choices of a wavelet ba-
sis. This flexibility presents an oppatunity for basis
optimizaion. In the cntext of audio coding, a desired
filterbank magnitude resporse can first be established.
This resporse might be matched to the auditory filter-
bank, for example. Then, for eat segment of audio,
one ca adaptively choose awavelet basis which mini-
mizes the number of bits required to encode the signal
subbands at some target distortion level. Given a psy-
choamusticdly derived distortion target, the encoding
remains perceptually transparent.

A detalled discusson d spedfic technicd cond-
tions associated with the various wavelet famili es is be-
yond the scope of this paper, and this sdion therefore
avoids mathematicd development and concentrates in-
stead upon lkghlevel coder architedures. In-depth
technicd information regarding wavelets is available in
many references, for example [64]. Before describing
the wavelet based coders, however, it is useful to sum-
marize some basic wavelet charaderistics. Wavelets are
afamily of basis functions for the spaceof square inte-
grable signals. A finite energy signa can be repre-
sented as a weighted sum of the trandlates and dl ates of
a singe wavelet. Continuows-time wavelet signa
analysis can be extended to dscrete time and square
summable sequences. Under certain assumptions, the
DWT ads as an othonama linea transform

T:R" - R". For a mmpad (finite) suppat wavelet of
length K, the assciated transformation matrix, Q, is

Scl Fact.
8,16,24 ms

Samples




fully determined by a set of coefficients {c} for

O0<k<K-1. As downin Fig. 15, this transformation
matrix has an asociated filterbank interpretation. One
application d the transform matrix, Q, to an Nx1

signal vedor, x, generatesan N x1 vedor of wavelet-
domain transform coefficients, y. The Nx1 vedor y

. N .
can be separated into two > x 1 vedors of approxima-

tion and cetail coefficients, y,, and yy,, respedively.
The spedral content of the signal x captured in vy,
and yp, corresponds to the frequency subkends red-

ized in 21 dedmated ouput sequences from a QMF
filterbank which obeys the “power complimentary con-
dition”, i.e.,

|H'p(9)|2+|H'p(9+")|2:1 (45)
where H,(6) is the frequency resporse of the lowpass

filter.

Yy=Qx  —x — |
— Yoo — x

Hi(2)

Fig. 15. Filterbank Interpretation of the DWT

Therefore, successve gplicaions of the DWT can
beinterpreted as passnginpu datathrougha cascade of
banks of perfed reconstruction lowpass (LP) and hgh-
pass (HP) filters followed by 2:1 dedmation. In effed,
the forward/inverse transform matrices of a particular
wavelet are aociated with a @rrespondng QMF
analysis/synthesis filterbank. The usua wavelet de-
composition implements an octave-band filterbank
structure shown in Fig. 16. In the figure, frequency
subbands assciated with the wefficients from ead
stage ae schematicdly represented for an audio signal
sampled at 44.1 kHz.
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14 28 55 11
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Fig. 16. Wavelet Decomposition

|
22 kHz

Wavelet padket representations, on the other hand,
decompose both the detail and approximation coeffi-
cients at ead stage of the treg as hown in Fig. 17. In
the figure, frequency subbands associated with the wef-
ficients from eadh stage ae schematicdly represented
for an audio signal sapled at 44.1 kHz.

A filterbank interpretation d wavelet transforms is
attradive in the ontext of audio coding algorithms for
at least two reasons. First, wavelet or wavelet padket
demmpositions can be tree structured as necessry
(unbelanced trees are posdble) to decompose inpu
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audio into a set of frequency subbands tail ored to some
application. It is possble, for example, to approximate
the aiticd band auditory filterbank utili zing a wavelet
packet approach. Second, maky-coefficient finite

e
:
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y
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frequency (Hertz)

Fig.17. Wavelet Packet Decomposition

suppat wavelets are asociated with a single magnitude
frequency resporse QMF pair, therefore aspedfic sub-
band decomposition can be redized while retaining the
freedom to choose awavelet basis which is in some
sense “optimal.” For these and aher reasons, several
DWT-based subband algorithms for high-fidelity audio
coding have been recentlygposed.

The basic idea behind DWT-based subband coders
isto quantize and encode dficiently the cefficient se-
quences asociated with ead stage of the wavelet de-
composition tree Irrelevancy is exploited by trans-
forming frequency-domain masking thresholds to the
wavelet domain and shaping wavelet-domain quantiza
tion ndse such that it does not exceal the masking
threshold. Wavelet-based subkand algorithms also ex-
ploit statisticd signal redundancies through dfferential,
run-length, and entropy coding schemes. The next few
subsedions concentrate upon DWT-based subkand cod-
ers developed by Tewfik et al. [71][72][ 73] during the
last few yeas, including a very recantly proposed hy-
brid sinusoidal/wavelet transform algorithm [74]. Other
studies of DWT-based audio coding schemes concerned
with low-complexity, low-delay, combined wavelet/
multipulse LPC coding, and combined scdar/vedor
quantization d transform coefficients were reported, re-
spedively, by Bladk and Zeytinodu [65], Kudumakis
and Sander [66][67][68], Boland and Deriche [69], and
Boland and Dericher[0].

D. ADAPTED WAVELET DECOMP@HONS

Sinha and Tewfik developed a variable-rate wavelet-
based coding scheme for which they reported nealy
transparent coding o CD-quality audio at 48-64 kbps
[71][72]. The encoder (Fig. 18) exploits redundancy
using a VQ scheme and irrelevancy using a wavelet
padket (WP) signal decomposition combined with per-
ceptual masking thresholds. The dgorithm works as
follows. Inpu audio is sgmented into Nx1 vedors
which are then windowved using a 1/16th owerlap
square root Hann window. The dynamic dictionary
(DD), which is esentialy an adaptive VQ subsystem,



then eliminates sgnal redundancy. A dictionary of Nx1
codewords is ®ached for the vedor which is perceptu-
aly closest to theinput vedor. The dfedive size of the
dictionary is made larger than its actual size by a novel
correlation lag seach/time-warping pocedure which
identifies two N/2-sample adewords for ead N-sample
inpu vedor. At both the transmitter and recever, the
dictionary is gystematicdly updated with N-sample re-
constructed ouput audio vedors acording to a per-
ceptual distance citerion and last-used-first-out rule.
For irrelevancy reduction, an ogtimized WP decompo-
sition is applied to the origina signal as well asthe DD
residual. The decomposition treeis gructured such that
its 29 frequency subbands rougHy correspond to the
criticd bands of the auditory filterbank. Psychoaoustic
masking thresholds are derived using the same proce-
dure & [61] and transformed to the wavelet domain so
that WP coefficients can be quantized and encoded
without introduwcing perceptible atifads. Masking
thresholds are asaumed constant within ead subband.
The encoder transmits the particular combination o DD
and WP information which minimizes the bit rate while
maintaining perceptua quality. Three @mbinations are
posshle. In ore scenario, the DD index and time-
warping fador are transmitted alone if the DD residual
energy is below the masking threshold at all frequen-
cies. Alternatively, if the DD residual has audible noise
energy, then WP coefficients of the DD residual are dso
quantized, encoded, and transmitted. In some caes,
however, WP coefficients correspondng to the original
signal are more compadly represented than the combi-
nation d the DD plus WP residual information. In this
case, the DD information is discarded and orly quan-
tized and encoded WP coefficients are transmitted. In
the latter two cases, the encoder aso transmits subband
scde fadors, bit alocaions, and energy namalization

side nformation.
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Fig. 18. Dynamic Dictionary/Optimal Wavelet Packet

Encoder (afterq1])

This algorithm is unique in that it contains the first
reported applicaion d adapted WP analysis to subband
coding d high-fidelity, CD-quality audio. During eadh
analysis frame, the WP basis sledion procedure gplies
an optimality criterion o minimum bit rate for a given
distortion level. The aithors readied several useful
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conclusions regarding the choice of an optimal compad
suppat (K -coefficient) wavelet basis.  First, they
found that basis optimization is warranted. Optimiza
tion produced average hit rate savings of 3, 6.5, 8.75,
and 15 percent for wavelets ®leded from the sets aso-
ciated with coefficient sequences of lengths 10, 20, 40,
and 6Q respedively. In an extreme cae, a savings of
1.7 bits/sample is redized for transparent coding o a
difficult castanets ®quence when using best-case rather
than worst-case wavelets (0.8 vs. 2.5 hitssample for
K =40). Sewnd, they determined that it is not neces-
sary to seach exhaustively the spaceof all wavelets for
a particular value of K. The seach can be limited to

wavelets having the maximum possble number, or %

vanishing moments. The frequency resporses of the
filters associated with a p —thorder vanishing moment

wavelet have p-—th-order zeros at radian frequency

6 =rm. Only a3.1% bitrate reduction was redized for
an exhaustive seach versus a maximal vanishing mo-
ment constrained seach. Third, the aithors found that
wavelets with longer coefficient sequences (larger K)
tended to produce better results under the optimality
congtraint. Given identicd distortion criteria for a c&
tanets equence bit rates of 2.1 hits/sample for K =4
wavelets were redized versus 0.8 hts/sample for
K =40 wavelets. Finaly, deeer decomposition trees
tended to yield better results, but the improvements
saturated beyond artain point.

As far as quality is concerned, subjedive tests con
ducted bythe authors with nine test subjeds led them to
conclude that the dgorithm produced transparent qua-
ity for test material including dums, pop, violin with
orchestra, and clarinet. Subjeds deteded dfferences
between coded and aiginal material, however, in the
cases of castanets and pano sequences. The difficulty
with cestanets arises becaise of inadequate pre-echo
control. This version d the cder utilizes only an
adaptive window scheme which switches between 1024
and 2048sample windows. Shorter windows (N=1024
or 23 ms) are used for signals which are likely to pro-
duce pre-echos. The piano sequence mntained long
segments of nealy steady or owly decaing sinusoids.
The wavelet coder does nat handle steady sinusoids as
well as other signals. With the exception d these trou
blesome signals in a mmparative test, an additional ex-
pert listener also foundthat the WP coder outperformed
MPEG-1, Layer Il at 64 kbps.

Tewfik and Ali | ater enhanced the WP coder to im-
prove pre-echo control and increase @ding efficiency.
After elimination o the dynamic dictionary, they re-
ported better quality in the range of 55 to 63 kbys, as
well as ared-time implementation o a simplified 64to
78 kbps coder on two TMS320C31 cevices [73]. Be-
yond DD removal, the major improvements included



exploitation o auditory temporal masking for pre-echo
control, more dficient quantization and encoding d
scde-fadors, and run-length coding d long zero s=
quences. The improved coder also upgaded its psy-
choamustic analysis ®dion with a more sophisticated
model similar to Johrston's PXFM coder [6]. The most
notable improvement occurred in the aeaof pre-echo
control. This was acammplished in the foll owing man-
ner. Firgt, inpu frames likely to produce pre-echos are
identified using a normalized energy measure aiterion.
These frames are parsed into 5 ms time dots (256 sam-
ples). Then, WP coefficients from all scdes within eadt
time dot are combined to estimate subframe energies.
Masking thresholds computed ower the global 1024
sample frame ae aswumed ony to apply during high
energy time dots. Masking thresholds are reduced
aaossal subbands for low energy time dots utilizing
weighting fadors propartional to the energy ratio be-
tween high- and low-energy time-slots. The remaining
enhancements of improved scdefador coding effi-
ciency and run-length coding o zero sequences more
than compensated for removal of the dynamic diction
ary.
E. HYBRID HARMONIC/WAVELET DECOMPGS

TION

Althoughthe WP coder improvements reported in
[73] addressed pre-echo control problems, they did na
redify the cder's inadequate performance for har-
monic signals such as the piano test sequence. This is
in part because wavelets do nd provide mmpad repre-
sentations for sinusoidal signals. On the other hand,
wavelet decomposition techniques do provide signal
representations that can efficiently tradk transients.
Remgnzing these fads, Hamdy et al. developed a
novel hybrid coder [74] designed to exploit the dficien-
cies of both harmonic and wavelet signa representa-
tions. For ead analysis frame, the encoder (Fig. 19)
chooses a cmpad signal representation from combined
sinusoidal and wavelet bases. This algorithm is based
on the nation that short-time audio signals can be de-
composed into tonal, transient, and nase cmporents.
It assumes that tonal comporents are most compadly
represented in terms of sinusoidal basis functions, while
transient and ndse comporents are most efficiently rep-
resented in terms of wavelet bases. The encoder works
as follows. First, Thompson's analysis model [79] is
applied to extrad sinusoidal frequencies, phases, and
amplitudes for ead input frame. Harmonic synthesis
using the McAulay and Quatieri recnstruction algo-
rithm [76] for phase and amplitude interpdlation is next
applied to oltain aresidual sequence. Then, the resid-
ua is decomposed into WP subkands. The overall WP
anadysis tree @proximates an audtory filterbank.
Edge-detedion processng identifies and removes tran-
sients in low frequency subbands. Once transients are
eiminated, the residual WP coefficient sequences at
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eath scde bewmme largely decorrelated. In fad, the
authors determined that the sequences are well ap-
proximated by white gaussan ndase (WGN) sources
having exporential decegy envelopes. As far as quanti-
zdion and encoding d the various parameters is con-
cerned, sinusoidal frequencies are quantized with suffi-
cient predsionto satisfy psychoamustic just-noticedle-
differences in frequency (JNDF), which requires 8 hit
absolute mding for a new frequency tradk, then 5 Lt
differential coding for the duration d the lifetime of the
tradk. Sinusoidal amplitudes are quantized and encoded
in a similar absolute/differential manner using simulta-
neous masking threshalds for shaping d quantizaion
noise. This may require up to 8 hits per comporent.
Sinusoidal phases are uniformly quantized onthe inter-
val [-7,71 and encoded using 6-bits. As for quantiza

tion and encoding & WP parameters, al coefficients
below 11 kHz are encoded asin [108]. Abowe 11 kHz,
however, parametric representations are utilized. Tran-
sients are represented in terms of a binary edge mask
which is then run-length encoded. Noise cwmporents
are represented in terms of gaussan means, variances,
and constants of exporential decgy. The hybrid coder
was reported to achieve nealy transparent coding ower
of wide range of CD-quality source material at bit rates
in the vicinity of 44 kbps.

Encods
Tredel side inforroation

Ingut Hamoonic Harmeoniz

Fig.19. Hybrid Sinusoidal/Wavelet Encoder (after
[74])

F. SIGNAL-ADAPTIVE, NON-UNIFORM FILR=

BANK (NUFB) IECOMPOSITIONS

This subsedion introduces subband coding algo-
rithms which utilize signal-adaptive banks of non
uniform bandpessfilters to estimate the distribution o
signal energy and masking paver with resped to bah
time and frequency. The alvantage of these systems
over previous £hemes isin superior time or frequency
resolution matching between the analysis filterbank and
the auditory filterbank. The disadvantage is that adap-
tive nontuniform filterbank design and implementation
strategies are nontrivial. As we have seen, audio cod
ing algorithms ek to achieve high coding cain by ex-
ploiting time-frequency signal decompositions which
imitate the auditory filterbank. Thistask is difficult be-
cause of the non-uniform nature of criticd bandwidth.
For the purposes of time-frequency mapping, the dgo-



rithms described in the previous three subsedions make
use of unitary transforms, uniform-resolution frequency
subbands, and dscrete wavelet or wavelet padket de-
compositions, respedively. Ead type of algorithm
makes me tradeoff between time resolution and fre-
quency resolution. Transform coders typicdly offer
very high frequency resolution at the expense of limited
time resolution. The uniform subband algorithms, on
the other hand, tend to offer goodtime resolution at the
expense of frequency resolution. No resolution tradeoff
is optimal for al audio signas. This dilemmaisillus-
trated in Fig. 20 uilizing schematic representations of
masking thresholds with resped to time and frequency
for (@) a catanets and (b) a piccolo. In the figures,
darker regions correspondto higher masking thresholds.
For maximum coding gain, the strongy harmonic pic-
colo signal clealy cdls for fine frequency resolu-
tion/coarse time resolution, becaise the masking thresh-
olds remain relatively constant with resped time in
several narrow frequency bands. Time resolutionis not
a big isaue for this sgnal. Quite the oppdsite is true in
the cae of the catanets sgnal, however. Due to the
fast attadks which charaderize this percussve sound
masking thresholds are highly time-dependent in the 30
ms analysis window. Frequency resolution is not as
important here because the thresholds tend to remain
constant aaossa wide band o upper frequencies. All
of thisimplies that an ided coder shoud make aaptive
dedsions regarding ogimal time-frequency signa de-
composition.

w
ik

Frequency (Barks)

(@) (b)
Fig. 20. Masking Thresholds in the Time-Frequency
Plane: (a) Castanets, (b) Piccolo (aff]]

The most popuar method for redizing nonuiform
frequency subbands is to cascade uniform filters in an
unbalanced treestructure. For a given impulse response
length, however, cascade structures in general produce
poar channdl isolation. Recent advances in moduated
filterbank design methoddogies (e.g., [77]) have made
tradable dired form nea perfed reconstruction non
uniform designs which are «iticdly sampled. This sub-
sedion describes coders which employ signal-adaptive
nonuniform moduated filterbanks to approximate the
time-frequency analysis properties of the auditory sys-
tem more dfedively than the uniform resolution algo-
rithms described in prior sedions. The discusgon in-
cludes proposals by Sinha, Princen, and Johrston
[80][81]], as well as Purat and Noll [83][107]. In work
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not discussed here, other investigators have developed
nonruniform filterbank coding techniques which ad-
dress redunchncy reduction uilizing lattice [78] and
bidimensional VQ schemeg9].
G. AT&T SWITCHED NON-UNIFORM FILTERBANK

CASCADE

Princen and Johnston ceveloped a CD-quality coder
based upona signal-adaptive filterbank [80] for which
they reported quelity better than the sophisticated
MPEG-1 Layer Il agorithm at both 48 and 64 kbps.
The analysis filterbank for this coder consists of a two-
stage cacade. Thefirst stage is a 48-band noruniform
moduated filterbank split into four uniform-bandwidth
sedions. There ae aght uniform subkands from 0-750
Hz, four uniform subkands from 750-1500Hz, 12 un-
form subbands from 1.5-6 kHz, and 24 unmform sub-
bands from 6-24 kHz. The second stage in the cacade
optionally decompases nonruniform bank ouputs with
on/off switchable banks of finer resolution uriform
subbands. During filterbank adaptation, a suitable
overal time-frequency resolution is attained by selec
tively enabling a disabling the seaond stage filters for
eah o the four uniform bandwidth sedions. Low
resolution mode for this architedure crresponds to
dightly better than auditory filterbank frequency reso-
lution. On the other hand, high-resolution mode for this
architedure crresponds rougHy to 512 uniform sub-
band decomposition. Adaptation dedsions are made
independently for eat of the four cascaded sedions
based on a aiterion d minimum perceptua entropy
(PE). The second stage filters in eah sedion are e-
abled orly if areduction in PE (hence bit rate) is red-
ized. Uniform PCM is applied to subband samples un-
der the anstraint of perceptually masked quantization
noise. Masking threshalds are transmitted as sde in-
formation. Further redundancy reductionis achieved by
Huffman coding d both quantized subband sequences
and masking threshalds. In informal listening tests,
quality was reported to be better than the MPEG-1,
Layer Ill coder at both 48 and 64 kbps.
H. AT&T SWITCHED MDCT/WAVELET FILR=

BANK

Sinha and Johnston at Bell Labs later developed a
different signal-adaptive switched filterbank coding
scheme which achieved transparent coding d stereo
CD-quality source material at 64 kbps per stereo pair
[81]. Like the Princen and Johnston coder (abowe), this
algorithm seeks to match the time-frequency distribu-
tion d masking powver in the input signal with an ap-
propriate analysis filterbank. Also asin [80], the filter-
bank switching criterion is a function d minimum PE.
In contrast to the daborate adaptive nonruniform filter-
bank cascade of Princen and Johrston's coder, however,
this ggnal-adaptive dgorithm switches between two
digtinct filterbanks. A 1024point MDCT (Eg. 41) de-
composition is applied namally, during “stationary”



periods. The ader switchesto atreestructured WP de-
composition matched to the auditory filterbank duing
sharp transients. As noted previoudy [43][48], the
MDCT lends itself to compad representation o station-
ary signas, and a 1024point block size yields suffi-
ciently high frequency resolution (Fig. 20b). The
switch to a WP analysis during transients is warranted
in light of the higher time resolution required at high
frequencies for acarate etimation d the
time/frequency distribution d masking pover asoci-
ated with sharp attadks (Fig. 20a). WP analysis also
leads to more compad signal representation duing
transient periods. This coder offers the alvantage of
lower complexity than [80]. It also has an advantage
over window length switching schemes [12] in that the
desired improvement in time resolution duing transient
periods is restricted to the high frequency regions of
interest. Asfor implementation cetail s, the coder makes
a switching dedsion every 25 ms. Carefully designed
start and stop windows are inserted between anaysis
frames during switching intervals to mitigate boundary
effeds associated with the MDCT-to-WP transitions.
Masking thresholds are estimated as in [6] and [8]. In
subjedive tests involving 12 expert and nonexpert lis-
teners with dfficult castanets and triangle test signals,
the coder outperformed the AT& T PAC algorithm [82]
at 64 kbps per stereo pair by an average of 0.4-0.6 ona
five-point quality scale.
I. FV-MLT

Purat and Noll [107] also developed a CD-quality
audio coding scheme based on a signal-adaptive, non
uniform, treestructured wavelet padket decompaosition.
This coder is unique in two ways. First of al, it makes
use of a novel wavelet padket decompasition propcsed
in [83]. Secndy, the dgorithm adapts to the signal the
wavelet padket tree decomposition depth and kreadth
(branching structure) based ona minimum bit rate aite-
rion, subjed to the cnstraint of inaudible cefficient
distortions. This in contrast to [81], which seleds be-
tween two fixed filterbanks based oninpu signal char-
aderistics. It also dffers from [71], which applies a
fixed wavelet padket decomposition tree structure but
adapts the analysis wavelet. In informa subjedive
tests, the dgorithm achieved excdlent quality at a bit
rate of 55 kbps.

V. AUDIO CODING STANDARDS

This dion gves high-level descriptions of some
international and commercial product audio coding
standards, including the ISO/IEC MPEG-1/-2 series, the
Sony ATRAC, the Philli ps DCC, and the Dolby AC-3
algorithms.
A. ISO/IEC 11172-3 (MPEG-1) AND ISO/IEC

1S13818-3 (MPEG-2)

An International Standards Organizaion/Moving
Pictures Experts Group (ISO/MPEG) audio coding
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standard for stereo CD-qudlity audio was adopted in
1992after four yeas of extensive mllaborative reseach
by audio coding experts worldwide. 1SO 111723 [84]
comprises a flexible hybrid coding technique which in-
corporates ®veral methods including subband decom-
position, filterbank analysis, transform coding, entropy
coding, dynamic bit allocation, nonunform quantiza
tion, adaptive segmentation, and psychoaoustic analy-
sis. MPEG coders accept 16-hit PCM inpu data &
sample rates of 32, 44.1, and 48kHz. MPEG-1 (1992
offers sparate modes for monag, stereo, dual independ-
ent mong and joint stereo. Available bit rates are 32-
192 kbi'sfor monoand 64384 kbisfor stereo. MPEG-2
(1994 [85][86][87] extends the caabiliti es offered by
MPEG-1 to suppat the so cdled 32 channel format
with left, right, center, and left and right surround chan-
nels. The first MPEG-2 standard is badkward compati-
ble with MPEG-1 in the sense that 3/2 channel informa-
tion transmitted by an MPEG-2 encoder can be r-
redly deaoded for 2-channel presentation byan MPEG-
1 recever. The secnd MPEG-2 standard saaifices
badkwards MPEG-1 compatibility to eliminate quanti-
zdion nase unmasking artifads [88] which are poten-
tialy introduced by the forced backward compatibility.
Several discussons of the MPEG-1 [89] and MPEG-1/2
[26][27] standards have gpeaed recaitly in the litera-
ture. MPEG standardizaion work is continuing and
will eventually lead to very low rate high fidelity cod-
ing, perhaps reading ht rates as low as 24 khb's per
channel.

32 Channel
p»| Polyphas Ll | o Block Companding -
Analysis - 32 Quantization Data
Filterbank
M
sn)—— ﬁQuanlizers U
X | to channel
FFT
. Psychoacoustic | SMR Dynamic Bit
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5 109 Side
L2: 1024 Info

Fig.21. ISO/MPEG Layer /1l Encoder

The MPEG-1 architedure antains three layers of
increasing complexity, delay, and ouput quality. Each
higher layer incorporates functional blocks from the
lower layers. Layers| andll (Fig. 21) work as follows.
The input signdl is first decomposed into 32 criticdly
sub-sampled subbands using a polyphase filterbank.
These 511th-order filters are equally spacel such that a
48 KHz inpu signal is glit into 750Hz subbands, with
the subbands dedmated 321. In the @sence of quanti-
zdion nase, ead filter would perfedly cancd aiasing
introduced by adjacent bands. In pradice, however, the
filters are designed for very high sidelobe dtenuation
(96 dB) to insure that intra-band aliasing die to quanti-
zdion nase remains negligible. For the purposes of
psychoaomustic analysis and determination o JND
thresholds, a 512 (layer 1) or 1024 (layer Il) point FFT
is computed in parallel with the subband decompasition
for ead dedmated block of 12 input samples (8 ms at



48 kHz). Next, the subbands are block companded
(normalized by a scdefador) such that the maximum
sample anplitude in ead bock is unity, then an itera-
tive bit allocaion procedure gplies the IND thresholds
to seled an optimal quantizer from a predetermined set
for eah subband. Quantizers are seleded such that
both the masking and Lt rate requirements are smulta-
neoudy satisfied. In ead subband, scdefadors are
quantized using 6 bts and quantizer seledions are -
coded uwsing 4 hts. For layer | encoding, dedmated
subband sequences are quantized and transmitted to the
recaver in conjunction with side information, including
quantized scdefadors and quantizer seledions. With
operation similar to layer |, layer Il offers enhanced
output quality and reduced hit rates at the expense of
greaer complexity and incressed delay. Improvements
occur in three aeas. Firdt, the psychoamustic threshold
determination benefits from better frequency resolution
becaise of the incressed FFT size Seoond, scdefador
side information is reduced by considering properties of
three ajacent 12-sample blocks and opionaly trans-
mitting ore, two, or three scdefadors as well a 2-bit
side parameter to indicae how many are being trans-
mitted (increases delay). Third, maximum subband
quantizer resolution is incressed to 16 hts from the
layer | limit of 15. The overal bit rate is reduced in
spite of thisincrease by deaeasing the number of avail -
able quantizers with increasing subband index. Average
Mean Opinion Scores (MOS) of 4.7 and 48 have been
reported [26] for monophonc layer | and layer I
codecs operating at 192and 128 kiss, respedively. Av-
erages were coputed over a range of test material.
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Fig. 22. ISO/MPEG Layer Ill Encoder

The layer 1ll MPEG (Fig. 22) architedure atieves
performance improvements by adding several important
mechanisms on top d the layer I/l foundation. A hy-
brid filterbank is introduced to incresse frequency
resolution and thereby better approximate aitica band
behavior. The hyhbrid filterbank includes adaptive seg-
mentation to improve pre-echo control. Sophisticated
bit alocaion and quantization strategies which rely
upon nonuniform quantizaion, anaysis-by-synthesis,
and entropy coding are introduced to allow reduced hit
rates and improved quality. First, a hybrid filterbank is
constructed by following ead subband filter with an
adaptive MDCT. This pradice dlows for higher fre-
quency resolution and pre-echo control. Use of an 18
point MDCT, for example, improves frequency resolu-
tion to 4167 Hz per spedral line. Adaptive MDCT
block sizes between 6 and 18 pants to allow improved
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pre-echo control. Using shorter blocks during rapid a-
taks in the input sequence (6 dedmated pants at 48
kHz = 4 ms) alows premasking to hide pre-echoes,
while using longer blocks during steady-state periods
reduces sde information and hence bit rates. Bit alo-
cdion and quantization d the spedral lines is redized
in anested loop pocedure which uses bath norruniform
quantization and Huffman coding. The inner loop ad-
justs the non-uniform quantizer step sizesfor ead block
until the number of bits required to encode the trans-
form comporents fall s within the bit budget. The outer
loop evaluates the quality of the aded signal (anaysis-
by-synthesis) in terms of quantizaion nadse relative to
the JND threshalds. Average MOS of 3.1 and 37 were
reported [26] for monophomc layer 1l and layer llI
codecs opeting at 64 kbps.

B. PRECISION ADAPTIVE SUBBAND CODING

(PASC)

Philli ps Digital Compad Casstte (DCC) is an ex-
ample of a cmnsumer product which essentialy imple-
ments the 384 klis gereo mode of MPEG-1, layer . A
discusson o the Predsion Adaptive Subband Coding
algorithm and aher elements of the DCC system are
given in PQ].

C. ADAPTIVE TRANSFORM ACOUSTIC CODING

(ATRAC)

The ATRAC coding method ceveloped by Sony for
use in its rewritable MiniDisc system makes combined
use of subband and transform coding techniques to
achieve CD-quality 256 kbs coding o 44.1 kHz stereo
16-bit PCM inpu data[91]. The ATRAC encoder first
splits the input signal into three subbands which cover
the ranges of 0-5.5 kHz, 5.5-11 kHz, and 1122 kHz
using a QMF analysisfilterbank. Like MPEG layer Ill,
the ATRAC QMF filterbank is followed by adaptive
MDCT anaysis. Althoughlong Hock sizes of 11.6 ms
are normally seleded for all subbands, short block sizes
of 1.45msin the high-frequency band and 29 msin the
low and mid-frequency bands are used to affed pre-
echo cancdlation duing inpu attad periods. Finaly,
MDCT comporents are quantized and encoded acard-
ing to a psychoacoustically derived bit aibon.

D. DOLBY AC-3

Dolby Laboratories originaly developed the 320
kb/s AC-3 perceptua audio coder [92] for High
Definition Televison (HDTV). Its first application,
however, has been in the dnema. Digital informationis
interleaved between sprocket holes on ore side of the
35 mm film. The mder caries 5.1 channels of audio
(left, center, right, left surround right surround and a
subwoofer), but it has also been designed for compati-
bility with conventional mono, stereo, and matrixed
multi-channel sound reproduction systems. The PCM
input signal is first windowed using a proprietary func-
tion and then segmented into 50% overlapping 1066 ms
blocks (512 samples). The block sizeis reduced to 5.33



ms during transient condtions to compensate for pre-
echos. After segmentation, a modified Discrete Cosine
Transform (MDCT) filterbank with 9375 Hz frequency
resolution is used to decompase the signal. The MDCT
off ers a goodcompromise between frequency resolution
and time resolution, since it is criticdly sampled with
50% time overlap. Transform comporents are quan-
tized using a psychoaousticdly derived dyramic bit
dlocaion scheme. Spedral information oliained from
the MDCT is encoded using a novel mantisss/exponent
coding scheme & follows. First, the spedra stahility is
evaluated. All transform coefficients are transmitted for
stable spedra, but time updates occur only every 32 ms.
Fewer comporents are encoded for transient signals, but
time updates occur frequently, e.g., every 53 ms. A
spedral envelope is formed from exporents corre-
spondng to log spedral line magnitudes. These expo-
nents are differentially encoded. Psychoamustic quan-
tization masking thresholds are derived from the de-
coded spedra envelope for 64 noruniform subbands
which increase in size propartional to the ea’s criticd
bands. The threshdds are used to sdled appropriate
quantizers for transform coefficient mantissas in a bit
dlocdion loop. If too few hits are available, high
frequency cougding (above 2 kHz) between channels
may be used to reduce the anourt of transmitted infor-
mation. Exporents, mantissas, couding cata, and ex-
porent strategy data ae @mbined and transmitted to
the recever. AC-3 has been seleded for use in the
United States HDTV system [97]. It is also being de-
signed into ather consumer eledronics equipment such
as cable television andrdct broadcast satellite.

VI. CONCLUSION
A. SUMMARY OF APPLICATIONS FOR COMRE
CIAL AND INTERMTIONAL STANDARDS
Current applications (Table 2) which benefit from
audio coding include digital broadcest audio (DBA)
[93][94], Dired Broadcast Satellite (DBS) [95], Digital
Versatile Disk (DVD) [96], high-definition television
(HDTV) [97], cinematic theaer [98], and audio-on-
demand ower wide aea networks guch as the Internet
[99]. Audio coding has also enabled miniaturization o
digital audio storage media such as Compad MiniDisk
[100 and Digital Compact Gaette (DCC) 101][107.

B. SUMMARY OF RECENT RESEARCH

The level of sophistication and hgh performance
achieved by the standards listed in Table 2 refleds the
fad that audio coding algorithms have matured rapidly
in less than a decale. The emphasis nowadays has
shifted to redizations of low-rate, low-complexity, and
low-delay algorithms [103]. Using grimarily transform
[104[105[106], subband (filterbank/wavelet) [107]
[10g[109[110[11]], and cher [112[113[114] cod
ing methodologies coupled with perceptual bit atoc
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Algorithm Method Sample Chan. Refere
Rates nces
(kHz)

APT-X100 ADPCM 44.1 1

ATRAC Subband | 44.1 2 [100

AT&T PAC Trans. 44.1 1-51 [16]

Dolby AC-2 | Trans. 44.1 2 [2]

Dolby AC-3 | Trans. 44.1 1-51 [98]

MPEG-1 Hybrid 32,44.1,48]| 1,2 [17]

Layers I-11I

MPEG-2 Hybrid 16,22,24 1-51 [18]

Layers I-1lI 32,44.1,48

Algorithm Bit Quality Applications

Rate(s)
(Kbps)

APT-X100 176,400 CD Cinema

ATRAC 256/ch CD MiniDisc

AT&T PAC 128/stereo| FM,CD DBA: 128/160 kbps

Dolby AC-2 256/ch CD DBA

Dolby AC-3 | 32-384 CD Cinema, HDTV

MPEG-1 32-448 AM,FM, DBA: LII@256 kbps

Layers I-1lI CD DBS: LIi@224 kbps
DCC: LI@384 kbps

MPEG-2 16- AM,FM Misc. network

Layers I-11I CD

Table2. Audio Coding Standards and Apiions

Methodology Bit Rate(s) | References
(kbps)
Signal adaptive below 32 Sinha,Johnston,Princer

switched filtebank [80][81]

Sinusoidal/wavelet 44
packet

Sinha, Tewfik [74]

Adapted wavelet 48-63

packet

Sinha, Tewfik [72]

Frequency varying 55
modulated lapped
trarsforms

Purat, Noll [83],[107]

Transform/subband | 56
noise substution

Schulz [50]

Transform/differential| 60-100 Paraskevas, Mau

frame encoding jopoulos [106]
(DPAC)

Wavelet packet/ mu | 64 Boland,Deriche[69]
tipulse LPC

Transform domain below 64 Iwakami, et al.,
weighted interleave [53],[105]

VQ

Modulated phasor 80
transform/bidime-
sional lattice

Mainard, Lever [111]

Nonuniform filter- 96
bank/ lattice VQ

Monta, Cheung [78]

Table3. Recent Audio Coding Research

tion strategies, new algorithms continue to advance the
state-of-the at in terms of bit rates and quality (Table
3). Sinha and Johrston, for example, reported transpar-
ent CD-quality at 64/32 kbys for stereo/mono [110]
sources. Other new algorithms include extended cgpac
ity for multi-channel/ multi-language systems [98][ 115

[116].



C. FUTURE DIRECTIONS
In addition to the pursuing the usual goals of trans-

parent compresson at lower bit rates (below 64
kbps/channel) with reduced complexity, minimal delay,
and enhanced bit error robustness future reseach in
audio coding will be ancerned with the development of
algorithms which ofer scdability [117[11g[119.
Thistrend isrefleded in the set of candidate dgorithms
[120 proposed for MPEG-4 standardization [12]], as
shown in Table 4.

Company/ | Methodology Bit Rates | Scalability
Institution (kbps) Modes
Alcatel / subband, 24, 40 64/6
Philips / ADPCM, adaptive 64/24/6
RAI Huffman
AT&T transform 24, 40 64/6
AT&T waveform intep. 2,6 -
Bosch / subband/LPC, 6 64/24/6
CSELT/ fine step scalabi
MATRA ity
INESC subband/transfor | 16, 24, 40 | -
m, Huffman, ha
monic component
extraction
Matsushita | CELP + pot 6 -
processing for
speed control +
enhancement for
error obustness
Motorola transform, Huf- 24, 40 64/24/6
man,enhancement
for error robus
ness
NEC transform, e- 24, 40 1,2
hancement for
scdability
NEC CELP with multi- | 6 1,2
mode coding
NTT transform, VQ, 16,24,40 | 2
enhancement for
error bbustness
NTT CELP, pitch sp- | 2,6 3
chronous innos
tion, enhancemen
for error robus
ness
NTT Do- CELP, pitch sp- -
CoMo chronous innos
tion, enhancemen
for error robus
ness
Philips CELP with eff- 16 -
cient search
Samsung subband, VQ - 1
Sony subband/trans., | - 1
scalability with
LPC

26

Company/ | Methodology Bit Rates | Scalability
Institution (kbps) Modes
Sony IPC subband/trans., | - 3
LPC residual
coding, enhare
ment for scalalbi
ity
Sony IPC LPC with ha- 2,6 3
monic vector g-
citation, e-
hancement forre
ror robustness
University | transform, sda 24,40 1,2
of Erlangen | ability with low
bit rate codecs
University | analysis/synthesig 6, 16 -
of Han- coding for ind-
nover / vidual spectral
Deutsche lines + enhare
Telekom ment for scalafbi
ity
JVC transform, VQ 40 -

Table4. Candidate Codecs Proposed for MPEG-4

Standardization (aftedp2)
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