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Dual Photography
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Figure 1: (a) Conventional photograph of a scene, illuminated by a projector with all its pixels turned on. (b) After measuring the light
transport between the projector and the camera using structured illumination, our technique is able to synthesize a photorealistic image from
the point of view of the projector. This image has the resolution of the projector and is illuminated by a light source at the position of the
camera. The technique can capture subtle illumination effects such as caustics and self-shadowing. Note, for example, how the glass bottle
in the primal image (a) appears as the caustic in the dual image (b) and vice-versa. Because we have determined the complete light transport
between the projector and camera, it is easy to relight the dual image using a synthetic light source (c) or a light modified by a matte captured
later by the same camera (d).

Abstract

We present a novel photographic technique called dual photogra-
phy, which exploits Helmholtz reciprocity to interchange the lights
and cameras in a scene. With a video projector providing struc-
tured illumination, reciprocity permits us to generate pictures from
the viewpoint of the projector, even though no camera was present
at that location. The technique is completely image-based, requir-
ing no knowledge of scene geometry or surface properties, and
by its nature automatically includes all transport paths, including
shadows, inter-reflections and caustics. In its simplest form, the
technique can be used to take photographs without a camera; we
demonstrate this by capturing a photograph using a projector and
a photo-resistor. If the photo-resistor is replaced by a camera, we
can produce a 4D dataset that allows for relighting with 2D inci-
dent illumination. Using an array of cameras we can produce a 6D
slice of the 8D reflectance field that allows for relighting with arbi-
trary light fields. Since an array of cameras can operate in parallel
without interference, whereas an array of light sources cannot, dual
photography is fundamentally a more efficient way to capture such
a 6D dataset than a system based on multiple projectors and one
camera. As an example, we show how dual photography can be
used to capture and relight scenes.
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1 Introduction
Helmholtz reciprocity, the idea that the flow of light can be effec-
tively reversed without altering its transport properties, is exploited
in many graphics applications to reduce computational complex-
ity (e.g. in ray-tracing systems [Whitted 1980]). In the graphics
literature, this reciprocity is typically summarized by an equation
describing the symmetry of the radiance transfer between incoming
and outgoing directions ωi and ωo: fr(ωi → ωo) = fr(ωo → ωi),
where fr represents the BRDF of the surface. Although this general
form is often attributed to Helmholtz, his original treatise on optics
makes this claim only for specular interactions [1856]. Rayleigh
later extended reciprocity to include non-specular reflection [1900].
For a more complete discussion on reciprocity, interested readers
are referred to Veach [1997].

In this paper we introduce the concept of dual photography which
is based on Helmholtz reciprocity. In particular, we present tech-
niques for efficiently capturing the light transport between a cam-
era and a projector, including effects such as mirrored reflections,
caustics, diffuse inter-reflections and subsurface scattering. More
precisely, we acquire the transport coefficients between every pair
of camera and projector pixels at the resolution of both devices.
Once this information has been captured, it can be used for scene
relighting [Masselus et al. 2003], where a virtual pattern is used to
illuminate the scene as a post-process. Furthermore, since we have
resolved the light transport down to the pixel level of the projector,
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we can interchange the role of camera and projector and generate
a full resolution dual image from the point of view of the projec-
tor. This dual image can then be relit by an adjustable light source
located at the original camera position. Because this light can be
of high spatial resolution, we can achieve complex lighting effects,
such as casting sharp shadows.

This paper has three main contributions. First, in Section 2 we
demonstrate how Helmholtz reciprocity can be used to generate a
dual image from a viewpoint where no camera was present. In Sec-
tion 3, we develop efficient algorithms to capture the light transport
in parallel by projecting patterns that adapt to the scene content.
These improvements allow for practical capture of the transport ma-
trix needed for dual photography. Finally, in Section 4 we show that
dual photography can be applied to the problem of scene relighting.
In particular, we show that we can efficiently capture a 6D slice of
the full 8D reflectance function that describes the relationship be-
tween the 4D incoming lightfield and the 4D outgoing light field
[Debevec et al. 2000]. This 6D slice allows us to relight a scene
using a 4D incident light field while keeping the viewpoint fixed.
By combining the speed-up from the algorithm we have developed
with the fundamental efficiency of dual photography, we can ac-
quire our reflectance data at one order of magnitude higher effec-
tive resolution and capture it two orders of magnitude faster than
the best previous results, e.g. [Masselus et al. 2003] or [Goesele
et al. 2004].

2 Dual Photography
We explain the principle of dual photography with reference to the
imaging configuration shown in Figure 2. We have a projector of
resolution p× q shining light onto a scene and a camera of reso-
lution m× n capturing the reflected light. Since light transport is
linear, the transport from the projector through the scene and into
the camera can be expressed as the following simple equation:

c′ = Tp′ (1)

The column vector p′ is the projected pattern (size pq× 1), and c′
(size mn×1) represents the image captured by the camera. Matrix
T (size mn× pq) is the transport matrix that describes how light
from each pixel of p′ arrives at each pixel of c′, taking into account
reflections, refractions, and all other light transport paths. For intu-
ition on the composition of T, readers are referred to Figure 3.

We use the prime superscript (′) to indicate that we are working in
the primal space to distinguish it from its dual counterpart, which
we will introduce in a moment. Helmholtz reciprocity states that the
light sources and cameras in a scene can be interchanged without
changing either the path taken by the light or the transfer of energy
from one to the other. As we show in Appendix A, this means that
we can represent the dual of Equation 1 as follows:

p′′ = TT c′′ (2)

In this equation the transport matrix T of the scene is the same as
before except that we have now transposed it to represent light go-
ing from the camera to the projector. We shall refer to Equation 1
as the “primal” equation and Equation 2 as the “dual” equation. In
the dual space, p′′ represents the virtual image that would be visi-
ble at the projector if the camera were “projecting” pattern c′′. We
call the process of transposing the transport matrix and multiplying
by the desired lighting dual photography. Since the two represen-
tations are equivalent, the T matrix can be acquired in either space
and then transposed to represent transport in the other space. This
is a relatively large matrix, so we develop algorithms to accelerate
its acquisition in Section 3. Also note that the two equations are not
mathematical inverses of each other (i.e. TTT 6= I). This is because
energy is lost in any real system through absorption or scattering.
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Figure 2: The principle of dual photography. The top diagram
shows our primal configuration, with light being emitted by a real
projector and captured by a real camera. Matrix T describes the
light transport between the projector and the camera (element Ti j
is the transport coefficient from projector pixel j to camera pixel
i). The bottom diagram shows the dual configuration, with the po-
sitions of the projector and camera reversed. Suppose T′′ is the
transport matrix in this dual configuration, so that T′′

ji is the trans-
port between pixel i of the virtual projector and pixel j of the virtual
camera. As shown in Appendix A, Helmholtz reciprocity specifies
that the pixel-to-pixel transport is equal in both directions, i. e.
T′′

ji = Ti j , which means T′′ = TT . As explained in the text, given
T, we can use TT to synthesize the images that would be acquired
in the dual configuration.

Therefore, if we measure c′ after applying p′, we cannot put this
back in c′′ and expect the resulting p′′ to equal the original p′.

We can extend this idea to a configuration of multiple cameras and
projectors. Suppose first we had a single projector and an array
of k× l cameras all aimed at the scene. Since each camera sees a
unique 2D slice of the 8D reflectance field, it will observe a unique
transport function with respect to the projector. These individual
transport matrices can be concatenated together to form a larger
klmn× pq matrix that represents the 6D transfer between a single
spatially varying light source (the projector) and multiple cameras.
Applying the principle of duality we can turn this data into a ma-
trix representing the transport between multiple projectors and one
camera. We demonstrate this idea in Section 4. Measuring this
transport for multiple projector positions (in primal space) would
capture the full 8D reflectance field, but this has not yet been im-
plemented.

Photography without an imaging element. We now demonstrate
a simple example of dual photography by synthesizing a dual image
of a scene without using an imaging device. Suppose that instead
of a camera we have a light sensor that integrates c′ over some solid
angle to produce a scalar value c′. This turns the T matrix in Equa-
tion 1 into a row vector that for any input lighting p′ results in only
a scalar output. Thus Equations 1 and 2 become c′ =

[

t1 · · ·tpq
]

p′

and p′′ =
[

t1 · · ·tpq
]T c′′ respectively. Thus the dual image p′′ we

would get at the projector is simply this column vector scaled by
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Figure 3: Makeup of the T matrix. The columns of the T matrix
represent the pictures that would be taken at c′ when the appropriate
pixel at p′ is lit. Thus, we can think of T as a concatenation of
camera images c′1 through c′pq in column vector form. In a similar
way, the columns of TT in the dual space represent images at the
projector p′′ when a single pixel at c′′ is illuminated.

the new virtual light source c′′. This new light source cannot be
spatially modulated (since c′′ is a scalar) and it shines in every di-
rection (up to the viewing angle of the photo-resistor) in proportion
to the sensitivity of the photo-resistor in that direction.

To generate the dual image, we must first find the values of t =
[

t1, . . . , tpq
]

. A simple way to do this is to perform a pixel scan with
the projector by displaying p× q different patterns each with only
one element lit up at a time. We shall refer to this technique as
the “brute-force” pixel scan. When projected into the scene, each
of these basis patterns extracts a single component of the t vector
which will be measured by the photo-resistor as value c′. By putting
these measurements back together in the correct order, the t vector
can be constructed and used to synthesize an image from the point
of view of the projector.

An image constructed using this approach is presented in Figure 4.
This image was acquired by scanning a 3× 3-pixel square on the
screen and recording the measurement by the photo-resistors at
each position. The area subtended by each projector square is in-
tegrated to form one pixel in the final image, so larger squares will
yield coarser images with respect to the scene. However, this inte-
gration has the beneficial side effect of antialiasing the image using
a box filter as large as the pixel square. A 3× 3-pixel square was
chosen for two reasons. First, the pixel-by-pixel scan is slow so the
square had to be appropriately sized to the scene to finish within
reasonable time (90 minutes for this example). Second, it is diffi-
cult to get a good signal with less than a 3×3-pixel square because
of the limited sensitivity of the photo-resistor. Typical DLP projec-
tors also suffer from limited contrast which creates a “dark level”
and acts as a source of noise in our measurements.

Comparison to Previous Work. The experiment of the last sub-
section might remind readers of the “flying-spot” camera, a precur-
sor to the modern television camera. First demonstrated success-
fully by John Baird in 1926, this camera used a light source mod-
ulated by a perforated disk (known as a Nipkow disk) to scan light
spots across a scene. As in our experiment, the outgoing light was
measured by photosensors used to generate the image. There are
also modern versions of flying-spot cameras (see e.g. Microvision’s
confocal microprobe which uses a scanning laser to image). Ar-
guably other scanned beam systems such as sonar, ultrasound, and
scanning electron microscopes can be considered dual photographic
systems as well. Thus, the experiment shown in the previous sec-
tion is not new — what is novel is the dual photography framework
we present that extends the ideas from scanned beam systems with
simple non-imaging sensors to systems with both cameras and pro-
jectors. Also new is our demonstration that cameras and projectors
can be interchanged when the transport from one to the other is
known.

Figure 4: Photography
without an imaging sensor.
This image was generated
using a projector and two
photo-resistors like the one
shown in the inset. This is
a dual image of the scene in
Figure 1 and is a view of
the scene from the projec-
tor’s location as illuminated
by point light sources at the
locations of the two photo-
resistors.

The light transport matrix we use in our work appears in similar
form in several recent relighting papers. Our work was inspired
by Masselus et al. [2003] who also used a camera and a projec-
tor for scene relighting. By moving the projector to multiple po-
sitions, they acquired a 6D reflectance field with coarse projector
resolution (16×16 samples). A reflectance field with higher spatial
resolution but no angular resolution has been captured by Goesele
et al. [2004] in order to relight objects with heterogeneous diffuse
subsurface scattering properties. In their approach, a laser projec-
tor scanned the object surface while an HDR video camera took up
to one million images, resulting in a moderate effective projector
resolution. In this paper, we demonstrate techniques to capture a
reflectance field with higher spatial resolution using significantly
fewer images.

In the relighting work by Debevec et al. [2000] distant point light
sources are assumed, which means that there is no spatial variation
within each light source. Therefore, such a technique cannot cast
sharp shadows onto the scene, something that is possible with our
virtual projector. On the other hand, they can relight using hun-
dreds of light sources, while in our experiments we have used a
much smaller number. Environment matting [Zongker et al. 1999]
measures the light transport between a monitor and a camera, result-
ing in high angular but no spatial resolution for the incident light. In
Section 3 we will extend Peers’ and Dutré’s [2003] wavelet environ-
ment matting approach for deriving the acquisition scheme, which
can be applied to capture environment mattes as well as other slices
of the 8D reflectance field with high efficiency. Opacity hulls [Ma-
tusik et al. 2002b; Matusik et al. 2002a] combine reflectance fields
with environment mattes. They achieved very high angular resolu-
tion, which allows for relighting even of refractive objects. How-
ever, they cannot relight their scenes with a spatially varying light
source as well.

None of the previous relighting approaches have made use of
Helmholtz reciprocity. However, there has been some previous
work in the computer vision community that takes advantage of
Helmholtz reciprocity. Zickler et al. used reciprocity to reconstruct
the geometry of surfaces with arbitrary BRDFs in what they call
Helmholtz stereopsis [2002]. The authors observed that by inter-
changing light source and camera during acquisition, they can use
Helmholtz reciprocity to guarantee that points on the surface would
have exactly the same transfer characteristic in both configurations.
This simplifies stereo matching, even for surfaces with complex
BRDFs. A similar approach was taken by Tu et al. [2003], who
utilized reciprocity for the task of 3D to 2D registration. All these
techniques contain an additional cosine term to account for the fore-
shortening of the incident illumination, which is not needed in dual
photography. A formal proof of this is shown in Appendix A.

Finally, reciprocity has been used in a manner analogous to our own
in work by Zotkin et al. [2004] in order to model sound transfer
through a human head. In this work, the authors noted that an array

747



of microphones and a single speaker can be used to replace the more
common setup of a single microphone and multiple speakers. This
allows the data to be acquired in parallel in a similar manner to our
technique for acquiring 6D reflectance.

3 Efficient Acquisition of the T Matrix
In the case of a projector and one or more cameras, the full T ma-
trix is extremely large (on the order of 106 ×106 elements for con-
ventional projector/camera resolutions). Thus, we must develop al-
gorithms that can acquire it efficiently. In addition, the contrast
between brightest and dimmest entries in this matrix can be large.
This means that we must (1) devise a set of patterns p′ that relate
the measured values to the original projector pixels efficiently and
(2) develop infrastructure to deal with the high dynamic range of
scenes that exhibit both specular and diffuse inter-reflection.

To address the first issue, we developed an efficient hierarchical
adaptive algorithm. However, this algorithm requires a consider-
able amount of infrastructure to support the feedback necessary to
“adapt.” For this reason, we begin our discussion by describing a
straightforward, fixed-pattern algorithm that can be implemented in
a short amount of time and yields reasonable results. This technique
has some drawbacks, however, which are addressed in subsection
3.2 where we introduce a simple adaptive algorithm. The short-
comings of this simplified adaptive algorithm are then addressed by
our full hierarchical adaptive scheme in subsection 3.3. In the last
subsection (3.4), we discuss the technical details of implementing
the HDR pipeline required to measure the T matrix faithfully.

3.1 Fixed Pattern Scanning

In order to accelerate the acquisition we would like to parallelize
the patterns, illuminating multiple pixels at the same time. With a
fixed scheme, this is possible only if we make the assumption that
each projector pixel affects a small, localized region of the scene
from the point of view of the camera (i.e. the jth projector pixel
only affects a few elements of c′j). This means that only scenes
with direct illumination can be handled properly and is similar to
the assumption made by Masselus et al. [2003] to accelerate their
acquisition. To understand how parallelization can accelerate the
acquisition, suppose the non-zero values of camera image vector
c′i are in different positions than the non-zero values of vector c′j
(i.e. c′Ti c′j = 0). In this scenario, we shall say that c′i and c′j are not
in conflict. If these positions are known for both i and j, we can
project a single pattern p′ = p′

i +p′
j to capture c′ = c′i +c′j and then

separate image vectors c′i and c′j as a post-process.

Since projector pixels typically affect more than one pixel in the
camera, we must illuminate only those pixels that do not overlap in
their projected region (i.e. no conflict). Furthermore, to reduce ac-
quisition time we must turn on as many pixels as possible at a time.
Our algorithm achieves these two goals by breaking up the projec-
tor image into square blocks within each of which only one pixel
is illuminated at a time. This ensures a minimum distance between
neighboring pixels while maximizing the number of displayed pix-
els. For this work, a block size of 8×8 was used.

Using this decomposition, the pixels within a block are scanned se-
quentially. This covers the entire projector image in 64 exposures.
The captured images will be composed of the sum of the contri-
butions of every pixel that was illuminated (i.e. c′ = ∑

j∈S
c′j where

S is the set of pixels illuminated). The problem now is to find the
correspondence between lit projector pixels and pixels of c′ (i.e. we
need to find out which elements of c′ are being affected by which
projector pixels). To do this, we label each block with a unique bi-
nary number. We display a temporal sequence of patterns from the
projector that “spell” out this number for every block one bit at a

time. For example, for the seventh block we would display a “0 1
1 1” pattern, so the camera pixels seeing this pattern would know
they are observing contribution from the seventh projector block.

There are two issues we must address to improve the quality of ac-
quisitions using this technique. First, our technique incorrectly lim-
its the contribution of pixels near block boundaries because their
influence often extends beyond the given block edge and is mis-
labeled. To alleviate this problem, we shine offset block patterns
shifted by half a block horizontally, vertically, and diagonally. This
ensures that every pixel in the projector will have a block centered
around it to within a few pixels so that all of its contribution is la-
beled correctly. Second, sometimes the blocks can be mislabeled
because of noisy measurement. To reduce this problem, the block
labels contain extra bits to add redundancy for error correction.
Specifically, we add a sequence of Hamming error-correcting codes
that allow us to correct single bit errors that might occur after the
block labeling phase. We have found that these two things generally
fix mislabeled pixels in the image.

Results from an acquisition that used this technique are shown
shown in Figure 15. Note that by implicitly finding correspon-
dences between projector blocks and camera pixels, we are es-
sentially doing something similar to stripe-based rangefinding, for
which numerous other techniques exist (e.g. Rusinkiewicz et al.
[2002]). However, any direct correspondence technique has the dis-
advantage that it only works if the correspondence between projec-
tor pixels and camera pixels is one-to-one. In our application, this
means that our technique fails to capture global illumination effects,
such as diffuse illumination, that map many projector pixels to the
same camera pixel. We address this problem in the next section.

3.2 Adaptive Multiplexed Illumination
In this section, we address the limitation of the fixed pattern scheme
with an algorithm that determines adaptively which pixels of the
projector can be illuminated in parallel to relax the “direct illu-
mination” assumption while still accelerating acquisition. Unlike
Schechner et al.’s work that uses codes to increase redundancy and
reduce SNR [2003], our codes reduce redundancy to improve ac-
quisition efficiency. Specifically, our adaptive algorithm tries to ac-
quire the transport matrix with as few patterns as possible while
ensuring that projector pixels affecting the same camera pixel are
never illuminated simultaneously. We avoid such conflicts by sub-
dividing the projector space adaptively; starting with the floodlit
projector image, we subdivide it into four blocks, which are refined
recursively until we reach the pixel level. Whenever we subdivide a
block, we illuminate the four children in sequence. A walk-through
example of the algorithm is given in Figure 5.

Two blocks can be investigated/subdivided in parallel if no camera
pixel received contribution from both blocks. At each level of the
subdivision, we determine for each camera pixel k the blocks Bk =
{B0, . . . ,Bn} which illuminate pixel k either indirectly or directly.
For all possible pairs of blocks contributing to the same camera
pixel we generate a conflict set Ck = {(Bi,B j) : Bi,B j ∈ Bk}. In
the next iteration, the only blocks that need to be subdivided are in
B =

⋃

k Bk, i.e. only the blocks that contributed to any camera pixel.
In this manner, blocks that do not contribute to the final image in
any way are immediately culled away.

Given the set of all generated conflicts across all camera pixels
C =

⋃

k Ck, we define a graph (B,C). A graph coloring scheme
is used to determine conflict-free subsets of B which can be inves-
tigated in parallel. While there might be a conflict for two blocks
in one iteration, further subdivision might allow sub-blocks to be
parallelized.

At the final subdivision level, each block is the size of a pixel. How-
ever, unlike in the fixed block pattern algorithm from the last sec-
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Figure 5: Example of adaptive algorithm. This example shows
patterns we would display on an 8×8 pixel projector for each level
of subdivision. The numbers in each block indicate the frame when
it is lit. In the first frame (level 1), all pixels are on. We subdivide
it in level 2 into four children, which are acquired sequentially in
clockwise order (frames 2-5). In this example, assume some cam-
era pixels respond to both blocks 2 and 4, e.g. due to inter-reflection
within the scene. We denote the conflict between these blocks with
red X’s. In level 3 (frames 6-13), we ensure that the children of
these two blocks are not scheduled for acquisition during the same
frame. While acquiring level 3, we discover two additional con-
flicts: (6 and 12) and (8 and 10). Suppose also that block 9 in the
lower left measured nothing, so it is culled. We now schedule level
4, avoiding scheduling the children of conflicting blocks together,
which brings us to frame 21. Thus, we can acquire the transport
matrix in this example with only 21 frames when 64 would be re-
quired with the brute-force scan. Had there been no conflicts, the
number of frames would be the number of subdivision levels times
four (4 children at each level) plus one for the floodlit image. This
gives us 4× log4(pq)+1 = 13 for this example.

tion, we can guarantee that no two projector pixels have a conflict in
the camera image because these pixels would not have been sched-
uled in the same pattern otherwise. Because we know the history
of the subdivisions for that pixel, we can exactly determine the cor-
respondence between projector and camera pixels. Using this fact,
we can fill in the entries of the T matrix with the values measured at
the camera. Figure 1 is an example of an image acquired with this
technique. Note the capability of the algorithm to capture the com-
plex refraction through the bottle. This image is 578× 680 pixels
and was acquired in a little over 2 hours. In contrast, a brute-force
pixel scan would take almost 11 days at the same resolution (as-
suming 25 HDR images/min). Figure 6 shows the projection of one
of the patterns onto the scene. The large number of white projector
pixels highlights the efficient parallelization of the acquisition.

Although the adaptive parallelization algorithm just described
works on most scenes, it may perform poorly in scenes where dif-
fuse inter-reflections or subsurface scattering dominates the appear-
ance. These scenes are particularly challenging because the energy
emitted by a single projector pixel might be spread over large areas
in the scene. In an extreme case, this overlap might cause the algo-
rithm to schedule every pixel of the projector in a separate frame,
thereby degenerating into the brute-force scan algorithm.

The adaptive scheme just presented can also fail to capture all of
the energy measured by the projector. In certain scenes, a point in

Figure 6: Adaptively parallelized patterns. This figure demon-
strates that how our algorithm adapts to the scene content. Because
of the complex light transport within the bottle visible in the left
image, only a few pixels can be investigated in parallel in this re-
gion. Thus, the bottle remains relatively dark when we project an
adaptive pattern as shown on the right.

Figure 7: The problem of capturing diffuse inter-reflections.
Applying the adaptive parallelization algorithm described in sec-
tion 3.2 and subdividing down to the pixel level, we produce the
dual image on the left. The contribution of the diffuse inflections
between the box and the red wall are nearly lost in the camera noise.
Using the hierarchical assembly of the transport matrix described in
section 3.3, we preserve the energy from higher levels in the subdi-
vision, leading to the improved dual image on the right.

the scene might reflect only a small fraction of its energy towards
the camera. If this contribution is below the noise threshold of the
camera, some blocks may be erroneously culled and their energy
lost. This causes the technique to fail to capture diffuse-diffuse
inter-reflections, as shown in Figure 7. We show in the next section
that by modifying the adaptive algorithm to store the energy in a
hierarchical fashion we can avoid this problem.

3.3 Hierarchical Assembly of the Transport Matrix
To address the problem of signal loss for scenes with significant
non-localized light transport, we employ a hierarchical representa-
tion of the transport matrix. This method is related to the wavelet
environment matting technique by Peers and Dutré [2003]. It is
also similar to the hierarchical technique of Matusik et al. [2004]
but ours is adaptive. Specifically, we follow the subdivision scheme
of the previous section, but build a finer and finer representation of
T at every subdivision level. At level 1, our approximation of T is
simply a column vector of length mn representing the image c′ cap-
tured while illuminating a floodlit image p′. We call this approxi-
mation T1. Intuitively, T1 represents the light transport between the
camera and a one-pixel projector. At the next level, our approxima-
tion T2 contains four columns, one for each of the four subdivided
regions. This continues down to the pixel level where the matrix Tk
with 4k−1 columns matches the resolution of the original T. The
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energy for each element of the matrix is stored at only one level (at
the highest possible resolution that still returns a measured value)
since we do not want to double-count the energy. For a complete
overview of the algorithm, readers are referred to the pseudocode
in Appendix B.

The benefit of this hierarchical representation is that the energy is
stored at the last level where it can still be accurately measured. A
threshold is used to decide whether to subdivide a specific block
or to store its contribution at the current level of the hierarchical
structure. If the contribution is stored, we terminate subdivision
of that block. The threshold is set empirically and depends on the
characteristics of the measurement system.

To synthesize the dual image, the contribution of the different levels
of the hierarchy need to be added together for each pixel in the
final image. This reconstruction can be expressed in the following
mathematical form:

p′′ = ∑
k

f (Tk
T c′′)

We will explain the elements of this equation as we describe our
rendering algorithm. First, the desired light pattern c′′ is applied to
the T approximation at each level to illuminate the scene for that
level of the hierarchy. This is expressed by the dot product Tk

T c′′
which results in a 4k−1 ×1 column vector. Referring to equation 2,
we see that this vector represents the 4k−1-pixel image that would
be viewed at the projector under lighting c′′. Figure 14 shows a
visualization of f (Tk

T c′′) of levels 1 through 10 for one of our
scenes.

We must now add up the energy at each level to generate the final
image. Because each of these vectors is of different dimensions,
they must be resized to the final resolution of the image in order to
be added up. We represent this resizing operation by the function
f . The function f is needed to generate a continuous waveform
from the discrete samples. In our present implementation, we use
bi-cubic interpolation for f . Once the vectors have been resized,
we simply add them to get the final image.

The technique presented allows us to efficiently capture the trans-
port matrix T of a scene and measure many global illumination ef-
fects using only a moderate number of patterns and images. Figure
8 shows two more scenes that were acquired using this hierarchical
technique. To show that algorithm accelerates our acquisition and
results in a manageable size of the T matrix, we list the relevant
data for various scenes in the table below. We compare it against
calculated values for a brute-force pixel scan acquisition, assum-
ing a capture rate of approximately 25 patterns/minute. The data is
stored as three 32-bit floats for each matrix element. We can see
that our technique is several orders of magnitude more efficient in
both time and storage space, although further compression is still
possible.

Brute-force scan Our adaptive algorithm
SCENE SIZE TIME SIZE TIME # PATTERNS

(TB) (days) (MB) (min)
Fig. 1 5.4 10.9 272 136 3397
Fig. 14 3.7 7.3 179 14 352
Fig. 8 (top) 1.6 8.3 56 19 501
Fig. 8 (bot.) 1.4 8.3 139 15 369
Fig. 11 (80 positions) 114 362 6,675 1,761 19,140

To characterize the effect of projector resolution on our hierarchical
adaptive algorithm, we plot the number of acquired frames against
projector resolution in Figure 9 for the box scene (Fig. 14) and
cover scene (Fig. 1). As we increase the resolution exponentially
the curves approximate a straight line. This shows that the adap-
tive multiplexed illumination approach operates in O(log pq)
where pq is the projector resolution.

Figure 8: Sample scenes. The acquired primal image is on the left,
the synthesized dual on the right. Note for example the detail on the
pillar in the dual image of the bottom row which is barely visible in
the primal due to foreshortening.

Figure 9: Logarithmic be-
havior of adaptive algo-
rithm. Plot of the num-
ber of required patterns for
the scenes in Figure 1 and
Figure 14 against the pro-
jector resolution reveals that
the algorithm operates in
O(log pq) time.

3.4 Image Capture and Pre-processing

Accurate measurement of T required attention to several physical
aspects of our experimental procedure. Since the transport matrix
entries we care most about have low energies, high dynamic range
image capture [Debevec and Malik 1997; Robertson et al. 1999]
was used for all the algorithms described in this section. We used a
Canon EOS 20D for the fixed pattern algorithm of Section 3.1 and a
Basler A504kc video camera for the adaptive acquisition algorithm
of Sections 3.2 and 3.3. The reason for this switch was that while
the Canon camera offered excellent resolution, it was too slow to be
used in the adaptive scheme. The Basler video camera, on the other
hand, had lower resolution but allowed us to capture a full HDR
image every 1.5 seconds with an extra second for processing. The
scenes were illuminated by a Mitsubishi X480U DLP projector with
a native resolution of 1024×768. The shortest exposure time in the
HDR sequence had to be slow enough to not alias against the color
wheel of the DLP projector, which was determined empirically to
be around 30 frames per second.

Before combining the images for HDR, we subtracted the projec-
tor’s black level from our captured images, which was acquired by
photographing the scene while projecting a black image. Subtract-
ing this black-level image from every input image reduced the con-
tribution by stray projector light to our matrix entries, as well as
partially compensated for fixed-pattern noise in the camera. Exper-
imentation found the black level to vary slightly with the number
of pixels illuminated at a time, but this was not a problem for our
acquisitions.
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Figure 10: Scene Relighting. A beam of light is virtually projected
into the dual image of the scene from Figure 1. Note that specular
reflections and caustics from the glass bottle move consistently with
the position of the beam.

A second aspect of our measurement procedure that required care
was the impact of the Bayer color mosaic in both cameras. These
depend on having enough samples at the CCD to be able to prop-
erly interpolate the color components from the pixel values. We
found that this introduced artifacts when illuminating the scene with
individual projector pixels. A focused projector beam can illumi-
nate very few pixels on the camera CCD, yielding errors when the
samples are interpolated during demosaicing. When this happened,
color contrast was significantly reduced and the images appeared
darker than they should.

To remove these darkening and desaturation artifacts, we re-
normalized the final images by forcing the individual images to add
up to the floodlit image. First, all color values of the individual im-
ages were summed up so that we could see per-pixel how much of
the total energy each image contained. Then the color energy of the
floodlit image was distributed to the individual images in proportion
to their contribution to the total energy.

4 Application to Scene Relighting
The transport matrix T between the projector and camera must be
acquired to the resolution of the two devices in order to perform
dual photography. This means that we also have the information
needed to relight the primal and dual images by multiplying T and
TT by the desired illumination vectors p′ and c′′ respectively.

In Figure 10, we demonstrate this by relighting the dual image of
the scene from Figure 1 with a sweeping plane of light and can see
that the caustics generated by the glass bottle vary spatially with
the changing illumination. This example of relighting only uses a
single projector and a single camera, so the incident lighting in this
case is only 2D.

In previous work in relighting (e.g. Masselus et al. [2003]), scenes
were relit with incident 4D light fields by acquiring the 6D re-
flectance function of the scene. They did this by keeping the cam-
era static with respect to the scene and repositioning the projec-
tor while doing measurements. This is equivalent to using a single
camera and an array of projectors. Dual photography allows us to
acquire this 6D reflectance field in the dual domain with a single
projector and an array of cameras, which has two advantages. First,
because cameras are passive devices, we can take measurements
from each of them in parallel without interference. This can signif-
icantly accelerate the acquisition of the reflectance field. Second,
there are physical and economic advantages of using a camera ar-
ray versus a projector array. Projectors are generally heavier, larger,
and more costly than cameras. They can also be more difficult to
pack densely, align, and calibrate.

In Figure 15 we demonstrate the capture of the 6D reflectance field
using a mirror array to simulate an array of cameras. A single

(a) (b)

(c) (d)
Figure 11: Scene relit from multiple directions. Using a cam-
era mounted on a computerized gantry, we acquired the transport
matrix for this scene at 80 different camera positions. We can then
relight the dual image with a light source located at these positions,
e.g. (a) one on the left or (b) on the right. By combining the con-
tributions of these lights, we can illuminate the scene with an area
light source (c) that casts soft shadows. Finally, because each trans-
port is captured at high resolution, we can relight the scene using a
high resolution matte as shown in (d).

Canon EOS 20D camera was aimed into a 4× 4 array of planar
mirrors, yielding 16 virtual cameras with 800× 600 pixels of res-
olution each (see Figure 15a). The captured transport matrix can
be used to relight the dual image as if it were illuminated by up to
16 point light sources with fine angular control (i.e. by 16 virtual
projectors). This is sufficient to simulate soft shadows cast from
an area light source (Figure 15b). Since the positions of the virtual
projectors can be determined through calibration, one can synthe-
size shadows cast by the virtual actor (in Figure 15c) that interact
correctly with the scene. While the full size of the reflectance field
for this example would be 4×4×800×600×1024×768 (66 TB
total size), it was acquired in only two hours using the fixed block
pattern scan of Section 3.1 that took 144 HDR images. Because the
fixed scheme assumes localized light transport which in turn makes
the acquired matrix extremely sparse, a simple compression of only
storing the T matrix elements above a certain threshold allowed us
to store this data in only 876 MB.

Since our adaptive algorithm is fast, we can also use a single cam-
era to acquire the 6D reflectance field of a scene by moving it like
Masselus et al. moved their projector. Figure 11 shows the relight-
ing of a scene which was acquired in this manner by mounting the
Basler camera on a computerized gantry.

5 Discussion and Conclusions
In this paper, we introduced the concept of dual photography,
whereby the cameras and light sources in a scene can be inter-
changed due to Helmholtz reciprocity. This allows us to measure
the 6D light transport through a scene by using a projector an ar-
ray of cameras, which is faster than an array of projectors because
of the passive nature of cameras. To further accelerate acquisition,
we have developed an adaptive algorithm that looks for regions of
the scene whose transport paths do not interact. This permits us
to project many beams into the scene at once, letting us measure
multiple entries of the matrix in parallel.

Once we have acquired the transport matrix, we showed that we can
synthesize a view from the projector’s location by simply transpos-
ing the matrix. We can also relight the scene by multiplying the
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mirror

Figure 12: Limits of the hierarchical assembly of the T matrix.
In this example, the camera is above the box looking down while
the projector is on the right illuminating from the front, as can be
seen in the primal image (left). Because of the large difference
in angle between the camera and projector viewpoints, there are
many regions in the scene where there is no direct light transport.
In these regions we are unable to resolve the transport matrix to
the full resolution, and thus have to fall back to higher levels of
the hierarchical tree. This results in a blurred dual image (right).
Nevertheless, it is remarkable that the mirror reflection is captured,
even though the mirror is barely visible in the primal image.

transposed matrix by the appropriate vector. This allows us to il-
luminate a scene with a point light with directional control (for 4D
transport) or an arbitrary light field (for 6D transport).

There are some limitations to our technique, however. Scenes with
significant global illumination would reduce the parallelism that the
adaptive algorithm exploits. Since multiple projector pixels can af-
fect overlapping regions in the camera after several bounces, they
would be scheduled in separate passes. In the limit, the technique
degenerates to a brute force scan.

Measuring these inter-reflected transport paths accurately is also a
problem as discussed in section 3.4, especially when the angle of
view of the projector and camera is great with respect to the scene.
Figure 12 shows an example of a difficult scene to relight because
the camera and projector were at right angles to one another. The
blurring problem visible in the dual image might be reduced by
using a higher contrast projector and a capturing device with better
signal to noise ratio.

To demonstrate that it is still possible to accurately measure diffuse-
diffuse reflection, we conducted the experiment shown in Figure
16 where the dual photograph would be recognizable only if this
global illumination could be captured accurately. We show that we
are still able to extract the signal despite having the light undergo
two diffuse bounces before reaching the camera.

At the same time, it might also not always be desirable to substitute
a camera by a projector. Cameras have a greater depth of field, ease
of focus, and other controls that are often important in imaging.
The limited depth of field of a projector could result in dual images
that are out of focus. In the scenes that we tested in this paper,
however, the depth of field was not a problem due to a reasonably
long standoff with respect to scene depth.

The adaptive algorithm accelerates the capture of the transport ma-
trix, but it still takes several minutes to capture the information
needed for a high-resolution dual image. We might be able to re-
duce this time while obtaining a dual image of higher resolution
than the projector by placing coaxial projectors and cameras at both
the primal and dual positions using beamsplitters. This could allow
us to produce a high-resolution view of the scene from the intended
observer position under some fixed illumination even though the

remainder of the transport matrix could be at lower resolution for
relighting. The availability of projectors and cameras on both ends
would also mean that both T and TT might be acquired simultane-
ously, leading to improved acquisition algorithms.

Another extension of this work would be to increase the num-
ber of cameras. Since these cameras will be turned into virtual
light sources, they need not be of high resolution. This suggests
doing dual photography using a large array of inexpensive cam-
eras [Wilburn et al. 2005]. By aiming this array at two differ-
ent scenes, one can capture the light field emitted by one scene
and, flipping the images appropriately, use it to relight a second
scene. Alternatively, by applying image flow-based interpolation
to the transport matrix, one should be able to move a virtual light
smoothly along a path that spans the array in much the same way
view-interpolation can be done with camera arrays. This has been
an open problem in the relighting community.

Finally, although we focus in this paper on scene relighting, the con-
cept of dual photography is very general, and has other uses. For ex-
ample, by replacing the non-imaging photosensor in Figure 4 with
an imaging spectrophotometer, one can record a spectral power dis-
tribution curve for every pixel in the dual image. We also believe
that dual photography brings us closer to the goal of measuring the
entire 8D reflectance function for a scene, which has never been
measured in its entirety due to its overwhelming size.
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Appendix A: Proof and Experimental

Validation of Dual Photography
Here we prove that the pixel-to-pixel trans-
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port from the projector to the camera is the
same in both directions. Assume we have
a flat surface patch S with arbitrary BRDF
fr viewed/illuminated by a camera/projector
pair, as shown in the figure on the right. In
the primary configuration, the projector is at
point 1 with distance d1, far enough from
the surface so that the rays within a patch can be assumed to be par-
allel at angle θ1. Similarly, the camera is at point 2 with distance d2
and angle θ2. We call the area illuminated by the single projector
pixel S1, and the region viewed by the camera pixel S2.

If the projector produces radiant intensity I, the reflected radiance
in direction θ2 from a point in S1 due to the projector pixel is:

Ls = I
fr(θ1 → θ2)cosθ1

d2
1

The irradiance received by the camera pixel at position 2 is the in-
tegral of this radiance over the solid angle subtended by the inter-
section of S1 and S2:

E12 =
Ls|S1 ∩S2|cosθ2

d2
2

=
I fr(θ1 → θ2)cosθ1|S1 ∩S2|cosθ2

d2
1d2

2
(3)
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We specify the area of the intersection of S1 and S2 (denoted by
|S1 ∩S2|) because the transfer of energy between the projector and
camera pixel only happens in the region of intersection. This de-
fines the transfer of energy between one pixel of the projector in
position 1 and one pixel of the camera in position 2. Note that there
exists a relationship between the surface area covered by a pixel
and its solid angle (Ω), as given by the following equations for the
projector and camera respectively:

Ωp =
|S1|cosθ1

d2
1

and Ωc =
|S2|cosθ2

d2
2

Note that Ωp and Ωc are constant for our given projector and cam-
era — they represent the solid angle for the pixel of each device.
We now define a projection operator Π:

S1 = Π1
SΩp and S2 = Π2

SΩc

so that S1 is the projection onto S from position 1 of the solid angle
Ωp, for example. We can now rewrite S1 and S2 as:

|S1| = |Π1
SΩp| =

Ωpd2
1

cosθ1
and |S2| = |Π2

SΩc| =
Ωcd2

2
cosθ2

(4)

Thus Equation 3 can be rewritten as:

E12 =
I fr(θ1 → θ2)cosθ1|Π1

SΩp ∩Π2
SΩc|cosθ2

d2
1d2

2
(5)

We can now see that this equation will be the same in the dual case.
The key is to remember that the virtual projector will take on the
the camera parameters (in this case the Ωc) and vice-versa. Thus
the transfer of energy in the dual space is given by:

E21 =
I fr(θ2 → θ1)cosθ2|Π2

SΩc ∩Π1
SΩp|cosθ1

d2
2d2

1
(6)

Because fr(θ1 → θ2) = fr(θ2 → θ1) by Helmholtz reciprocity, we
have E12 = E21. This means that the pixel-to-pixel transport is equal
in both directions and we can then perform our technique.

Readers familiar with Zickler’s stereopsis [2002] might notice that
they have an additional cosine term in their representation. To see
where it comes from, we must realize that they physically inter-
change the projector and the camera when they go into the dual
space. Hence, the dual projector and dual camera have the same
old parameters Ωp and Ωc respectively. This results in the follow-
ing energy transfer equation in their dual space:

E21 =
I fr(θ2 → θ1)cosθ2|Π2

SΩp ∩Π1
SΩc|cosθ1

d2
2d2

1
(7)

First of all, there is no longer a guarantee that E12 = E21. Further-
more, since the projector is a point light in their configuration, Ωp
is much bigger than Ωc. Thus for both their primal and dual equa-
tions [Zickler et al. 2002] the intersection reduces to just the term
for Ωc:

E12 =
I fr(θ1 → θ2)cosθ1|Π2

SΩc|cosθ2

d2
1d2

2

E21 =
I fr(θ2 → θ1)cosθ2|Π1

SΩc|cosθ1

d2
2d2

1
If we plug in Equation 4 and cancel out the cosine terms we get:

E12 =
I fr(θ1 → θ2)Ωc cosθ1

d2
1

E21 =
I fr(θ2 → θ1)Ωc cosθ2

d2
2

projector

camera cylinder

mirrored primal

dual

(a) (b)

(c) (d)
Figure 13: Experimental Validation of Dual Photography. (a)
Experimental setup. (b) Plot of intensity vs. surface normal angle
for scanlines in the mirrored primal (c) and dual (d) images.

which are equivalent to the equations in the Stereopsis paper, com-
plete with the cosine term to account for the foreshortening of the
incident illumination.

We now demonstrate experimentally the radiometric validity of
dual photography. The experimental setup is shown in the primal
configuration in Figure 13a. The cylinder is mostly diffuse with a
slight specular term. The hierarchical adaptive algorithm was used
to acquire the T matrix for the scene. Because the object is a ho-
mogeneous cylinder and the camera and projector are on a plane
perpendicular to the axis of the cylinder, the setup is symmetric,
meaning that the shading of the cylinder in the primal and dual im-
ages should be mirror images of each other. Instead of physically
interchanging the camera and projector to compare our synthesized
dual with a real photograph from the projector’s point of view, this
symmetry allows us to simply compare the horizontally-flipped pri-
mal image (13c) with our synthesized dual image (13d). For an ac-
curate comparison, we plot (Figure 13b) the intensity averaged over
12 scanlines in the images versus the angle between the normal and
the vector between the center of the cylinder and the light source.
Because of the proximity of the camera and projector to the cylin-
der, the range of angles visible by both devices is limited to 10 – 80
degrees. We see that the two curves match.

Appendix B: Pseudocode of Algorithm
In this section we provide pseudocode to the adaptive hierarchical
algorithm described in Section 3.3.

Initialization() ;
repeat{

// construct a conflict-free lists of blocks that can be processed in parallel
ConstructConflictFreeLists() ;
// illuminate scene with patterns constructed from each list and acquire with camera
AcquireImages() ;
// process images, store results, generate new lists of blocks for next iteration
ProcessResults() ;

} until lowest level in hierarchy is reached

Initialization() {
for each camera pixel k {

// Initially assume every camera pixel is affected by block 0, the floodlit image
Bk = {0};

}

C = empty; // initialize set of conflicts to empty
}
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ConstructConflictFreeLists() {
// form graph structure
B = Union(Bk); // nodes B, edges C
(L[0], ...,L[N −1]) = GraphColor(graph(B,C)); // N lists of nodes returned

}

AcquireImages() {
// we now have N conflict-free lists L[]’s
for i = 0 to N −1 {

generate pattern P[i] from L[i]; // light pixels for all blocks in L[i]
illuminate pattern P[i];
capture HDR image I[i];

}

}

ProcessResults() {
C = empty;
for each camera pixel k {

new Bk = empty;
for i = 0 to N −1 {

// find block (if any) that affects current pixel
current block = intersect(Bk , L[i]); // because L[i] was conflict-

// free, this can be at most
// one block

if (current block = empty) {
continue; // pixel k not affected by L[i]

}

else {

if (pixel k in I[i] = 0) {
continue; // no value measured, do nothing

}

else if (pixel k in I[i] < threshold) or last iteration {

// below the threshold so store the energy here.
// T() is the hierarchical representation of the matrix
// indexed by block in the subdivision tree and camera pixel k
T (current block, k) = pixel k in I[i];
continue; // no further subdivision

}

else {

// request subdivision for this block
insert 4 children of current block into new Bk ;

}

}

}

// set Bk for the next iteration
Bk = new Bk ;
// collect conflicts and add to C for next iteration
for each pair (s, t) where s and t are in Bk and s 6= t {

insert (s, t) into C; // s and t conflict and can’t
// be measured in parallel

}

}

}
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primal level 1 level 2 level 3 level 4 level 5

dual level 6 level 7 level 8 level 9 level 10
Figure 14: Construction of the dual image with a hierarchical representation. The primal and dual image show diffuse to diffuse inter-
reflections which could only be captured by use of the hierarchical acquisition. Energy that might have been lost when further subdividing a
block is deposited at a coarse level of the T matrix. To synthesize the dual image, the levels are individually reconstructed by applying the
appropriate basis functions, then added together to obtain the image on the left. In this figure the intensity of the images for level 1 to 9 has
been increased to visualize their contribution.

(a) (b) (c)
Figure 15: Using a mirror array to emulate multiple virtual projectors. (a) A camera was imaged onto the mirror array in order to
emulate multiple virtual light positions. A block pattern scan consisting of 144 high dynamic range images was performed to acquire the
scene’s transport matrix. The region of interest within the projector’s field of view was 864×604 pixels, the final resolution of the dual image.
Each camera in the mirror array had an approximate resolution of 800× 600 pixels, which is the resulting spatial resolution of our virtual
lights. (b) The scene is illuminated by 12 point light sources to create soft shadows. (c) An animated character is embedded in the scene and
casts shadows onto the scene.

book

card

projector

camera

aperture

(a) (b) (c) (d)

Figure 16: Dual photography with indirect light transport. (a) A projector illuminates the front of a playing card while the camera sees
only the back of the card and the diffuse page of the book. An aperture in front of the projector limits the illumination only onto the card.
The card was adjusted so that its specular lobe from the projector did not land on the book. Thus, the only light that reached the camera
underwent a diffuse bounce at the card and another at the book. (b) Complete camera view under room lighting. The back of the card and the
page of the book are visible. It seems impossible to determine the identity of the card from this point of view simply by varying the incident
illumination. To acquire the transport matrix, a 3×3 white pixel was scanned by the projector and 5742 images were acquired to produce a
dual image of resolution 66×87. (c) Sample images acquired when the projector scanned the indicated points on the card. The dark level has
been subtracted and the images gamma-corrected to amplify the contrast. We see that the diffuse reflection changes depending on the color
of the card at the point of illumination. After acquiring the T matrix in this manner, we can reconstruct the floodlit dual image (d). It shows
the playing card from the perspective of the projector being indirectly lit by the camera. No contrast enhancement has been applied. Note
that the resulting image has been automatically antialiased over the area of each projector pixel.
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