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Abstract— Random Early Detection (RED) is the recommended active interaction between RED and different types of heterogeneity

queue management scheme for rapid deployment throughout mlnternit. and quantifying the impact of such interaction on user-perceived
As a result, there have been considerable research efforta studying the end-to-end performance.

performance of RED. However, previous studies have often émused on rel-
atively homogeneous environment. The effects of RED in a heibgeneous ~ We consider the following five types of heterogeneity in this
environment are not thoroughly understood. In this paper, we use extensive paper:

simulations to explore the interaction between RED and vaonus types of

heterogeneity, as well as the impact of such interaction ome user-perceived ¢ MiXx of long-lived and short-lived TCP connectionsumer-

end-to-end performance. Our results show that overall REDmproves per- gus measurements show that the Internet traffic is now dom-
o o ot oy i oo st ted by shor flows nvobing smal Web abjects 10.20K®
tion (é'gN)’ simulation, perfgrmance evaluation P 9 in size [20], [37] (the so cz_illedn_ice). Even with I_:’er_s_istent
HTTP [31], the flow length is unlikely to change significantly,
because the average Web document is only around 30KB [23].
While most Internet flows are short-lived, the majority of the
The Internet Research Task Force (IRTF) is promoting dpackets and bytes belong to long-lived flows (the so called
ployment ofactive queue managemetat improve the perfor- phantg, and this property persists across several levels of ag-
mance of today’s Internet [3]. In particulamndom early de- gregation [4], [5], [37], [19]. Therefore, it is very important to
tection better known as RED [10], is singled out as the recomanderstand the performance of RED on a workload consisting of
mended scheme for use in the Internet. both long-lived bulk transfers and short-lived Web data transfers.
With RED, a router will detect congestion before the queueMix of TCP and UDP traffic Due to the proliferation of
overflows, and provide an indication of this congestion to thetreaming media content over the Internet, UDP-based real-time
end nodes. It may use one of several methods for indicatitrgffic forms a significant portion of today'’s Internet traffic [40].
congestion to end-nodes. One is to use packet drops. AlterReal-time traffic is often sensitive to network latency and packet
tively, it can set a Congestion Experienced (CE) bit in a pacKesses, but is not necessarily responsive to network congestion.
header as an indication of congestion, instead of relying soldijterefore, it is important to understand the performance impact
on packet drops. The latter methods is commonly referred 46RED in an environment with both TCP and UDP traffic.
asexplicit congestion notificatio(ECN) [15], [34], [35]. The « Mix of ECN-capable and non-ECN-capable TCP connections
major advantage of active queue management mechanismsWiegh ECN, a router set the CE bit in the packet header as an
RED is that the transport protocols with congestion control (e.gndication of congestion, instead of dropping the packet. The
TCP) do not have to rely on buffer overflow as the only indiuse of the CE bit would allow the receiver(s) to receive the
cation of congestion. This can potentially reduce unnecesspgcket, avoiding the potential for excessive delays due to re-
gueuing delay for all traffic sharing that queue. transmission after packet losses. However, ECN has not yet
There have been considerable research efforts in studylmeen widely deployed in today’s Internet. If it is ever going to
the performance of RED [6], [7], [8], [10], [18], [26], [24], be widely deployed, the deployment will be incremental. That
[25], [38]. However, most previous studies only consider reis, ECN-capable and non-ECN-capable TCP connections will
atively homogeneous environment. Moreover, as pointed outdoexist for a long period of time. Therefore, it is important to
[6], the performance metrics have largely been network-centtiaderstand the effect of RED in an environment with competing
measures such as network link utilization and aggregate TEEN-capable and non-ECN-capable TCP traffic.
throughput. The end-to-end performance impact of RED ine.aDifferent roundtrip timesIn the real Internet, different flows
heterogeneous environment has not been thoroughly exploresharing the same bottleneck link can have different roundtrip
It is well-known that the Internet is a highly heterogeneousnes (RTT's). It is well-known that TCP has bias against long
environment and that heterogeneity can have significant impaatindtrip time connections. We are interested in understanding
on the network performance. Therefore, in order to understamwtiether RED can reduce such discrimination compared with the
the performance of RED in the real Internet, it is crucial to codrop-Tail (DT) policy.
sider heterogeneity. In this paper, we use extensive simulatiengwo-way traffic In the real Internet, there is typically data
to explore the end-to-end effects of RED in a heterogeneous @affic in both directions. It is well-known that the presence of
vironment. In particular, we are interested in understanding theo-way traffic can cause ACK-compression [41], which can in
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turn make TCP traffic much more bursty than in the one-waybject of many studies [6], [8], [11], [16]. The focus of our
traffic case. In order to understand the performance of REDwork is on understanding the interaction between RED and dif-
the real Internet, it is important to consider the effect of two-wdgrent types of heterogeneity. Therefore, instead of proposing
traffic. any new recommendations on configuring RED parameters, we
The remainder of this paper is organized as follows. In Sedlosely follow the guidelines by Floyd [16]. More specifically,
tion Il, we provide a more in-depth introduction to the RED alwe always use the recommended valuesak;;, = 3 mingy,
gorithm. In Section I, we briefly overview the literature on thenax, = 0.1, andw, = 0.002. The recommended value for the
performance evaluation of RED. In Section IV we describe olast parametenin, is 5 packets. However, as noted in [16], the
simulation setup. In Section V, we present detailed simulati@ptimal setting foinin,;, also depends partly on the link speed,
results. We end with conclusions and future work in Section fbropagation delay, and maximum buffer size. Therefore, besides
the recommended value of 5 packets, we also experiment with
Il. BACKGROUND two different values ofnin;;, based on the buffer sizé3 /6 and
Consider a router with a buffer size &f packets. With the B/9, whereB is the maximum buffer size.
RED buffer management scheme, a router detects congestion by
the average queue lengtf) (which is estimated using an expo-
nentially weighted moving average:« (1 —w,) - G + w, - q, I1l. PREVIOUS WORK
wherew, is a fixed (small) parameter amds the instantaneous
queue length. When the average queue length exceeds a minBince RED was initially proposed in 1993 by Flogtal [10],
mum thresholdgin,;,), incoming packets are probabilisticallythere has been a vast volume of research on studying the per-
dropped or marked with the Congestion Experienced bit [15prmance of RED [6], [7], [8], [10], [18], [26], [24], [25], [3B
[34], [35]. The probability that a packet arriving at the REDrhere have also been numerous proposed modifications and al-
queue is either dropped or marked depends upon several corfggtatives to RED, such as BLUE [12], SRED (Stabilized RED)
parameters of the algorithm. An initial drop/mark probability [28], Adaptive RED [11], FRED (Fair Random Early Drop)
is computed using a drop functidhbased on the average queu&22], and BRED (Balanced RED) [2]. The results from these
lengthg and three control parametersix,, min;,, andmax;,. Studies have provided valuable insights to the RED algorithm.
The actual probability is a function of the initial probability andJnfortunately, they also suffer from some notable limitations:

a count of the number of packets enqueued since the last packet ) . .
was dropped?, = P, /(1 — count x Py). « Most previous studies have focused on relatively homoge-

In the original RED schemé)(g) = 1 if ¢ > max:, which neous environment. Many studies either only consider a mod-

means all incoming packets are dropped or marked when the &@t€ number of long-lived TCP connections such as (huge) file

erage queue length exceedsx,. As shown by Firoitet al[g], transfers (e.g., [11], [38])., or only examine the environment
this can lead to oscillatory behavior. Recently, Floyd recorﬁ‘fhere all flows are short-lived data transfers (e.g., [6]). There

mended using the ‘gentfevariant of RED [17], which uses the are some studies that did consider some types _of heterogene-
following modified dropping functior (illustrated in Fig. 1): Y- FOr example, recent work at INRIA has studied the effect
of RED on mixes of “bursty” (TCP) and “smooth” (UDP) traffic

0 if ¢ < minyyp, [24]. However, the types of heterogeneity considered are often
) 1 if > 2 - max, limited. In particular, the effect of two-way traffic is rarely ex-
D(q) = maz;nli]::l}ilnm -max, if ¢ € [ming;,, maxy] amined. Moreover, little efforts have been made on pinpointing

g—maxip

=i (1 - max,) + max, otherwise ittr;/e interaction of RED with each particular type of heterogene-
« As pointed out in [6], the performance metrics used in pre-
vious studies have largely been network-centric measures such
as the network link utilization and aggregate TCP throughput.
O CECT LT LT EECTTPLPLRLD . . While such information is valuable for network operators and

: : service providers, end users tend to be more interested in the
performance received by each individual flow.
« Most previous studies have focused on the performance of
RED in absence of the “gentlemodification. This, of course,

MaX_PLovemsenneneo s / : - is largely due to the fact that the “gentlenodification was not
' ' ' q - & 1
H : : proposed until very recently. The “gentleoption makes RED
min_th  max_th 2*max_th B much more robust to the setting of the parametess;,; and
Fig. 1. Drop function of RED with the “gentlé modification. max,. It can significantly reduce the unwanted effects due to

. — parameter misconfiguration. Therefore, it is important to run
As shown by Rosolert al[32], [33], the “gentle” option  gjmulations with the “gentlé variant of RED.
makes the RED much more robust to the setting of the param-

etersmax;;, andmax,. Therefore, we turn it on for all simula- In this paper, we address these limitations by conducting
tions in this paper. extensive simulations to explore the effects of RED (with the

RED has four control parametensiin,;, max,, max,, and “gentle.” modification) on the user-perceived end-to-end perfor-
wy. How to properly configure these parameters has been thance in a heterogeneous environment.



IV. SIMULATION SETUP | Scheme]| Type | ming,
dt DT (Drop-Tail) | N/A

To study the performance impact of RED in a heterogeneous

environment, we conduct extensive simulations on a variety of rl RED w/o ECN | B/6
network topologies and workload using the network simu- r2 RED w/o ECN | B/9
r3 RED w/o ECN | 5 packets

lator [27]. In this section, we give an overview of the network
topology and various simulation settings. Then we describe the
performance metrics used in evaluation.

rle RED with ECN | B/6 (same asl)
r2e RED with ECN | B/9 (same as2)
r3e RED with ECN | 5 packets (same &8)

A. Simulation Topology TABLE |
DIFFERENT QUEUE MANAGEMENT SCHEMES

In order to thoroughly investigate the interaction between
RED and various types of heterogeneity, we believe it is nec-
essary to keep the simulation topology relatively simple, yet
sufficiently representative. Fig. 2 illustrates a simple singldype 1. Long-lived TCP traffic sourcesTraffic sources of this
bottleneck network topology that we use for most of our simtype belong to FTP sessions with an infinite amount of data to
ulations. The bottleneck bandwidtB{) is either 1.544 Mbps transmit.
or 10 Mbps. The one-way propagation deldy) (of the bottle- Type 2. Short-lived Web-like TCP traffic source§Ve use the
neck link is either 25 msec, 50 msec, or 100 msec. As suggesdi@tbwing simple source model to mimic the behavior of Web
in [38], the bottleneck router has a maximum buffer siBg ¢f sessions: Each connection repeatedly make short file transfers.
either 1, or 1.5, or 2 times the bandwidth-delay product. (SinBetween two consecutive transfers, there is a think-time that
our topology is symmetric, the bandwidth-delay product equadtarts after the last byte of the first file has been acknowledged.
2 x BW x D). All the other links have 10 Mbps capacity andrhe transfer size is kept at 30 KB, which is the average web
1 msec one-way propagation delay. Normally, data traffic is orfiansfer size (including inline images) [23]. The think times are
present in thdorward path (from left to right in Fig. 2). When drawn uniformly between 1 and 3 seconds. When restarting data
studying the effect of two-traffic, we also consider data traffic iflow after an idle period, the sender always uses the slow start
thereversepath (from right to left in Fig. 2). procedure [21] to probe the network available bandwidth. Our
model is by no means realistic. However, we believe that it does
capture the essence of Web data transfers, that is, a significant
amount of time is spent during the slow start phase.

Dest2 Type 3. Constant-Bit-Rate (CBR) UDP traffic source$o as-

: sess the effect of RED on relatively “smooth” real-time traffic,
we consider UDP traffic sources sending at a constant bit rate
of 24 Kbps. The packet size for the CBR sources is set to 210
bytes, which is the default value irs.

Type 4. ON/OFF UDP traffic sourcesThe ON/OFF times are
drawn from Pareto distributions with the “shape” parameters set
to 1.5, which is the default value ms. The mean ON time is 1
second and the mean OFF time is 2 seconds. During ON times,
50 msec, andB_ =2 X BW_ x .D' The_results for the other the sources transmit with a rate of 24 Kbps. Like for the CBR
network scenarios are qualitatively similar to what we Presefhtic sources, we use the default packet size of 210 bytes for the
here. ON/OFF UDP sources. It has been reported by Far&l [30]

that WWW-related traffic tends to be self-similar in nature. Will-
ingeret al[39] show that self-similar traffic may be created by

In all simulations, the bottleneck router uses either the Dropsing several ON/OFF UDP sources whose ON/OFF times are
Tail FIFO queue management or the RED queue managemaiawn from heavy-tailed distributions such as the Pareto distri-
(with or without support for ECN). As noted in Section I, webution. That's why we study ON/OFF traffic in our simulations.
closely follows the guidelines by Floyd [16] when configur-
ing various RED parameters. More specifically, we always uBe TCP Configurations

maxg, = 3ming,, max, = 0.1, andw, = 0.002. Forthelast o oy tcp connections, we use tms TCP/Reno and

parameternin;, besides the recommended value of 5 paCketISCP/Sackl (TCP with support farelective acknowledgments

we also experiment with two different values based on the buff, : : ;
. . ; . ACK)) simulation code, which closely models the conges-

size: B/6 and B/9, whereB is the maximum buffer size. Thefg ) 4 :

i . . ... tion control behavior of most of the TCP implementations in
details fordlffere_ntql_Jeue management schemes used in th's\;mfespread use. For this study, we disable delayed acknowl-
per are summarized in Table |. edgments, although we have repeated several of our experiments
with delayed acknowledgments enabled and our results are qual-
itatively similar.

We consider the following four types of traffic sources in our The size of TCP data packets is set to 500 bytes, which is
simulations: typical for wide-area TCP connections. The size of the TCP ac-

Source 1 Dest 1

Source 2 Bottleneck Link

Router S

o

10 Mbps, 1ms
Fig. 2. Simulation topology.

Router D

rce n
Source Dest n

For interest of space, in this paper we only present the
results for the scenario whereBWW = 1.544 Mbps, D =

B. Queue Management Schemes

C. Traffic Source Models
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knowledgments is set to 40 bytes. The timer granularity is set
to 100 msec, which is default ins. The maximum conges-

tion window size is set to 100 KB (200 packets). As suggested
by Floydet al[9], in order to explore properties of network be-

havior unmasked by the specific details of traffic phase effects,
we always add a random processing time at the TCP sender
which is uniformly chosen between zero and the bottleneck ser- 60 |
vice time for a TCP data packet.
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E. Performance Metrics Number of Web Sessions
(a) Average goodput of short-lived TCP connections (Webkisas).
We use thegoodputas the primary performance metric for 300

TCP flows. For a single TCP flow, its goodput is defined as the
number ofgoodbits received by the receiver (excluding unnec-
essary retransmissions) in unit time. For a set of TCP flows,
their aggregate goodpus defined as the number gbod bits
received by all receivers in unit time. Tlagerage goodpubr a
set of TCP flows is defined as their aggregate goodput divided by
the number of flows. Goodput can be easily translated into other 50|
metrics such as the completion time. Compared with network-
centric like network link utilization , goodput is often what end %05 10 15 20 2 0 3 40
users really care about. Number of Web Sessions ,
For UDP flows, we focus on the loss rate for this study. Be- (b) Average goodput of Ic,mg'"ved T_CP Connemon_s (FTPises): _
sides the aggregate 0ss rate seen by all UDP flows, we also 168k, S1ee o 2£0 0 e el shorues ndiong iae conestons
at the distribution of the loss rate seen by each UDP flow.

number of competing FTP sessions is kept at 5. 6 telnet sesaie used to
avoid deterministic behavior. TCP/Reno is used for all TGRnections.
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V. SIMULATION RESULTS

In this section, we evaluate the end-to-end performance ifie case with RED, which distributes losses uniformly across all
pact of RED with different types of heterogeneity we identify iflows. Consequently, Web sessions receives higher goodput with
Section I. RED than with DT. However, this turns out to bet the case

With a large number of TCP flows, the statistical multiplexing
A. Mix of Short-Lived and Long-Lived TCP Connections level is very high. Consequently, there is little difference in the

We conduct the following experiments to assess the effe!:?gs ratg S experie_:nced by t_he Web SeSSiO.nS and the FTP sessions
g exp n with DT. This can be illustrated by Fig. 4, which compares

of different queue management schemes summarized in Tabﬁ%(? ket d the th hout ved b h individual
on a workload with both long-lived and short-lived TCP con; € packet drops vs. the throughput received by each Individua

nections: In each experiment, a set of foreground Web sessigﬂy in a simulation run. (The same type of diagram is also

(Type 2 in Section IV-C) compete with a fixed number of baclgsed by Floydet alin [9]). As we can see, there is not much

ground FTP sessions (Type 1 in Section IV-C). To avoid gdifference betweenlt andrl. (The results for the other RED
terministic behavior, besides adding random processing timecgpflguratlons are very similar.)

the TCP senders, we also include six telnet sessions competing B

with the main flows. The inter-arrival times for telnet sessions 12| *a@/*jgﬂ ]

are drawn from the “tcplib” distribution as implementedris. 0 ’/,/’/

Each simulation run lasts 200 sec. All connections start ran- g | e

domly from within the initial two seconds. We record the aver- g s 7

age goodput for both Web sessions and FTP sessions in the final = | /,//

150 sec. For each simulation configuration, we report the mean < /»/‘/ Wb o

1 of 5 runs of an experiment with different random seeds. 4 '%f eb i M
Fig. 3 summarizes the results for TCP/Reno when the number ol Y ER

of short-lived TCP connections varies from 2 to 40 and the num- $o4 s 6 89 10 12 1

. . . Throughput (%)
ber of FTP sessions is kept at 5. As we can see, the Web sessions

receive 10-3056higher average goodput it RED that Wit DT> sk sompcs i 212 scsome. & e oot mmtmcs

regardless of the RED parameters used. As a result, the FTP seSfeterministic behavior. The queue management scheméé éitor rl as

sions receives slightly lower goodput with RED than with DT defined in Table |I. TCP/Reno is used for all TCP connections.

(because the total amount of bandwidth consumed by all flows .

remains constant after the bottleneck link get saturated). The actual reason is as follows. RED reduces the average
We originally conjectured that this is because with DT, shofl€ue length, and consequently, increases the packet loss rate.

flows tend to get more than their share of losses. This is ngt€ increase in packet loss rate has a greater impact on the FTP
sessions, which typically have more outstanding packets in a

1The variation is in general very small compared to the mean. roundtrip time than the Web sessions. (Note that as the num-



ber of outstanding packets increases, so does the probability\ddb sessions. As a result, FTP sessions get higher average
getting at least one loss in one roundtrip tilmé&onsequently, goodput, which in turn reduces the amount of bandwidth avail-
the FTP sessions receive lower throughput, which in turn creatdde to Web sessions. In contrast, with RED, losses tend to be
more bandwidth available to the Web sessions. Similar effeé#ss bursty than with DT. In this case, even TCP/Reno can often
can be achieved by reducing the buffer size at a Drop-Tail gatecover from multiple packet losses in the same roundtrip time.
way. As illustrated in Fig. 5, as we vary the ratio of the buffe€onsequently, the benefit of SACK is much smaller.

size over the bandwidth-delay produket)from 1.4 downto 0.2,  To summarize, short-lived TCP flows tend to receive higher
the average goodput received by the Web sessions experienggsaput with RED than with DT when competing with long-

10-30% increase. lived TCP flows. This is desirable because in the real Internet,
140 : : : : B0 short data transfers typically belong to interactive Web browsing
S fo8 sessions, which is delay-sensitive. Meanwhile, with DT, SACK
ool kg o0 o 1 tends to benefit long-lived flows more than short-lived flows. In
. N dt (br=1.2) .o 1

100 SO dt (br=114) g contrast, with RED, SACK has very little performance impact.
[ .n._ R N 1

9 | T

80 | '
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B. Mix of TCP and UDP Traffic

In this section, we study the performance impact of RED in
an environment with both TCP and UDP traffic. We focus on
the loss rate for the UDP traffic.

Recent work at INRIA [24] has shown that RED can signif-
Fig. 5. The average goodput of Web sessions. 10 Web sessiomzete with 5 :E:'antly mcrzejse lth? |CI)(SSt :ﬁte for SmCI)Oth CtBR ubp :I’aafflc.

FTP sessions. 6 telnet sessions are used to avoid deteimiebavior. The HOwever, [24] only look at the average loss rate aggregated over

bottleneck router uses the Drop-Tail FIFO queue manageriémtratio of all UDP flows. We are more interested in the distribution for

the buffer size over the bandwidth-dela}y produef) (varies from 0.2t0 1.4. the |oss rate seen by each individual UDP flow. We conduct

TCP/Renois used for all TCP connections. the following experiment with a set of CBR UDP flows (Type 3
_ . _ in Section IV-C) competing with FTP sessions (Type 1 in Sec-
Fig. 6 summarizes the results for the same experimentjgy, |\.c). Each run of the experiment lasts 200 sec. We record

Fig. 3 except that TCP/Sack1 is used for all connections instgad |nss rate in the final 150 sec for each UDP flow. Then we
of TCP/Reno. For brevity, we only show the average goodpyt the cumulative distribution for all such loss rates recorded
for the Web sessions. The performance for the FTP sessions £aM 5 simulation runs.

be easily inferred because the total amount of bandwidth ConFig. 7 summarizes the results for 20 CBR UDP flows compet-

sumed by all flows is almost constant after the bottleneck Iiri1|l§g with 10 FTP sessions. (We have also conduct the same ex-
get saturated._ The mogt interesting part of Fig. 6 is that iith o iment with different number of UDP and FTP sessions. Our
the Web Sessions receve 10% lower goodput when all flows BSults are qualitatively similar.) We consider both fixed and
TCP/Sackl instead of TCP/Reno. In contrast, SACK makes i, qom inter-arrival times for the CBR traffic. We make two
tle difference in terms of the average goodput with other queygseryations:

management schemes.

160

Average Goodput (Kbps)

0 5 10 15 20 25 30 35 40
Number of Web Sessions

« The use of SACK or ECN for TCP flows can significantly in-
crease the loss rate for UDP traffic. The use of RED without
ECN can also increase the loss rate for UDP traffic, but the rela-
tive impact is always smaller or comparable to the use of SACK
with DT. This is because with RED/ECN/SACK, TCP flows are
less likely to have timeouts, and consequently, become more ag-
gressive.
« When the CBR traffic has fixed inter-arrival times, there is
. 1 a much bigger tail ¥ 15%) at the high loss rate region (loss
40| 138 e ) ) ) ) i rate > 0.1) with DT than with RED, which means a significant
e 5 Nu;iemf;‘;b%jjws %4 number of UDP flows suffer from high loss rate. Currently we
Fig. 6. Average goodput of the Web sessions. The simulatittings are the ar-e stll inv_estigating th-e e?(aCt cause for Fh-iS' But red_ucing the
same as in Fig. 3 except that TCP/Sackl instead of TCP/Remmibfor il [ail @t the high-loss region is clearly beneficial for applications.
TCP connections. Fig. 8 summarizes the results for an experiment with the same
simulation settings as in Fig. 7 except that ON/OFF UDP traffic
We believe such discrepancy can be explained as followsplaces the CBR UDP traffic. Again, we find that the use of
Compared with the Web sessions, the FTP sessions typicdlligD with ECN and/or SACK can significantly increase the loss
have larger congestion windows, and consequently, higher proste for UDP traffic compared to the case when TCP/Reno and
ability of getting multiple losses in a roundtrip time. WherDT are used. This is because TCP becomes more aggressive
packet losses are bursty (as is the case with DT), TCP/Renowith SACK and/or ECN. On the other hand, the use of RED
ten needs to use timeout to recover from multiple losses inngthout ECN actually reduces the loss rate for UDP traffic. This
roundtrip time. With SACK, this is no longer necessary. Therés because RED can reduces the bias against bursty traffic by
fore, with DT, FTP sessions benefit more from SACK than thdistributing losses uniformly across all connections. (Note that

140 | s,

120 |

100 |

80 [

Average Goodput (Kbps)

60 |
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! Fig. 8. Cumulative distribution for the loss rate experiethdy ON/OFF UDP
09 L flows. The simulation settings are the same as in Fig. 7 exbapON/OFF
0.8 1 UDP flows (Type 4 in Section IV-C) are used instead of the CBifti¢r.
07|
0.6 |
o5 _ _______ -
04| !
0.3}
02|

sessions (Type 1 in Section IV-Cj. varies from 1 to 20 (thus
the total number of competing flows varies from 2 to 40). Itis
evident from the figure that ECN-capable sources consistently
out-performs non-ECN-capable sources by 5-30%. Meanwhile,
0Ly - i as the congestion level increases, the goodput ratio initially in-
00 ood “oos 005 007 o008 009 creases and later decreases. The peak occurs when on average
(c) CBR traffic with random inteLr(i;srﬁ\e;;ell times. FTP uses T8&ck1. e.aCh ﬂO\.N has roughly 3-4 outstanding packets during each ro”nd
Fig. 7. Cumulative distribution for the loss rate experiethby CBR UDP flows m-p'd Thls- 1S Eeifor?ablﬁ becali)se V\;hen the ;veragekcor:jge_stlon
20 CBR UDP flows (Type 3 in Section IV-C) compete with 10 FTRsgess  VINAOW size (which Is the number of outstanding packet during
(Type 1 in Section |\(/.é‘)’_ The CDF is obtai%ed frﬂm 15 simdatiuns. In €ach RTT) decreases, the relative performance benefit of avoid-
(a) the inter-arrival-times remain constant. In (b) and (hg inter-arrival ing an early drop at the RED gateway increases. But when the
times are Ll‘”.ifo"‘."y distributed betweens - 7"and1.5 - T', where Tis the  gyarage congestion window drops belowf@t retransmission
inter-arval time In (). breaks down even with a single loss. Consequently, the timeout
. . penalty becomes the dominant factor, which limit the relative
the ON/OFF UDP traffic is more bursty than TCP traffic in thaﬂerformance benefit of ECN.

it does not respond to network congestion.) : . .
: . Fig. 10 summarizes the results for the Web sessions (Type 2
To summarize, the use of SACK and/or RED with ECN fq Section IV-C). As we can see, the shape of the curve is very

TCP flows always significantly increases the loss rate for Ud imilar to Fig. 9 (a), except that the peak goodput ratio is much

traffic. The use of RED.W'thOUt ECN _tends to reduce the IO%?naller. This is because the short-lived flows spend a significant
rate for bursty UDP traffic, as well as increase the loss rate 9

smooth UDP traffic (The increase is less significant comparg ount of time probing the network available bandwidth during

to the case when SACK is used with DT). Moreover, RED can_l\_N start, WhI.Ch “gglflhe relzi)tllveTbCegef:‘lt of E|CN' al h
reduce the tail at the high loss rate region for CBR traffic Witni 0 summarize, ~capabe ows aimost aiways have

fixed inter-arrival imes. which is beneficial gher goodput than non-ECN-capable TCP flows. For bulk
' ' transfers, the relative performance benefit is greatest when
C. Mix of ECN-Capable and Non-ECN-Capable Traffic on average each flow has around 3-4 outstanding packets per

, roundtrip time. For short-lived flows, the relative benefit of ECN
To assess the effect of RED on mixes of both ECN—capal?éemuch smaller.

and non-ECN-capable traffic, we consider a sef ofn. TCP
flows competing for the same bottleneck link. Half of the ﬂOWB ; ,
. , Effect of Diff tRTT
are ECN-capable, while the other half are not. We then report ectotitieren S
the ratio between the average goodput for ECN-capable flowdn this section, we explore the effect of different queue man-
over the average goodput for non-ECN-capable flows. agement schemes on flows with different RTT’s. We start with
Fig. 9 shows the results when all flows are long-lived FT#he simplist scenario in which there are only two different RTT

Cumulative Fraction




1.35

13| changes with respect {71,/ RTT5).
125 Fig. 11 shows the results 6 competing FTP sessions with the
§ Drop-Tail FIFO queue management. The bottleneck link has T1
12 . . .
5 capacity and 50 msec one-way propagation delak., is kept
=] . . . .
8 115 at 102 msec. (We do not consider scenarios in which the RTT
11l ratio is > 5, which is unlikely to happen in the real Internet.)
105 | As we can see, the goodput ratio always satisfies Equation (1).
. (Extensive simulations with many different settings also give the
0 5 10 15 20 25 30 35 40 same result.)
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Fig. 9. Effect of RED on an ensemble af ECN-capable and non-ECN- ros o228 8 35 4 45 S
capable FTP sessions: varies from 1 to 20. TCP/Reno is used for all X: RTTURTT2
connections. (The results for TCP/Sackl is very similar.) Fig. 11. The effect of Drop-Tail queud(in Table I) on 6 FTP sessions with 2
12 - i different RTT's. The bottleneck link has T1 capacity and 58emone-way
Ez 0= propagation delayP D, varies whileP D, is kept at 102 msec.
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Fig. 12. The congestion window evolution of two TCP floWs and7> with
. . Drop-Tail FIFO queue managemetitZ"l’ RTT5.
values and all flows are long-lived FTP sessions that can reach P d g e ?

their steady state (in Section V-D.1). We then consider morer, explain (1), we need to thoroughly understand the synchro-

complicated scenarios where either there are more that two difs i1\ effect of Drop-Tail gateways. For brevity, let us only

ferent RT'!' values _(|n Section V-D.2) or all flows_are Short'l'vegonsidertwo competing TCP flows. All our analysis still applies
Web sessions, which can hardly ever reach their steady stat€ {{l.p, there are more than two competing TCP flows. Fig. 12 il-
Sect_lon V-D.3).We use TCP/Reno for all simulations in this | ;strates the evolution of the congestion window sizer(d) for
section. two competing TCP flowg}, andTs (with RTT, > RTT») un-
D1 Bulk Transfers with 2 Different RTT's der Dr_op-_TaiI FIFO queue mana_gement. As we can see, the syn-
chronization effect of; and7; is more complicated than the
We divide all TCP flows into two equal-sized grou@s and frequently mentioned “global synchronization” for TCP connec-
G4. All flows within the same groupr; have the same two-way tions with the same RTT [36]. Fdf,, whenever the bottleneck
propagation delay’ D; (i = 1, 2). We varyP D; while keeping buffer becomes full, it will get a loss within one roundtrip time
P D, fixed. This can be achieved by properly adjusting the on€RT'T>) when it increases its congestion window. It takes an-
way propagation delay on the high-bandwidth (10 Mbps) links imther roundtrip forT, to detect the loss by 3 duplicated ACK'’s
Fig. 2. For each simulation run, we record the average queuimgd reduce its sending rate by halving dtsnd. It takes yet
delay () experienced by all packets. Then we can estimate thehird roundtrip for such rate reduction to actually take effect.
average roundtrip time for flows in grop;, asRTT; = PD;+ Therefore, on average it takes roughly x RTT, for the rate
Q. We also record7oodput;, the average goodput for flowsof T,'s packets arriving at the bottleneck router to decrease.
in groupG;. The goal is to study howGoodputs /Goodput;)  WhenT; increases itswnd, the extra packet sent b will



get dropped only if it arrives at the bottleneck queue before the
arrival rate of packets sent b, decreases. With the random
processing time at the sender, this extra packet can arrive at the
bottleneck queue at any time withiR1"1; after the queue be-
comes full. Therefore, we can estimate the drop probability for
this extra packet anin(1, 2.5 x RT'T,/RTT), which is within
[0.5,1] whenRTT, /RTT» € [1, 5]. Or equivalently,

Y: Goodputl/Goodput_i

#drops seen by} in unit time
#drops seen b¥5 in unit time
Assuming that at steady state, thend of connectionT;

grows fromW; to 2 x W; during each epoch, theh; sees a
drop everylW; x RT'T;. Consequently, (2) becomes

18 2 22 24 26

X: RTT_RTT_1

14 16 2.8

€ [0.5,1] ) 1

Fig. 14. Comparison between the effect of RED gateway andribygping tail
gateway on 8 TCP flows with all different RTT’s.

As we can see, witldt, the bias against long-RTT flows

W2 X RTT2
Wi x RTT,
Meanwhile, the goodput fdf; can be approximated as:

€10.5,1] ©)

BXWi

dput; = 21
Goodputs = 5= 7T,

i=1,2. (4)

is smaller that the case with only two different RTT's. The
throughput ratios are centered around line= X and are well-
bounded by two line¥” = 1.5X andY = 0.5X. In compari-
son, with RED, the throughput ratios are clustered much closer
tolineY = X. This suggests that RED is more fair that DT. To
guantify the fairness of different queue management schemes

From (3) and (4), we immediately get (1).0 for flows with differentRTT"s, we use thenormalized fairness

Now we considered the effect of RED queue management/a$io [1], which is defined as follows.
is well-known thatGoodputi is roughly inversely proportional B (>, Goodput; x RTT;)?
to RT'T;,/pi, wherep; is the packet loss rate for flow[29]. f= n " (Goodput; x RTT;)?
With RED, different flows roughly experience the same packet _ _ ) )
Fig. 15 shows the normalized fairness ratio for different queue

loss rate under steady state. Consequently, we have: ! JOT e
management policy. As we can see that DT is significantly less
fair compared to RED.

Goodput, - RTT,

~ )
Goodput,  RTT, 1 (TR B e e ey = o e o B
& 2
The validity of (5) can be best illustrated by Fig. 13. £ oo
7 —— e
6l % i é 0.96 |
g ) ai i
= %%/ 57 & oo04f dt o
8 4 " gé’/»/ o g r% Cox- -
Q t 9% - £ I _4-
| gggé o+ * 2 o092 B3 e
5 3 5 /@5 oa x rle o
e it 1 5
2 gad R ool e
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r2e Run ID
r3e o
0 . . . . . R Fig. 15. Normalized fairness ratio using different queuenagement policies.
1 15 2 25 3 35 4 45 5 55

X:RTTL/RTT2

Fig. 13. The effect of RED gateway on FTP sessions with 2 @iffeRTT's.
The simulation settings are the same as in Fig. 11 excepttithdtottieneck
router uses RED queue management.

D.3 Web Sessions with 2 Different RTT’s

Fig. 16 shows the results for 30 Web sessions (Type 2 in Sec-
tion IV-C) with 2 different RTT’s. As we can see, no matter what
} ] , queue management scheme is us@dedput, /Goodput,
D.2 Bulk Transfers with 8 Different RTT's RTT,/RTT,. This is mainly because for short data transfers,
In this section, we consider 8 competing FTP sessiBns the required roundtrip times is dominated by the slow start pro-
(i=1,2,...8) all with different RTT’s. The two-way propagatiorcedure. Unless two flows have significantly different loss rates,
delay forF, is kept at 102 msec. The propagation delays for dthey tend to require similar number of roundtrip times. Conse-
the other FTP sessions are uniformly chosen between 102 mgeently, the goodput ratio is inversely proportional to the RTT
and 300 msec during each simulation run. The configuratiofasio.
for the bottleneck link and the buffer size are the same as beTo summarize, long-RTT bulk transfers in general tend to
fore. For each run of the experiment, we record goodput raave higher goodput with RED than with DT. For Web sessions,
tios Goodput, /Goodput; and the RTT ratioRT'T;/RTT, (i RED makes very little difference.
= 2,3,...,8). We then make a scatter plot of all the data points ,
(RTT;/RTT,, Goodput, /Goodput;) obtained from 15 runs for = Effect of Two-way Traffic
each queue management scheme. The results are summarizediimthis section, we evaluate the effects of different queue man-
Fig. 14. agement schemes when there is data traffic in both the forward

~
~
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Fig. 16. Effect of different queue management schemes on &0 $#ssions
with 2 different RTT's.

and the reverse path. We consider three cases: 1. the data traffic
on both directions belongs to FTP sessions (in Section V-E.1);
2. the data traffic in the forward path belongs to Web traffic but

Cumulative Fraction

number of competing flows is small, the average goodput with
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05|
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El 4 [ e ég . DT is higher than RED plus ECN, but comparable to RED with-
R . out ECN. When the congestion level is high, DT gives worse
3 S| fﬁ*&fn performance than RED.
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0
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Goodput (Kbps)
(a) 4 FTP sessions in each direction.

the data traffic in the reverse path belongs FTP sessions (in Sec-
tion V-E.2); and 3. the data traffic on both directions belongs to
Web sessions (in Section V-E.3).

09 |
0.8 |
0.7 |
0.6 |
05|

. . . 04|
We first consider the scenario where the forward and the re- 03l

verse paths have the same congestion level. This can be achieved 02|

by keeping the same number of FTP sessions in both directions. 01l
Fig. 17 shows the average goodput for FTP sessions (using 0

TCP/Reno) in the forward path. The goodput for FTP sessions

in the reverse path is very similar due to the symmetric topology

and the symmetric congestion level. As we can see, the aveg 18. Cumulative distribution for the goodput receiveddach individual

age goodput is slightly higher with DT than with RED when the gg ji‘;fﬁk';’:ig”nt?segggﬁ;ddi'rf;“;’g'SiTn?jg Egr’:(ilﬁ ;‘.Sw tyE sessions.

number of competing FTP sessions is small. This is not sur-

prising, because RED reduces the bottleneck queue length bxjow we consider the scenario in which the forward and the re-
increases the loss rate. When the number of flows is small, thisse paths have different congestion levels. More specifically,
leads to link under-utilization. As the number of FTP sessioRge vary the number of FTP sessions in the forward direction

increase, the bottleneck link becomes highly utilized. Consghile keeping the number of FTP sessions in the reverse direc-
quently, there is little difference in the average goodput no mafsn to be either 5 or 10.

ter which queue management scheme is used. We also condughe results are summarized in Fig. 19. As illustrated in
the same experiment with TCP/Sackl. The results are similaq:ig_ 19(a), the goodput received by FTP sessions in the for-

' ' ward path is qualitatively similar to the results given in Fig. 17.
In particular, there is very little difference in terms of average
goodput with different queue management schemes. This is not
surprising because the congestion level at the reverse direction
largely remains constant. As the forward path becomes satu-
rated, the average goodput only depends on the number of com-
peting flows. Compared to the forward path, the reverse path
is more interesting. As we can see in Fig. 19(b), with DT, the
average goodput received by FTP sessions in the reverse path
continuously decreases as the congestion level in the forward
path increases. This is not the case with RED, where the good-
put initially decreases but soon stabilizes at a level much higher
than the average goodput with DT.

E.1 Bulk Transfers in Both Directions

Cumulative Fraction

40 50 60 70 80 90
Goodput (Kbps)
(b) 16 FTP sessions in each direction.

Tdt
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Fig. 17. Average goodput for FTP sessions in the forwardctiva. All flows
use the TCP/Reno flavor without support for SACK.

Besides the average goodput, we are also interested in the
tribution for the goodput received by each individual FTP se
sion. For this purpose, we keep the number of FTP sessions
in each direction to be either 4 or 16. For each run of the ex-Fig. 20 summarizes the results when the number of Web ses-
periment, we record the goodput received by each individugibns in the forward path varies from 1 to 60 and the number of
FTP session. The we compute the cumulative distribution fBTP sessions in the reverse path is kept at 5. As we can see, dif-
the goodput received by each flow in 15 simulation runs. Tlierent queue management scheme makes very little difference in
results are summarized in Fig. 18. As we can see, when tkems of average goodput for the Web sessions on the forward.

gsz Web Sessions in Forward Direction, Bulk Transfers in Re-
verse Direction
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Fig. 19. Performance evaluation for the case when the nunfde€fP sessions Fig. 20. Performance evaluation for the case when the nuoft&keb sessions
in the forward direction varies from 1 to 25 and the numberBPBessions in the forward path varies from 1 to 60 and the number of FTBisas in
in the reverse path is kept at 10. All flows use TCP/Reno. the reverse path is kept at 5. TCP/Reno is used for all flows.
For the FTP sessions in the reverse path, with RED, the average 350

goodput decreases but soon stabilizes as the congestion level in-
creases in the forward path. This is not the case with DT, where

the average goodput continues to decrease. [
< 200 |

E.3 Web Sessions in Both Directions % 150 |

Now we consider the case when the data traffic in both direc- 8 100 |
tions are Web sessions. 0l

Fig. 21 shows the average goodput for the Web sessions in .
the forward path when the congestion levels in both directions 0 10 20 30 20 50 60
are similar. Again, there is very little difference in goodput with Number of Web Sessions in Each Direction
different gueue management policies. Fig. 21. Average goodput for the Web sessions in the forwéettion. The

. number of Web sessions in both directions varies from 1 toA0flows
Fig. 22 shows the results for the case when the forward path .. +cp/reno.

and the reverse path have different number of Web sessions. The

number of Web sessions in the forward path varies from 1 to 6 hen competing with long-lived TCP flows, short-lived flows

while the number of Web sessions in the reverse path is kep& d to get higher goodput with RED than Wi’th DT. This is de-

10. As we can see, the results is q_ualltatlvely S|m|lgr to Fig. 2 irable because short-lived flows typically belong to interactive
We can summarize the results with two-way traffic as foIIow§Veb browsing sessions

« When the congestion level in the ACK path is high, TCP tends\y e competing with TCP traffic, bursty UDP traffic tends to

to get higher goodput with RED than with DT. get lower loss rate with RED than with DT. Meanwhile, smooth

« When the congestion level in the ACK path is low but thgpp raffic tends to get higher loss rate with RED than with DT,

congestion level in the data path is sufficiently high, TCP tenfl§; 5,ch increase is often less significant compared to the case

to get comparable goodput with RED and with DT. when competing with TCP/Sack traffic under DT queue man-

« When the congestion levels in both the ACK path and the dajgoment.

path are low, TCP tends to get slightly lower but still comparabl€é\y/hen ECN-enabled traffic compete with non-ECN-enabled

goodput with RED than with DT. traffic, ECN-enabled traffic can receive up to 30% higher good-
put.
VI. CONCLUSIONS ANDFUTURE WORK « For TCP flows with different RTT's, RED in general tends to

In this paper, we use extensive simulations to explore the ireduce the bias against long-RTT bulk transfers. For short data
teraction between RED and five types of heterogeneity, as wiedinsfers with different RTT’s, RED neither helps nor hurts.
as the impact of such interaction on the user-perceived end-toWhen the ACK path is congested, TCP gets higher goodput
end performance. Our results show that: with RED than with DT.
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