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Abstract— This paper considers the problem of dynamically establish
ing dependable connections (D-connections) with specifiddilure restora-
tion guarantees in wavelength-routed wavelength-divisio multiplexed
(WDM) networks. We call a connection with fault tolerant requirements
as a D-connection. We recommend using a pro-active approado fault
tolerance wherein a D-connection is identified with the estalishment of a
primary and a backup lightpath at the time of honoring the connection re-
quest. However, the backup lightpath may not be available ta connection
throughout its existence. Upon occurrence of a fault, a fald connection is
likely to find its backup path available with a certain specified guarantee.

We develop algorithms to select routes and wavelengths totablish D-
connections with specified failure restoration guaranteesThe algorithms
are based on a technique callegirimary-backup multiplexing We present
an efficient and computationally simple method to estimatete average
number of connections per link for which the backup paths arenot read-
ily available upon occurrence of a link failure. This measue is used for
selecting suitable primary and backup lightpaths for a conrection. We
conduct extensive simulation experiments to evaluate thefectiveness of
the proposed algorithms on different networks. The resultsshow that the
blocking performance gain is attractive enough to allow sora reduction in
guarantee. In particular, under the light load conditions, more than 90%
performance gain is achieved at the expense of less than 10%ayantee
reduction.

I. INTRODUCTION

All-optical networks employing wavelength division multi-

the lightpath blocking probability for a fixed number of wave-
lengths is termed as tHightpath establishmeniroblem (LE)

[1]. For these, the establishment is either static (SLE), where
a set of lightpaths is given a priori, or dynamic (DLE), where
lightpaths are established and terminated on-the-fly [1]. A good
routing and wavelength assignment (RWA) algorithm is impor-
tant to improve the performance of wavelength-routed WDM
networks. Several heuristic solutions for the RWA problem are
available in the literature [1], [2], [3], [4]. The routing meth-
ods such as fixed and alternate path routing have been evaluated
analytically and experimentally in [4], [5], [6].

Networks are prone to component failures. Therefore, pro-
viding fault tolerance capability to the connections is an impor-
tant issue to be studied. We call a connection with fault tolerant
requirements as a D-connection. In this paper, we focus on the
problem of establishing D-connections with specified failure
restoration guarantees in WDM networks with dynamic traf-
fic demands. The objective is to improve the network blocking
performance by allowing some reduction in restoration guaran-
tee.

II. DYNAMIC TRAFFIC AND FAILURE RESTORATION

plexing and wavelength routing are a promising candidate for | g network with dynamic traffic demand, connection re-

future WANs. These networks offer the advantages of wavguests arrive to and depart from the network dynamically in a
length reuse and scalability. ightpathis an ‘optical commu- random manner. In response to new requests, lightpaths are
nication path’ between two nodes, established by allocating tgtablished. A request may correspond to a single application
same wavelength throughout the transmission path [1]. and the entire lightpath bandwidth may be used exclusively by

A lightpath is uniquely identified by a wavelength and &. The dynamic traffic demand also results in several situa-
physical path.The requirement that the same wavelength myshs in transport networks as discussed in [7]. First, it may
be used on all the links along the selected path is known gscome necessary to reconfigure the network in response to
thewavelength continuity constrainThis constraint is unique changing traffic patterns. Second, with the rise in broadband
to the WDM networks. Two lightpaths can use the same fibgaffic it is expected that the leased-line rates for private vir-
link, only if they use different wavelengths. If two nodes argual networks and Internet service provider links will reach 2.5
connected by a lightpath, a message can be sent from one ngigs and higher. The demand for such services will change
to the other without requiring any buffering and electro-opticaljith time. Recently, there has been a growing interest in in-
conversion at the intermediate nodes. In other words, a messggigrated IP/WDM routing [8]. In IP- over-WDM networks, a
is transmitted in one (light)hop from the source to the destingexible virtual topology is used on the optical layer. The vir-
tion. We assume that no wavelength converters are available@| topology changes frequently in response to the changes in
the routing nodes. the IP traffic patterns. The virtual topology is basically a set of

The problem of establishing lightpaths with the objective dfghtpaths. In a flexible virtual topology, the connections on the
minimizing the required number of wavelengths or minimizingptical layer (lightpaths) are short- lived. In [9], a distributed
control protocol for routing lightpaths for realizing a flexible
virtual topology to carry ATM traffic has been discussed.

We consider the single-link failure model in our study. We
use a technique callgdimary-backup multiplexinépr dynam-
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ically establishing dependable connections with specified faikhich does not use the failed components is selected and es-
ure restoration guarantees combining the advantages of bothtidglished if available. This has an advantage of low overhead in
pro-active and reactive methods. When no connection is pithre absence of failures. However, this does not guarantee suc-
vided with a backup lightpath, the failure restoration guaranteessful recovery, as the attempt to establish a new connection
is said to be zero. In this case, upon occurrence of a link failray fail due to resource shortage at the time of failure recovery.
ure, all the connections that use the failed link are terminatefilso, in case of distributed implementation, contention among
If a failed connection between a node- pair needs to be estabnultaneous recovery attempts for different failed connections
lished, then a new connection request is generated. If evenay require several retries to succeed, resulting in increased
connection is provided with a backup lightpath, then the failuneetwork traffic and service resumption time.

restoration guarantee is said to be 100%. In case of the speciTo overcome the above difficulties, pro-active methods can
fied failure restoration guarantee, a failed connection will hau®e employed. In thend-to-end detouringro-active method, a

its backup lightpath readily available with a certain guarantebackup connection is established between two end nodes of a
which could be less than 100%. primary connection. The backup connection takes over the role

The motivation for our work is based on several facts. Firsef the primary connection when the primary connection fails.
the faults do not occur frequently in practice to warrant fulEach backup connection reserves its own spare resources, so
reservation. In such a case, reserving a backup lightpath (ewbat there will be no conflict among multiple path recovery at-
with backup multiplexing) for every connection is wasteful angempts. Since the backup connection is established before the
it leads to increased blocking of connection requests. Secoff@i|ures actually occur, one can use it immediately upon occur-
at any instant of time, the number of connections that requifence of a failure in the primary, without invoking the time-
fault tolerance critically is very few. For such critical con-consuming connection re-establishment process. Hence, the
nections the backup lightpaths could be established (with failure recovery delay of this pro-active method is much smaller
backup multiplexing) and for others the restoration guarantéading to fast recovery. However, this method reserves exces-
could be less than 100%. sive resources.

In this paper, we develop algorithms for routing dependable In [10], a resource sharing technique, calleaickup mul-
connections with specified failure restoration guarantees. \Alexing has been proposed to minimize the spare resources
present an efficient and computationally simpler method to ggquired on a link. It reserves only a small fraction of link-
timate the average number of connections per link which dgsources needed for all backup connections traversing the link.
not have their backups readily available upon occurrence ofl&is method is used to establish dependable connections in an
single link failure. This measure will be used for selecting sui€fficient way in terms of amount of spare resources. A depend-
able primary and backup lightpaths for a connection. The prgble connection (a-connection for short) consists of a pri-
posed algorithms are flexible to choose a trade-off between th@ry connection and one or more backup connections. Each
blocking performance improvement and guarantee reductid}ckup connection remains as a cold standby until it is acti-
We conduct extensive simulation experiments to evaluate tiated. The idea behind the backup multiplexing is that two
effectiveness of the proposed algorithms on different networkgackup connections can share the resource on a link, if their

The rest of this paper is organized as follows. The relat&esponding primary connections do not fail simultaneously.
work on the fault tolerant routing problem are discussed ihMiS happens when they do not share any link, for a single link
Section Il . The backup multiplexing and primary-backup muif@ilure model. _ _
tiplexing techniques are explained with illustrations in Sec- !N [11], some mechanisms to detect and isolate faults such as
tion IV. In Section V, the proposed estimator function is gefiber cuts and router failures have been presented. The problem

scribed. The proposed algorithms are discussed in Section 9f fault tolerant design of WDM networks has been addressed
The results of the simulation experiments for various networi8 [12], [13] for static traffic demand. Here, a set of connection

are discussed in Section VII. Finally, some concluding remark8AUests is given a-priori and lightpaths are assigned for them.
are made in Section VIII. For every active lightpath, a set of backup lightpaths is prede-

termined to handle all possible fault occurrences. The objective
of these design algorithms is to minimize the required spare re-
sources such as wavelengths and fibers in order to incorporate
The fault-tolerant routing problem for the dynamic traffic hagault tolerance. These algorithms can afford to be computa-
been earlier addressed for non-WDM networks such as ATNbnally expensive as they are run off-line. On the other hand,
networks. Some of the existing approaches for fault-toleratite dynamic routing schemes must use simpler and faster algo-
routing have been surveyed and a pre-routing scheme baseditihms because, in a dynamic traffic environment, short-lived
backup multiplexindgpas been proposed in [10]. When a link oiconnections are setup and torn down frequently. Some dy-
node fails, all the connections currently using this link or nodeamic algorithms for fault-tolerant routing in WDM networks
fail. The methods for recovering from the failure can be broadlyave been recently proposed in [9], [14]. These algorithms use
classified into reactive and pro-active methods. The reactidéstributed protocols to find routes avoiding the faulty compo-
method is the simplest way of recovering from failures. In thigents. Basically, these algorithms are ‘reactive’ in nature and
method, when an existing connection fails, a new connectifind a new route after the occurrence of component failures.

IIl. RELATED WORK



IV. MULTIPLEXING TECHNIQUES failure will fail at most one of them. Therefore, their backup

In this section, we describe the backup multiplexing anl- htpaths can share any edge. For example, the @age2 on

- : : - oy : the wavelengthw; is shared by all the three backup lightpaths.
-back Itipl tech th illustrat .
primary-backlip muttipiexing techniques with ffustrations The conflict vector associated with the chanbiel 2 on w;

A. Definitions has 1's in positions that correspond to the links, 0-1, 1-4, 0-3,

) , and 4-2. This means that any connection whose primary light-
We now define terms that are needed to describe the muBﬁth uses any of these links can not use the channel2 on

plexing techniques and also the proposed algorithms. w: for its backup.
Definition 1: A link refers to a fiber in the network. A wave-
length channel (also called a channel) refersto a wavelength&n
a link. A physical path consists of a sequence of links. A light="
path consists of a sequence of channels with all the channelghe primary-backup multiplexing technique allows a pri-
using the same wavelength. mary lightpath and one or more backup lightpaths to share a
Definition 2: The path vectoP of a lightpath defines the setchannel. By using this technique, increased number of con-
of links used by the lightpath. If is the number of links in nection requests can be satisfied at the expense of reduction
the network thenP is an L-bit vector,< pop:...pr—1 > and in failure restoration guarantee. A connection loses its backup
the bit value of 1 in position means that link is used by the lightpath and becomes an orphan when a channel assigned to
lightpath. its backup lightpath is used by some other primary lightpath.
Definition 3: The conflict vectolC' of a channel defines the In a dynamic traffic scenario, an orphan can again become
set of links used by the primary lightpaths that correspond tafe when the primary lightpaths using some channels of an
the backup lightpaths multiplexed onto the channel.Llis  orphan’s backup path terminate. A connection loses its recov-
the number of links in the network thefi is an L-bit vector, erability only when the following three events occur simulta-
< cocq...c—1 > and the bit value of 1 in positionmeans that neously. 1) a link fails 2) the failed link is used by its primary
link 4 is used by a primary lightpath that corresponds to somightpath, and 3) the connection is an orphan. However, such
backup lightpath traversing the channel. a situation is less probable. Also, except under the heavy load
Definition 4: A channel is said to be dirty if a primary light- conditions, upon occurrence of a link failure, an orphan connec-
path and one or more backup lightpaths use it. Otherwise, ittisn may be able to find a new backup lightpath, if the search
said to be pure. process is invoked.
Definition 5: A connection is called an orphan if its backup |n order to maximize the recoverability of connections, the
lightpath is not free, i.e. it traverses one or more dirty ChannebFimary-backuptechnique may be used only if routing a new D-

Primary-Backup Multiplexing

A connection that is not an orphan is said to be safe. connection fails. If the primary lightpath of a new connection
Definition 6: A channel is said to be weak if it is used by thes routed on a channel that is being shared by backup lightpaths
primary lightpath of an orphan. of some existing connections, then those connections become

Definition 7: The weak channels induced by a dirty chanerphans. If the backup lightpath of a new connection is routed
nel are the channels used by those primary lightpaths whasi¢a channel that is being used by a primary lightpath of an ex-
backup lightpaths use the dirty channel. isting connection, then the new connection becomes an orphan.

Definition 8: The weak channels induced by a lightpath are \we jllustrate this technique with an example. Consider a net-
the set of all the_dlstmct weak channels induced by the dirfyork with five nodes and two wavelengths per fiber as shown
channels on the lightpath. in Fig. 2. The figure shows four pairs of lightpaths. Assume
that initially, the connections p;,b; >, < p2,b2 >, and
< ps3, bz > are routed. When a new request arrives for a con-

In order to use the wavelength channel resources efficienthgction from node 1 to node 2, there does not exist a free route
the backup multiplexing technique can be used. Two backifgr a primary-backup lightpath pair. This request is rejected if
lightpaths can share a channel if the corresponding primamg primary-backup multiplexing is used. By using the primary-
lightpaths do not fail simultaneously. We consider the singléackup multiplexing technique, this request can be honored by
link failure model. Therefore, if two primary lightpaths areallocating the paik p4, bs > as shown in the figure. The pri-
link- disjoint, their backup lightpaths can be multiplexed ontonary lightpathp, traverses channels used by the backup light-
the same channel. We illustrate this technique with an exapathb; and hence the connectien p;, b3 > becomes an or-
ple. Consider a network with 5 nodes and two wavelengths phan. In this case, the channéls+ 4 and4 — 2 onw,; are
andw; as shown in Fig. 1. The figure is a layered graph remlirty. Alternatively, the new connection request can be honored
resentation of the network with two wavelength layegsand by allocating the paik p4, bs > as shown in Fig. 3. Here, the
wy. The figure shows three pairs of lightpathks,pi,b:1 >, backup lightpatths uses a channel used by the primary light-
< ps, by >, and< ps, bs > whereb; is the backup path of the pathp; and hence the new connection is also an orphan. In this
primary pathp;. While the path®; andp- use the wavelength case, the channél— 4 onwy is dirty. It can be noted tha,
wyp, the pathes, b1, b2, andbz use the wavelengtiv;. All the can not be routed owm; asps andp; are not link-disjoint and
three primary lightpaths are link- disjoint and any single lintbbecause of this reasoby, andbs can not be multiplexed on the

B. Backup Multiplexing



Fig. 3. lllustration of the Primary-Backup Multiplexingdenique: Case-2.

D edges n,

Kedges

Fig. 4. Estimating the number of weak channels induced bytla pa

A. Need for an Estimator Function

Fig. 2. lllustration of the Primary-Backup Multiplexingdienique: Case-1. In order to compute the number of weak channels induced
by L,, we need to keep the identity of all the backup lightpaths
that are multiplexed onto a channel. Keeping track of identity

links 1 — 4 and4 — 2 onw;. of the backup lightpaths on various channels and finding the set
of distinct backup lightpath®,, is computationally expensive.
V. COMPUTATION OF THENUMBER OF ORPHANS However, keeping track of the number of backup lightpaths and

the sum of the hop-count of their corresponding primary light-

When a backup lightpath of a connection is routed on a chapaths can be done with simple operations. However, this has
nel that is being used by some other primary lightpath, the coa-shortcoming. Since the same backup lightpath can traverse
nection itself becomes an orphan. This means that on every limiore than one edge df,, counting the number of distinct
used by the primary lightpath of the connection, a weak chahackup lightpaths itB,, and also the number of channels used
nel (and also an orphan) is created. When a primary lightpathdyg their corresponding primary lightpaths is not trivial. There-
routed on a channel carrying a set of backup lightpaths, the cdare, we need to make a compromise between the complexity
nections that require these backup lightpaths become orphaarsd the accuracy of computing the number of induced weak
Our goal is to minimize the number of orphans on a link sohannels. A computationally simpler heuristic function, which
as to maximize the failure restoration guarantee. To do so, wan estimate the number of induced weak channels accurately,
need to know the effect of setting up a new primary path on thig highly desirable.
number of orphans. LeB, be the set of distinct backup light- We develop a computationally faster heuristic method to
paths that use some edges of a primary lightggthThe sum make an estimation of the number of weak channels induce
of hop lengths of the primary lightpaths that correspond to thehen a primary lightpatli,, is established. This can be used to
backup lightpaths from the sé%, gives the required number of estimate the average number of orphans created per link. The
weak channels induced Wy,. proposed estimator function us@$H) number of operations,



whereH is the hop length oL,,. The value ofk; ; is then computed als; ; = k; x r X ¢;

We choose appropriate values &, D and! depending on
B. The Estimator Function the topology and hop-counts of the alternative routes and make
r a constant. An appropriate choice of these values will make
Fe computation ok; ; andt; simpler. The value oD and/
ends on for any given value of. However, the range of
sible values oD and ! is small and also the deviation of
the assumed value dp + I from the actual value is not sig-
ﬁ‘ﬁicantly comparable with.. Therefore, choosing a constant
Y&iue forr does notintroduce any significant error. Our experi-
: . ) ) o mental results presented in Section V confirm it. Note that the
Consider a primary lightpath,, whose edges includg j + 1, ggtimator function is a heuristic only. Instead of considering
i — 1, andi as shown in Fig. 4 _ _ as a constant, we can compute it for every possible valye of
Let n; be the number of backup lightpaths multiplexed ontg, 5 given;. But, this increases the complexity of the estimator

We now describe a method to estimate the number of d
tinct backup lightpaths iB,,, denoted byV (B,). We also ex- e
plain how the same method can also be used to estimate ﬂgg
number of weak channels induced by by keeping track of

correspond to the backup lightpaths that are multiplexed ont
channel.

edgei. , function.

Letm; be the number of backup paths that use edgyed con- o prefix suns; is defined and computed as
tinue to the next edge+ 1. S; = ko + Ky + ... + ki

Lete;, 1 <i < H — 1 be the number of backup lightpaths thatrpe yalue of; is then computed as

use edge and does not use any of the edges 0 throughl. ti=S" 2k =1 x g x Si_s

The value ok, is ng. The value of; isny — mo. ' =070 ' '

The value ofV (B,,) is computed a®v(B,) = Y., e;
Computing the Number of Orphans

Computation of e; ) The above estimator function can also be used to determine
The value of; for edge: can be estimated as follows. the number of weak channels created by routing a primary
Lett; be the number of backup paths that use some £dge,  |ightpathZ, with slight modificationss. Let; be used to denot
use edge, but do not use any of the edges the number of weak channels induced by eglgEhis value is
J+1L+2,.0—1 nothing but the total number of channels used by those primary
The value of; is computed as; = n; — ¢; — m;_1. lightpaths whose backup lightpaths are multiplexed onto edge
] 1. Letm; be used to denote the number of common weak chan-
Computation of ¢; nels induced by edgeand edge + 1. Let the other variables
The value of; is computed as follows. be changed accordingly. . is the number of weak channels

Let k; be the number of backup paths that use efigaut do  induced by, and every link is equally likely to be the failed
not continue to the next edget 1. Thereforek; = n; —m;. |ink, then the average number of orphans created per link by

Letk;,; be the number of backup paths that use eflged use estaplishingl.,, is given bym/ L, whereL is the total number
edge: without using any of the edges of links in the network.

I R
. function Estimaté L,, )
We now explain how the value @f;; can be computed. Given a pathL, with H edges and theis andm values.

Let D be the degree of the end vertexf edgej, I be the This procedure estimates the number of weak channels induced
number of | intermediate edges on the pathbetween and in- py Ly.

cludingj + 2 andi — 2, and L be the total number of links step 1: (* process edges 0 and 1 *)

in the network. Let an arbitrary path among thek; paths €0 & No; €1 < n1 —mg; val « ey + e
traversesX edges excluding the edges incidentwonWe as- ko + no — mo; ki < ni —maq;
sume that, other than th® edges incident om and theI in- Sy — ko; Si <+ ko + ku;

termediate nodes, every edge is equally likely to be traversggp 2: (* process edges 2 througfh— 1 *)
by it.Although this assumption depends on the factors such as Fori=2toH — 1 do

the topology of the network and the choice of alternative routes begin

for the node-pairs, it is not unrealistic as the value and range If n;=0 then g; « 0; else g; + ==t
of I is small for practical networks, and also amabgedges i1 X qi X S '
incident onu, one or two are traversed lpyand the other edges €y —t; —mi 1
cannot be traversed by it.On such a patledge: appears with val < val + e;
the probabilityr = ;—F7- ki « ng —my

If ¢; denotes the probability that a backup path on edipes Si— Si + ki

Ni —Mi—1

not enter from edgé— 1, thenitis calculated ag = vt end
for n; # 0, otherwiseg; = 0. The probability that the path  step 3: Return(al)
enters edge other than edgé — 1 is then given by x g;.



VI. PROPOSEDALGORITHMS
; function Cos( L, Ly )
P9 his function computes the cost of a
lightpath-pair< Ly, L > .
%tep 1: (* Compute the cost @f, *)
ry- Cp+0; Ny 0
For every edge of L, do
begin
If iisfree
then C, < Cp +1
else if ¢ is used by a primary lightpath
then C), < oo
If 7is used by a backup lightpath
then N4« N+ 1 (*adirty edge is used *)

We now describe the key idea and working of the
posed algorithmsl.imited AverageOrphans (LAO)and Lim-
ited_Orphans (LO) These algorithms use backup multiplexin
for efficiently using the wavelength channels and use primal
backup multiplexing for improving the blocking performance
with specified failure restoration guarantees. The key idea be-
hind the LAO algorithm is to ensure certain restoration guar-
antee by limiting the average number of orphans created per
link upon occurrence of any single link failure to a predefined
value. Thd_O algorithm ensures this by limiting the number of
orphans on any link to a predefined value. The algorithms basi-
cally use alternate routing method. For every pair of source and
destination, a set of alternative routes (also referred to as can-
didate routes) is pre-computed off-line. The candidate routeF end
for a source-destination pair are chosen to be link-disjoint BoP 2: ( Compute the cost f, *)

Cy < 0; P <« Path vector ofL,,

incorporate fault tolerance. .
P For every edge of L, do

. : begin
A. Description of th&_AO algorithm C  Conflict vector ofi
When a new request arrives forla-connection between a If iisfree
source-destination pak s,d >, a primary-backup lightpath- then Cp, «+ Cp +1
pair< L,, L, > is to be chosen to satisfy the request. Itis cho- else if PbitAND C # 0 then Cy < oo
sen in such a way that it is admissible and its cost is minimal. If 4isused by a primary lightpath
We say that the network state is safe, if the average number of then N; «+ Ny + 1 (*adirty edge is used *)

orphans per link does not exceed a predefined orphan threshold  end

valueT'. A lightpath pair is said to be admissible, if its estabstep 3: (* Return the cost of the lightpath pair *)
lishment does not take the network into an unsafe state. This  Return (C,, + Cy + Penalty — Cost x Ny ).
algorithm has two components: cost computation and admissi-

bility test. Admissibility Test
The admissibility test for a pai L, L, > is performed as
Cost Function follows. The algorithm keeps track of the values of the num-

The cost of the primary lightpath,,, denoted byC,,(L,), is  ber of weak channels induced by a channel and the number of
the number of free channels used by it. Itis to be noted that theak channels in common among those induced by a channel
channels used by it are either free or used by some backup ligad the next channel. This information is updated whenever a
paths. If any channel is used by some other primary lightpatbackup lightpath is established and released. The updation re-
the cost becomes infinity. If a channel carries some backgpires only a constant number of operations for a channel on
lightpaths, it becomes dirty. the backup lightpath. It computes the approximate value of the

The cost of a backup lightpath, for a given primary light- number of orphans per link, denoted by, .. Initially the value
pathL,, denoted by, (L, L,) is defined as the number of freeof L,,, is zero. Letz andy be the number of orphans created
channels used by it. If a channelis free, then the cost of usingir link by L, and L;, respectively. IfL, traverses at least
is 1. If a channel is currently used only by a primary lightpatlgne dirty channel, then the number of weak channels induced
then the channel becomes dirty. If a channel is currently usbgl L,,, m is computed using the estimator function. The value
by a set of backup lightpath then it can be used b, with  of = is then computed a§ . If the backup lightpatii;, has at
no extra cost, if and only if its primary route is link-disjointttv  least one dirty channel, then the weak channels induced by it
the primary route of each and every backup lightpath in the sate nothing, but the channels usedlby If 4 is the hop length
S. In other words, the bit-AND operation of the conflict vectowof L,, then the value of is computed ag . The pair is admis-
of the channel and the path vector of thg should yield 0 in  sible if L,,, +  + y does not exceed the orphan threshold value
order for L, to use the channel. The cost offaconnection T.
using the primary-backup lightpath pair L,, L, > is given The choice of a value for the orphan threshold paraniBter
by has an effect on the acceptance rate and failure restoration guar-
Cp(Ly, Ly) = Cp(Ly) + Cy(Lsy, L) + PenaltyCostiVg, antees of connections. A low value férwill result in lower
where PenaltyCost is the cost of a dirty channel afds the acceptance rate and higher restoration guarantee. On the other
number of dirty channels on both the primary and backup lighttand, a high value fof" will result in higher acceptance rate
paths. The value chosen for PenaltyCost is such that it is largerd lower restoration guarantee. Therefore, we can achieve a
than the cost of any lightpath-pair with no dirty edges. desired tradeoff between the network performance and restora-



tion guarantee by choosing an appropriate valugfor is different from that used by thieAO algorithm. A lightpath
pair is said to be admissible by this algorithm, if establishing

function AdmissibilityTestL,, Ly, T it does not result in the number of orphans on any link exceed-

This function checks if the pak L,, L; > is admissible. ing the orphan thresholfl. While theLAO algorithm limits the

The orphan threshold value1s average number of orphans per linkKiotheLO algorithm lim-

stepl: m<+ 0; h<« 0 its the number of orphans on any linkTa So, this algorithm

step 2: If L, traverses a dirty channel guarantees that the number of orphans created upon occurrence
then m «+ Estimate( L), ) of any link failure is at mosft".

step 3: If L, traverses a dirty channel It does not make any estimation of the average number of
then h « Hop.length( L, ) orphans per link. Instead it computes the actual number of or-

step4: IfT > Lopp + mT“’ phans on any link. This is possible, as this algorithm keeps
then Return$uccess track of the orphans on every link. Also, it keeps the identity of
else ReturnKail) the connections whose backup lightpaths are multiplexed onto

a channel. It is therefore computationally more complex. It is
The algorithm chooses the minimum cost pair among thosaso less amenable for distributed implementation as it requires
which is admissible. Once the pair is established, the value @ibbal network state information.
L., is updated by adding + y to it. When, L,, is released,
the number of orphans per link induced by it (sely is cal- Admissibility Test
culated andL,,, is updated by subtracting’ from it. It is To decide the admissibility of a lightpath pair L,,, L >,
to be noted that the computation offor L,, does not require the following steps are followed.
the global knowledge, i.e. it is computed independent of other 1. Determine the set of connections whose backup light-

existing connections. It may so happen thgtuses a channel paths use some dirty channel(s) 6p. Call this set as
thatis used by a backup lightpalj of some connection which S. If Ly has any dirty edge then add the new connection
was already made orphan by some other lightggth In that < Ly, Ly > tothe set. . _

case, orphan count is redundantly updated_hy This would 2. LetS; be the set of links used by the primary lightpaths
introduce an error in estimating,,,. However, this error is of the connections iis'.

corrected wherl,,, is released beforé{; is released, as a sim- 3. Tempor_arily transform the network state into a new state_

ilar situation arises. If.] is released first, then the error gets by mal_rk|hr:g atf] we]?tI:], the chantr_]els t_hzithares utsed by the pri-

corrected by the following updation. When a backup lightpath 4 nﬂ‘irr}\/el?hepr?ursboer o? szr;rllegr:gzﬁg;s 0?1 e?/er link from

is released, the number of distinct primary lightpaths traversed .th S d " d th han th h%dth

by it (sayn') is computed using the estimator function with a € Selo; does not exceed he orphan thres ". nen

suitable definition of the variables used. This backup lightpath the pair < Ly, Ly > is admissible. Otherwise, it is not

would have been counted by thé number of primary light- admissible.

paths, and hence the value bf,, is updated by subtracting VIl. PEREORMANCE STUDY

% from it. Here,h is the hop length of the primary lightpath

that corresponds to the backup lightpath to be released.
The following features make tHeAO algorithm attractive:

We evaluate the effectiveness of the proposed algorithms by
extensive simulation. The simulation networks considered are
. o _ . .the 21-node ARPA-2 network with 26 duplex links aand 16-
1. The estimator function is computationally simpler. Thig,qe pesh-torus networ with 32 duplex links. A duplex link is

makes the algorithm faster and suitable for dynamic rouJ:'omprised of two simplex links in the opposite directions. Ev-

Ing. . . ery simplex link is assumed to have 8 wavelengths and there-
2. The algorithm does not require global knowledge of nefg e 4 quplex channel consists of 16 wavelength channels.

work state information like how the existing connections The values chosen fo¥ andD -+ I for the Mesh-torus net-

are routgd, the state of the chan.nels and the identity Oftg%rk are 3 and 5, respectively, and for the ARPA-2 network, 4

ba(_:kup lightpaths tha_t are m_ultlplexed c_mtc_) the chann nd 6, respectively. The connection requests arrive at a node as

This makes the algorithm suitable for distributed implez pisson process with exponentially distributed holding time

mentation. _ _ with unit mean. Every node is equally likely to be a destination
3. The algorithm is flexible to choose a desired tradeoff bew 4o tr 4 connection request

tween the network performance and the failure resmraﬂ%rformance Metric

guarantee. We use two metricrelative performance gainandreduc-

tion in guarantee, to measure the performance of the pro-
posed algorithms. We compare the performance of the pro-
The LO algorithm also chooses the minimum cost lightpatposed algorithm with that of the zero-percent-guarantee al-
pair among all the admissible pairs to satisfy a new connectigorithm and the 100-percent guarantee algorithm. The zero-
request. The cost of a lightpath pair is calculated in the sarpercent-guarantee algorithm does not provide any backup light-
way as thé AO algorithm. However, the admissibility criterion path for the connections. The 100-percent-guarantee algorithm

B. Description of thé.O algorithm



provides backup lightpath for every connection. While ituses _ 1% /’ " P A S

backup multiplexing for improving the blocking performance, £ e

it does not use primary-backup multiplexing. 3 80 | T * * ]
Let by be the connection blocking probability of the zero- %

percent-guarantee algorithrby,gg be the connection blocking % A : )

probability of the 100-percent-guarantee algorithm, artoe s e S § x : 1

the connection blocking probability of the proposed algorithm. g < x

The relative performance gain is calculatedz%)%‘%. The 8 y

reduction in guarantee is defined as the probability that a con- g~ 40} r’j"fjsig ]

nection does not find its backup lightpath readily available upon é rj (LBain

occurrence of a link failure. S 20l r:rIoI G%Slﬁ e

& 1=10, Loss
Numerical Results e |l

We plot the percentage of performance gain and guarantee 0 t t : t t t
reduction as a function of orphan threshdld Theoretically, 2z 4 8 1z 1418
the value ofT" can go upto 16. In practice, the number of or-
phans on an individual link may be as high as 16. but the avé&ig- 5. Performance of theAO algorithm under different loading conditions
. L . for the Mesh-torus network.
age number of orphans per link may be less. This is reflected in
the performance curves. The curves in case of/tH€) algo- 100

8 10
Orphan Threshold

rithm level off for a smaller value df' when compared to those ¢ — Da R —
in case of thel.O algorithm. g A
The performance of theAO algorithm is plotted in Fig. 5 E 80 t e * * * 1
for the Mesh-torus network. The relative performance gain and §
reduction in guarantee for three different arrival rates per node g - g x x x x
(r), 4,7, and 10 are plotted as a function of the orphan thresh- § 60 ¢ e |
old . The chosen arrival rates reflected the light, medium, = ¥
and heavy traffic load conditions of the network. For the 100- © wy F 1=4.Gain —— 1
percent-guarantee algorithm (with backup multiplexing), these g ‘ :71, é%slﬁ e
arrival rates correspond to the blocking probability of 0.024, £ / 1=7, Loss
0.224, and 0.372, respectively. 5 2f =10, Gain -
The curves show that under light load conditions, more than % ’
90% performance gain can be achieved at the expense of less® e
than 10% reduction in guarantee. This is because, when the . s s 10 1 u
load is light, the number of backup lightpaths multiplexed on a Orphan Threshold

dirty channel is less _and th_e shorter-hop routes are mor? |Ik(:"',_|. . 6. Performance of theAO-actualalgorithm under different loading con-
to be used by the primary lightpaths. Therefore, at any instant gjtions for the Mesh-torus network.
of time, the number of weak channels per link is very less and
also the number of orphan connections in the network is also
very less. As the traffic loading increases, the gap betweenThe performance of theO algorithm is plotted in Fig. 7 for
these two metric decreases. However, even for the heavy Idhé Mesh-torus network. We observe that the curves change
condition, the performance gain is more when compared to telowly before level off, when compared to that of th&O al-
reduction in guarantee. This demonstrates the usefulness of@iaithm. The reason is as follows. The® algorithm limits the
algorithm. number of orphans on every link whereas th&O algorithm

To evaluate how good and accurate the estimator function lignits the average number of orphans on a link. Therefore, the
we plot the performance of the algoritirAO-actualin Fig. 6.  LO algorithm is more restrictive than the other one and hence
This algorithm is the same as thé\O algorithm except that the the rate of change of curves is slower.
the average number of orphans per link is actually measuredThe performances of theAO, LAO-actual and LO algo-
instead of estimated. It is observed that the estimator functiathms for the ARPA-2 network are shown in Fig. 8, 9,and 10,
is accurate except when the traffic load is high and the threshofpectively. The relative performance gain and reduction in
value is small. The reason for this can be explained as follonguarantee for three different arrival rates per nodg 0.75,
When the threshold value is less, the error introduced by tie50, and 2.25 are plotted as a function of orphan thresHold
estimator function is comparable to the threshold value, conseae chosen arrival rates reflected the light, medium, and heavy
quently, the result of admissibility test goes wrong. Also, if théraffic load condition of the network. For the 100-percent-
load is high, the number of connections arrived during the pguarantee algorithm (with backup multiplexing), these arrival
riod of error will be high. However, the error does not diminishrates correspond to the blocking probability of 0.052, 0.244,
the usefulness of the algorithm based on estimator function. and 0.389, respectively. The results demonstrate the usefulness
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Fig. 7. Performance of theO algorithm under different loading conditions for Fig. 9. Performance of theAO-actualalgorithm under different loading con-
the Mesh-torus network. ditions for the ARPA-2 network.
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Fig. 8. Performance of theAO algorithm under different loading conditions Fig. 10, Performance of theO algorithm under different loading conditions
for the ARPA-2 network. for the ARPA-2 network.

of _the. proposed algorithms. We notice that the performangsuse although a duplex link has 16 channels, not all of them
gain is more for the ARPA-2 network when compared to thﬁre used by primary lightpaths. We also notice that the change

Mesh-torus network. The reason is as follows. The ARPA<g g,y for AlgorithmLO as it is more restrictive and limits the
is a sparsely connected network. The connections are Ionwarmb(_)r of orphans created on the links individually.
and the number of possible link-disjoint connections for any

source-destination pair is less. Therefore, the usefulness of a
mere backup multiplexing is less in sparsely connected net-
works and using the primary-backup multiplexing technique In this paper, we have addressed the problem of dynamically
will result in acceptance of increased number of connectionsestablishing primary-backup lightpaths for dependable connec-
Fig. 11 and 12 depict the average number of orphans creataxhs in wavelength-routed WDM networks with specified fail-
per link by theLAO andLAO-actualalgorithms vs the orphan ure restoration guarantees. We developed different algorithms,
threshold parametef|) for different traffic load conditions for which are based on a new technique calfgtmary-backup
the Mesh-torus and ARPA-2 networks, respectively. Fig. I@ultiplexing. The key idea of our algorithms is to limit the
and 14 depict the average number of orphans created per Imkmber of connections that will not have their backups readily
by theLO algorithm vs the orphan threshold parameteyfor available when a fault occurs to a pre-defined threshold value.
different traffic load conditions for the Mesh-torus and ARPA-2Ve define such connections as orphans and consider only a sin-
networks, respectively. From these plots, we observe that whgle link failure. To estimate the number of orphans at the time
the load is light, the number of orphans created per link is venf establishing a connection, we developedeatimatorfunc-
low and less than one. As the load increases, the number of tien. This function is computationally simple and does not re-
phans per link also increases. However, the number of orphangre any global knowledge of the Network State. The effec-
level off indicating that maximum loss is bounded. This is beiveness of the algorithms have been evaluated using extensive

VIII. CONCLUSIONS
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Fig.

simulation experiments on the Mesh-torus and ARPA-2 net-
works. The results show that under light load conditions, mofé

than 90% performance gain can be achieved at the expense of

less than 10% reduction in restoration guarantee. Our resuits

also show that even under moderate and heavy load conditions,

the performance gain is more when compared to the reductigpn
in failure restoration guarantee.
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