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Abstract—This paper considers the problem of dynamically establish-
ing dependable connections (D-connections) with specifiedfailure restora-
tion guarantees in wavelength-routed wavelength-division multiplexed
(WDM) networks. We call a connection with fault tolerant requirements
as a D-connection. We recommend using a pro-active approachto fault
tolerance wherein a D-connection is identified with the establishment of a
primary and a backup lightpath at the time of honoring the connection re-
quest. However, the backup lightpath may not be available toa connection
throughout its existence. Upon occurrence of a fault, a failed connection is
likely to find its backup path available with a certain specified guarantee.

We develop algorithms to select routes and wavelengths to establish D-
connections with specified failure restoration guarantees. The algorithms
are based on a technique calledprimary-backup multiplexing. We present
an efficient and computationally simple method to estimate the average
number of connections per link for which the backup paths arenot read-
ily available upon occurrence of a link failure. This measure is used for
selecting suitable primary and backup lightpaths for a connection. We
conduct extensive simulation experiments to evaluate the effectiveness of
the proposed algorithms on different networks. The resultsshow that the
blocking performance gain is attractive enough to allow some reduction in
guarantee. In particular, under the light load conditions, more than 90%
performance gain is achieved at the expense of less than 10% guarantee
reduction.

I. I NTRODUCTION

All-optical networks employing wavelength division multi-
plexing and wavelength routing are a promising candidate for
future WANs. These networks offer the advantages of wave-
length reuse and scalability. Alightpath is an ‘optical commu-
nication path’ between two nodes, established by allocating the
same wavelength throughout the transmission path [1].

A lightpath is uniquely identified by a wavelength and a
physical path.The requirement that the same wavelength must
be used on all the links along the selected path is known as
thewavelength continuity constraint. This constraint is unique
to the WDM networks. Two lightpaths can use the same fiber
link, only if they use different wavelengths. If two nodes are
connected by a lightpath, a message can be sent from one node
to the other without requiring any buffering and electro-optical
conversion at the intermediate nodes. In other words, a message
is transmitted in one (light)hop from the source to the destina-
tion. We assume that no wavelength converters are available at
the routing nodes.

The problem of establishing lightpaths with the objective of
minimizing the required number of wavelengths or minimizing
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the lightpath blocking probability for a fixed number of wave-
lengths is termed as thelightpath establishmentproblem (LE)
[1]. For these, the establishment is either static (SLE), where
a set of lightpaths is given a priori, or dynamic (DLE), where
lightpaths are established and terminated on-the-fly [1]. A good
routing and wavelength assignment (RWA) algorithm is impor-
tant to improve the performance of wavelength-routed WDM
networks. Several heuristic solutions for the RWA problem are
available in the literature [1], [2], [3], [4]. The routing meth-
ods such as fixed and alternate path routing have been evaluated
analytically and experimentally in [4], [5], [6].

Networks are prone to component failures. Therefore, pro-
viding fault tolerance capability to the connections is an impor-
tant issue to be studied. We call a connection with fault tolerant
requirements as a D-connection. In this paper, we focus on the
problem of establishing D-connections with specified failure
restoration guarantees in WDM networks with dynamic traf-
fic demands. The objective is to improve the network blocking
performance by allowing some reduction in restoration guaran-
tee.

II. DYNAMIC TRAFFIC AND FAILURE RESTORATION

In a network with dynamic traffic demand, connection re-
quests arrive to and depart from the network dynamically in a
random manner. In response to new requests, lightpaths are
established. A request may correspond to a single application
and the entire lightpath bandwidth may be used exclusively by
it. The dynamic traffic demand also results in several situa-
tions in transport networks as discussed in [7]. First, it may
become necessary to reconfigure the network in response to
changing traffic patterns. Second, with the rise in broadband
traffic it is expected that the leased-line rates for private vir-
tual networks and Internet service provider links will reach 2.5
Gb/s and higher. The demand for such services will change
with time. Recently, there has been a growing interest in in-
tegrated IP/WDM routing [8]. In IP- over-WDM networks, a
flexible virtual topology is used on the optical layer. The vir-
tual topology changes frequently in response to the changes in
the IP traffic patterns. The virtual topology is basically a set of
lightpaths. In a flexible virtual topology, the connections on the
optical layer (lightpaths) are short- lived. In [9], a distributed
control protocol for routing lightpaths for realizing a flexible
virtual topology to carry ATM traffic has been discussed.

We consider the single-link failure model in our study. We
use a technique calledprimary-backup multiplexingfor dynam-



ically establishing dependable connections with specified fail-
ure restoration guarantees combining the advantages of both the
pro-active and reactive methods. When no connection is pro-
vided with a backup lightpath, the failure restoration guarantee
is said to be zero. In this case, upon occurrence of a link fail-
ure, all the connections that use the failed link are terminated.
If a failed connection between a node- pair needs to be estab-
lished, then a new connection request is generated. If every
connection is provided with a backup lightpath, then the failure
restoration guarantee is said to be 100%. In case of the speci-
fied failure restoration guarantee, a failed connection will have
its backup lightpath readily available with a certain guarantee,
which could be less than 100%.

The motivation for our work is based on several facts. First,
the faults do not occur frequently in practice to warrant full
reservation. In such a case, reserving a backup lightpath (even
with backup multiplexing) for every connection is wasteful and
it leads to increased blocking of connection requests. Second,
at any instant of time, the number of connections that require
fault tolerance critically is very few. For such critical con-
nections the backup lightpaths could be established (with no
backup multiplexing) and for others the restoration guarantee
could be less than 100%.

In this paper, we develop algorithms for routing dependable
connections with specified failure restoration guarantees. We
present an efficient and computationally simpler method to es-
timate the average number of connections per link which do
not have their backups readily available upon occurrence of a
single link failure. This measure will be used for selecting suit-
able primary and backup lightpaths for a connection. The pro-
posed algorithms are flexible to choose a trade-off between the
blocking performance improvement and guarantee reduction.
We conduct extensive simulation experiments to evaluate the
effectiveness of the proposed algorithms on different networks.

The rest of this paper is organized as follows. The related
work on the fault tolerant routing problem are discussed in
Section III .The backup multiplexing and primary-backup mul-
tiplexing techniques are explained with illustrations in Sec-
tion IV. In Section V, the proposed estimator function is de-
scribed. The proposed algorithms are discussed in Section VI.
The results of the simulation experiments for various networks
are discussed in Section VII. Finally, some concluding remarks
are made in Section VIII.

III. RELATED WORK

The fault-tolerant routing problem for the dynamic traffic has
been earlier addressed for non-WDM networks such as ATM
networks. Some of the existing approaches for fault-tolerant
routing have been surveyed and a pre-routing scheme based on
backup multiplexinghas been proposed in [10]. When a link or
node fails, all the connections currently using this link or node
fail. The methods for recovering from the failure can be broadly
classified into reactive and pro-active methods. The reactive
method is the simplest way of recovering from failures. In this
method, when an existing connection fails, a new connection

which does not use the failed components is selected and es-
tablished if available. This has an advantage of low overhead in
the absence of failures. However, this does not guarantee suc-
cessful recovery, as the attempt to establish a new connection
may fail due to resource shortage at the time of failure recovery.
Also, in case of distributed implementation, contention among
simultaneous recovery attempts for different failed connections
may require several retries to succeed, resulting in increased
network traffic and service resumption time.

To overcome the above difficulties, pro-active methods can
be employed. In theend-to-end detouringpro-active method, a
backup connection is established between two end nodes of a
primary connection. The backup connection takes over the role
of the primary connection when the primary connection fails.
Each backup connection reserves its own spare resources, so
that there will be no conflict among multiple path recovery at-
tempts. Since the backup connection is established before the
failures actually occur, one can use it immediately upon occur-
rence of a failure in the primary, without invoking the time-
consuming connection re-establishment process. Hence, the
failure recovery delay of this pro-active method is much smaller
leading to fast recovery. However, this method reserves exces-
sive resources.

In [10], a resource sharing technique, calledbackup mul-
tiplexing has been proposed to minimize the spare resources
required on a link. It reserves only a small fraction of link-
resources needed for all backup connections traversing the link.
This method is used to establish dependable connections in an
efficient way in terms of amount of spare resources. A depend-
able connection (aD-connection for short) consists of a pri-
mary connection and one or more backup connections. Each
backup connection remains as a cold standby until it is acti-
vated. The idea behind the backup multiplexing is that two
backup connections can share the resource on a link, if their
corresponding primary connections do not fail simultaneously.
This happens when they do not share any link, for a single link
failure model.

In [11], some mechanisms to detect and isolate faults such as
fiber cuts and router failures have been presented. The problem
of fault tolerant design of WDM networks has been addressed
in [12], [13] for static traffic demand. Here, a set of connection
requests is given a-priori and lightpaths are assigned for them.
For every active lightpath, a set of backup lightpaths is prede-
termined to handle all possible fault occurrences. The objective
of these design algorithms is to minimize the required spare re-
sources such as wavelengths and fibers in order to incorporate
fault tolerance. These algorithms can afford to be computa-
tionally expensive as they are run off-line. On the other hand,
the dynamic routing schemes must use simpler and faster algo-
rithms because, in a dynamic traffic environment, short-lived
connections are setup and torn down frequently. Some dy-
namic algorithms for fault-tolerant routing in WDM networks
have been recently proposed in [9], [14]. These algorithms use
distributed protocols to find routes avoiding the faulty compo-
nents. Basically, these algorithms are ‘reactive’ in nature and
find a new route after the occurrence of component failures.



IV. M ULTIPLEXING TECHNIQUES

In this section, we describe the backup multiplexing and
primary-backup multiplexing techniques with illustrations.

A. Definitions

We now define terms that are needed to describe the multi-
plexing techniques and also the proposed algorithms.

Definition 1: A link refers to a fiber in the network. A wave-
length channel (also called a channel) refers to a wavelength on
a link. A physical path consists of a sequence of links. A light-
path consists of a sequence of channels with all the channels
using the same wavelength.

Definition 2: The path vectorP of a lightpath defines the set
of links used by the lightpath. IfL is the number of links in
the network thenP is an L-bit vector,< p0p1:::pL�1 > and
the bit value of 1 in positioni means that linki is used by the
lightpath.

Definition 3: The conflict vectorC of a channel defines the
set of links used by the primary lightpaths that correspond to
the backup lightpaths multiplexed onto the channel. IfL is
the number of links in the network thenC is an L-bit vector,< c0c1:::cL�1 > and the bit value of 1 in positioni means that
link i is used by a primary lightpath that corresponds to some
backup lightpath traversing the channel.

Definition 4: A channel is said to be dirty if a primary light-
path and one or more backup lightpaths use it. Otherwise, it is
said to be pure.

Definition 5: A connection is called an orphan if its backup
lightpath is not free, i.e. it traverses one or more dirty channels.
A connection that is not an orphan is said to be safe.

Definition 6: A channel is said to be weak if it is used by the
primary lightpath of an orphan.

Definition 7: The weak channels induced by a dirty chan-
nel are the channels used by those primary lightpaths whose
backup lightpaths use the dirty channel.

Definition 8: The weak channels induced by a lightpath are
the set of all the distinct weak channels induced by the dirty
channels on the lightpath.

B. Backup Multiplexing

In order to use the wavelength channel resources efficiently,
the backup multiplexing technique can be used. Two backup
lightpaths can share a channel if the corresponding primary
lightpaths do not fail simultaneously. We consider the single-
link failure model. Therefore, if two primary lightpaths are
link- disjoint, their backup lightpaths can be multiplexed onto
the same channel. We illustrate this technique with an exam-
ple. Consider a network with 5 nodes and two wavelengthsw0
andw1 as shown in Fig. 1. The figure is a layered graph rep-
resentation of the network with two wavelength layersw0 andw1. The figure shows three pairs of lightpaths,< p1; b1 >,< p2; b2 >, and< p3; b3 > wherebi is the backup path of the
primary pathpi. While the pathsp1 andp2 use the wavelengthw0, the pathsp3; b1; b2, andb3 use the wavelengthw1. All the
three primary lightpaths are link- disjoint and any single link

failure will fail at most one of them. Therefore, their backup
lightpaths can share any edge. For example, the edge0! 2 on
the wavelengthw1 is shared by all the three backup lightpaths.
The conflict vector associated with the channel0 ! 2 onw1
has 1’s in positions that correspond to the links, 0-1, 1-4, 0-3,
and 4-2. This means that any connection whose primary light-
path uses any of these links can not use the channel0 ! 2 onw1 for its backup.

C. Primary-Backup Multiplexing

The primary-backup multiplexing technique allows a pri-
mary lightpath and one or more backup lightpaths to share a
channel. By using this technique, increased number of con-
nection requests can be satisfied at the expense of reduction
in failure restoration guarantee. A connection loses its backup
lightpath and becomes an orphan when a channel assigned to
its backup lightpath is used by some other primary lightpath.
In a dynamic traffic scenario, an orphan can again become
safe when the primary lightpaths using some channels of an
orphan’s backup path terminate. A connection loses its recov-
erability only when the following three events occur simulta-
neously. 1) a link fails 2) the failed link is used by its primary
lightpath, and 3) the connection is an orphan. However, such
a situation is less probable. Also, except under the heavy load
conditions, upon occurrence of a link failure, an orphan connec-
tion may be able to find a new backup lightpath, if the search
process is invoked.

In order to maximize the recoverability of connections, the
primary-backup technique may be used only if routing a new D-
connection fails. If the primary lightpath of a new connection
is routed on a channel that is being shared by backup lightpaths
of some existing connections, then those connections become
orphans. If the backup lightpath of a new connection is routed
on a channel that is being used by a primary lightpath of an ex-
isting connection, then the new connection becomes an orphan.

We illustrate this technique with an example. Consider a net-
work with five nodes and two wavelengths per fiber as shown
in Fig. 2. The figure shows four pairs of lightpaths. Assume
that initially, the connections< p1; b1 >, < p2; b2 >, and< p3; b3 > are routed. When a new request arrives for a con-
nection from node 1 to node 2, there does not exist a free route
for a primary-backup lightpath pair. This request is rejected if
no primary-backup multiplexing is used. By using the primary-
backup multiplexing technique, this request can be honored by
allocating the pair< p4; b4 > as shown in the figure. The pri-
mary lightpathp4 traverses channels used by the backup light-
pathb3 and hence the connection< p3; b3 > becomes an or-
phan. In this case, the channels1 ! 4 and4 ! 2 onw1 are
dirty. Alternatively, the new connection request can be honored
by allocating the pair< p4; b4 > as shown in Fig. 3. Here, the
backup lightpathb4 uses a channel used by the primary light-
pathp1 and hence the new connection is also an orphan. In this
case, the channel1 ! 4 onw0 is dirty. It can be noted thatb4
can not be routed onw1 asp4 andp3 are not link-disjoint and
because of this reason,b4 andb3 can not be multiplexed on the
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Fig. 1. Illustration of the Backup Multiplexing technique.
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Fig. 2. Illustration of the Primary-Backup Multiplexing technique: Case-1.

links 1! 4 and4! 2 onw1.
V. COMPUTATION OF THENUMBER OF ORPHANS

When a backup lightpath of a connection is routed on a chan-
nel that is being used by some other primary lightpath, the con-
nection itself becomes an orphan. This means that on every link
used by the primary lightpath of the connection, a weak chan-
nel (and also an orphan) is created. When a primary lightpath is
routed on a channel carrying a set of backup lightpaths, the con-
nections that require these backup lightpaths become orphans.
Our goal is to minimize the number of orphans on a link so
as to maximize the failure restoration guarantee. To do so, we
need to know the effect of setting up a new primary path on the
number of orphans. LetBp be the set of distinct backup light-
paths that use some edges of a primary lightpathLp. The sum
of hop lengths of the primary lightpaths that correspond to the
backup lightpaths from the setBp gives the required number of
weak channels induced byLp.
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A. Need for an Estimator Function

In order to compute the number of weak channels induced
byLp, we need to keep the identity of all the backup lightpaths
that are multiplexed onto a channel. Keeping track of identity
of the backup lightpaths on various channels and finding the set
of distinct backup lightpathsBp is computationally expensive.
However, keeping track of the number of backup lightpaths and
the sum of the hop-count of their corresponding primary light-
paths can be done with simple operations. However, this has
a shortcoming. Since the same backup lightpath can traverse
more than one edge ofLp, counting the number of distinct
backup lightpaths inBp and also the number of channels used
by their corresponding primary lightpaths is not trivial. There-
fore, we need to make a compromise between the complexity
and the accuracy of computing the number of induced weak
channels. A computationally simpler heuristic function, which
can estimate the number of induced weak channels accurately,
is highly desirable.

We develop a computationally faster heuristic method to
make an estimation of the number of weak channels induce
when a primary lightpathLp is established. This can be used to
estimate the average number of orphans created per link. The
proposed estimator function usesO(H) number of operations,



whereH is the hop length ofLp.
B. The Estimator Function

We now describe a method to estimate the number of dis-
tinct backup lightpaths inBp, denoted byN(Bp). We also ex-
plain how the same method can also be used to estimate the
number of weak channels induced byLp by keeping track of
the count of the number of edges of the primary lightpaths that
correspond to the backup lightpaths that are multiplexed onto a
channel.
Consider a primary lightpathLp whose edges includej, j + 1,i� 1, andi as shown in Fig. 4
Let ni be the number of backup lightpaths multiplexed onto
edgei.
Letmi be the number of backup paths that use edgei and con-
tinue to the next edgei+ 1.
Let ei, 1 � i � H � 1 be the number of backup lightpaths that
use edgei and does not use any of the edges 0 throughi � 1.
The value ofe0 is n0. The value ofe1 is n1 �m0.
The value ofN(Bp) is computed asN(Bp) =PH�1i=0 ei
Computation of ei
The value ofei for edgei can be estimated as follows.
Let ti be the number of backup paths that use some edgej < i,
use edgei, but do not use any of the edgesj + 1; j + 2; :::; i� 1.
The value ofei is computed asei = ni � ti �mi�1.
Computation of ti
The value ofti is computed as follows.
Let kj be the number of backup paths that use edgej, but do
not continue to the next edgej + 1. Therefore,kj = nj �mj .
Let kj;i be the number of backup paths that use edgej and use
edgei without using any of the edgesj + 1; j + 2; :::; i� 1.

We now explain how the value ofkj;i can be computed.
Let D be the degree of the end vertexv of edgej, I be the

number of I intermediate edges on the pathLp between and in-
cluding j + 2 and i � 2, andL be the total number of links
in the network. Let an arbitrary pathp among thekj paths
traversesX edges excluding the edges incident onv. We as-
sume that, other than theD edges incident onv and theI in-
termediate nodes, every edge is equally likely to be traversed
by it.Although this assumption depends on the factors such as
the topology of the network and the choice of alternative routes
for the node-pairs, it is not unrealistic as the value and range
of I is small for practical networks, and also amongD edges
incident onv, one or two are traversed byp and the other edges
cannot be traversed by it.On such a pathp, edgei appears with
the probabilityr = XL�(D+I) .

If qi denotes the probability that a backup path on edgei does
not enter from edgei�1, then it is calculated asqi = ni�mi�1ni ,
for ni 6= 0, otherwiseqi = 0. The probability that the pathp
enters edgei other than edgei� 1 is then given byr � qi.

The value ofkj;i is then computed askj;i = kj � r � qi
We choose appropriate values forX , D andI depending on

the topology and hop-counts of the alternative routes and maker a constant. An appropriate choice of these values will make
the computation ofkj;i andti simpler. The value ofD andI
depends onj for any given value ofi. However, the range of
possible values ofD andI is small and also the deviation of
the assumed value ofD + I from the actual value is not sig-
nificantly comparable withL. Therefore, choosing a constant
value forr does notintroduce any significant error. Our experi-
mental results presented in Section V confirm it. Note that the
estimator function is a heuristic only. Instead of consideringr
as a constant, we can compute it for every possible value ofj
for a giveni. But, this increases the complexity of the estimator
function.
The prefix sumSi is defined and computed asSi = k0 + k1 + :::+ ki.
The value ofti is then computed asti =Pi�2j=0 kj;i = r � qi � Si�2
Computing the Number of Orphans

The above estimator function can also be used to determine
the number of weak channels created by routing a primary
lightpathLp with slight modificationss. Letni be used to denot
the number of weak channels induced by edgei. This value is
nothing but the total number of channels used by those primary
lightpaths whose backup lightpaths are multiplexed onto edgei. Letmi be used to denote the number of common weak chan-
nels induced by edgei and edgei + 1. Let the other variables
be changed accordingly. Ifm is the number of weak channels
induced byLp and every link is equally likely to be the failed
link, then the average number of orphans created per link by
establishingLp is given bym=L, whereL is the total number
of links in the network.

function Estimate( Lp )
Given a pathLp with H edges and theirn andm values.
This procedure estimates the number of weak channels induced
byLp.
step 1: (* process edges 0 and 1 *)e0  n0; e1  n1 �m0; val e0 + e1k0  n0 �m0; k1  n1 �m1;S0  k0; S1  k0 + k1;
step 2: (* process edges 2 throughH � 1 *)

For i=2 toH � 1 do
begin

If ni = 0 then qi  0; else qi  ni�mi�1niti  r � qi � Si�2ei  ni � ti �mi�1val  val + eiki  ni �miSi  Si + ki
end

step 3: Return(val)



VI. PROPOSEDALGORITHMS

We now describe the key idea and working of the pro-
posed algorithms,Limited AverageOrphans (LAO)and Lim-
ited Orphans (LO). These algorithms use backup multiplexing
for efficiently using the wavelength channels and use primary-
backup multiplexing for improving the blocking performance
with specified failure restoration guarantees. The key idea be-
hind theLAO algorithm is to ensure certain restoration guar-
antee by limiting the average number of orphans created per
link upon occurrence of any single link failure to a predefined
value. TheLO algorithm ensures this by limiting the number of
orphans on any link to a predefined value. The algorithms basi-
cally use alternate routing method. For every pair of source and
destination, a set of alternative routes (also referred to as can-
didate routes) is pre-computed off-line. The candidate routes
for a source-destination pair are chosen to be link-disjoint to
incorporate fault tolerance.

A. Description of theLAO algorithm

When a new request arrives for aD-connection between a
source-destination pair< s; d >, a primary-backup lightpath-
pair< Lp; Lb > is to be chosen to satisfy the request. It is cho-
sen in such a way that it is admissible and its cost is minimal.
We say that the network state is safe, if the average number of
orphans per link does not exceed a predefined orphan threshold
valueT . A lightpath pair is said to be admissible, if its estab-
lishment does not take the network into an unsafe state. This
algorithm has two components: cost computation and admissi-
bility test.

Cost Function
The cost of the primary lightpathLp, denoted byCp(Lp), is

the number of free channels used by it. It is to be noted that the
channels used by it are either free or used by some backup light-
paths. If any channel is used by some other primary lightpath,
the cost becomes infinity. If a channel carries some backup
lightpaths, it becomes dirty.

The cost of a backup lightpathLb for a given primary light-
pathLp, denoted byCb(Lb; Lp) is defined as the number of free
channels used by it. If a channel is free, then the cost of using it
is 1. If a channel is currently used only by a primary lightpath,
then the channel becomes dirty. If a channel is currently used
by a set of backup lightpathsS, then it can be used byLb with
no extra cost, if and only if its primary route is link-disjoint with
the primary route of each and every backup lightpath in the setS. In other words, the bit-AND operation of the conflict vector
of the channel and the path vector of theLp should yield 0 in
order forLb to use the channel. The cost of aD-connection
using the primary-backup lightpath pair< Lp; Lb > is given
byCD(Lp; Lb) = Cp(Lp) + Cb(Lb; Lp) + PenaltyCost*Nd,
where PenaltyCost is the cost of a dirty channel andNd is the
number of dirty channels on both the primary and backup light-
paths. The value chosen for PenaltyCost is such that it is larger
than the cost of any lightpath-pair with no dirty edges.

function Cost( Lp; Lb )
This function computes the cost of a
lightpath-pair< Lp; Lb > :
step 1: (* Compute the cost ofLp *)Cp  0; Nd  0

For every edgei of Lp do
begin

If i is free
then Cp  Cp + 1
else if i is used by a primary lightpath

then Cp  1
If i is used by a backup lightpath
then Nd  Nd + 1 (* a dirty edge is used *)

end
step 2: (* Compute the cost ofLb *)Cb  0; P  Path vector ofLp

For every edgei of Lb do
beginC  Conflict vector ofi

If i is free
then Cb  Cb + 1
else if P bitAND C 6= 0 then Cb  1
If i is used by a primary lightpath
then Nd  Nd + 1 (* a dirty edge is used *)

end
step 3: (* Return the cost of the lightpath pair *)

Return (Cp + Cb + Penalty� Cost�Nd ).

Admissibility Test
The admissibility test for a pair< Lp; Lb > is performed as

follows. The algorithm keeps track of the values of the num-
ber of weak channels induced by a channel and the number of
weak channels in common among those induced by a channel
and the next channel. This information is updated whenever a
backup lightpath is established and released. The updation re-
quires only a constant number of operations for a channel on
the backup lightpath. It computes the approximate value of the
number of orphans per link, denoted byLorp. Initially the value
of Lorp is zero. Letx andy be the number of orphans created
per link by Lp andLb, respectively. IfLp traverses at least
one dirty channel, then the number of weak channels induced
by Lp, m is computed using the estimator function. The value
of x is then computed asmL . If the backup lightpathLb has at
least one dirty channel, then the weak channels induced by it
are nothing, but the channels used byLp. If h is the hop length
of Lp then the value ofy is computed ashL . The pair is admis-
sible ifLorp+x+y does not exceed the orphan threshold valueT .

The choice of a value for the orphan threshold parameterT
has an effect on the acceptance rate and failure restoration guar-
antees of connections. A low value forT will result in lower
acceptance rate and higher restoration guarantee. On the other
hand, a high value forT will result in higher acceptance rate
and lower restoration guarantee. Therefore, we can achieve a
desired tradeoff between the network performance and restora-



tion guarantee by choosing an appropriate value forT .

function AdmissibilityTest(Lp; Lb; T )
This function checks if the pair< Lp; Lb > is admissible.
The orphan threshold value isT .
step 1: m 0; h 0
step 2: If Lp traverses a dirty channel

then m Estimate( Lp )
step 3: If Lb traverses a dirty channel

then h Hop length( Lp )
step 4: If T � Lorp + m+hL

then Return (Success)
else Return (Fail)

The algorithm chooses the minimum cost pair among those,
which is admissible. Once the pair is established, the value ofLorp is updated by addingx + y to it. When,Lp is released,
the number of orphans per link induced by it (sayx0) is cal-
culated andLorp is updated by subtractingx0 from it. It is
to be noted that the computation ofx for Lp does not require
the global knowledge, i.e. it is computed independent of other
existing connections. It may so happen thatLp uses a channel
that is used by a backup lightpathLjb of some connection which
was already made orphan by some other lightpathL1p. In that
case, orphan count is redundantly updated byLp. This would
introduce an error in estimatingLorp. However, this error is
corrected whenLp is released beforeLjb is released, as a sim-
ilar situation arises. IfLjb is released first, then the error gets
corrected by the following updation. When a backup lightpath
is released, the number of distinct primary lightpaths traversed
by it (sayn0) is computed using the estimator function with a
suitable definition of the variables used. This backup lightpath
would have been counted by then0 number of primary light-
paths, and hence the value ofLorp is updated by subtractingn0�hL from it. Here,h is the hop length of the primary lightpath
that corresponds to the backup lightpath to be released.

The following features make theLAOalgorithm attractive:
1. The estimator function is computationally simpler. This

makes the algorithm faster and suitable for dynamic rout-
ing.

2. The algorithm does not require global knowledge of net-
work state information like how the existing connections
are routed, the state of the channels and the identity of the
backup lightpaths that are multiplexed onto the channel.
This makes the algorithm suitable for distributed imple-
mentation.

3. The algorithm is flexible to choose a desired tradeoff be-
tween the network performance and the failure restoration
guarantee.

B. Description of theLO algorithm

TheLO algorithm also chooses the minimum cost lightpath
pair among all the admissible pairs to satisfy a new connection
request. The cost of a lightpath pair is calculated in the same
way as theLAOalgorithm. However, the admissibility criterion

is different from that used by theLAO algorithm. A lightpath
pair is said to be admissible by this algorithm, if establishing
it does not result in the number of orphans on any link exceed-
ing the orphan thresholdT . While theLAOalgorithm limits the
average number of orphans per link toT , theLO algorithm lim-
its the number of orphans on any link toT . So, this algorithm
guarantees that the number of orphans created upon occurrence
of any link failure is at mostT .

It does not make any estimation of the average number of
orphans per link. Instead it computes the actual number of or-
phans on any link. This is possible, as this algorithm keeps
track of the orphans on every link. Also, it keeps the identity of
the connections whose backup lightpaths are multiplexed onto
a channel. It is therefore computationally more complex. It is
also less amenable for distributed implementation as it requires
global network state information.

Admissibility Test
To decide the admissibility of a lightpath pair< Lp; Lb >,

the following steps are followed.
1. Determine the set of connections whose backup light-

paths use some dirty channel(s) onLp. Call this set asS. If Lb has any dirty edge then add the new connection< Lp; Lb > to the set.
2. LetSl be the set of links used by the primary lightpaths

of the connections inS.
3. Temporarily transform the network state into a new state

by marking as weak, the channels that are used by the pri-
mary lightpaths of the connections in the setS.

4. If the the number of weak channels on every link from
the setSl does not exceed the orphan thresholdT , then
the pair< Lp; Lb > is admissible. Otherwise, it is not
admissible.

VII. PERFORMANCESTUDY

We evaluate the effectiveness of the proposed algorithms by
extensive simulation. The simulation networks considered are
the 21-node ARPA-2 network with 26 duplex links aand 16-
node Mesh-torus networ with 32 duplex links. A duplex link is
comprised of two simplex links in the opposite directions. Ev-
ery simplex link is assumed to have 8 wavelengths and there-
fore a duplex channel consists of 16 wavelength channels.

The values chosen forX andD + I for the Mesh-torus net-
work are 3 and 5, respectively, and for the ARPA-2 network, 4
and 6, respectively. The connection requests arrive at a node as
a Poisson process with exponentially distributed holding time
with unit mean. Every node is equally likely to be a destination
node for a connection request.
Performance Metric

We use two metric,relative performance gainandreduc-
tion in guarantee, to measure the performance of the pro-
posed algorithms. We compare the performance of the pro-
posed algorithm with that of the zero-percent-guarantee al-
gorithm and the 100-percent guarantee algorithm. The zero-
percent-guarantee algorithm does not provide any backup light-
path for the connections. The 100-percent-guarantee algorithm



provides backup lightpath for every connection. While it uses
backup multiplexing for improving the blocking performance,
it does not use primary-backup multiplexing.

Let b0 be the connection blocking probability of the zero-
percent-guarantee algorithm,b100 be the connection blocking
probability of the 100-percent-guarantee algorithm, andb be
the connection blocking probability of the proposed algorithm.
The relative performance gain is calculated asb100�bb100�b0 . The
reduction in guarantee is defined as the probability that a con-
nection does not find its backup lightpath readily available upon
occurrence of a link failure.

Numerical Results
We plot the percentage of performance gain and guarantee

reduction as a function of orphan thresholdT . Theoretically,
the value ofT can go upto 16. In practice, the number of or-
phans on an individual link may be as high as 16, but the aver-
age number of orphans per link may be less. This is reflected in
the performance curves. The curves in case of theLAO algo-
rithm level off for a smaller value ofT when compared to those
in case of theLO algorithm.

The performance of theLAO algorithm is plotted in Fig. 5
for the Mesh-torus network. The relative performance gain and
reduction in guarantee for three different arrival rates per node
(r), 4,7, and 10 are plotted as a function of the orphan thresh-
old T . The chosen arrival rates reflected the light, medium,
and heavy traffic load conditions of the network. For the 100-
percent-guarantee algorithm (with backup multiplexing), these
arrival rates correspond to the blocking probability of 0.024,
0.224, and 0.372, respectively.

The curves show that under light load conditions, more than
90% performance gain can be achieved at the expense of less
than 10% reduction in guarantee. This is because, when the
load is light, the number of backup lightpaths multiplexed on a
dirty channel is less and the shorter-hop routes are more likely
to be used by the primary lightpaths. Therefore, at any instant
of time, the number of weak channels per link is very less and
also the number of orphan connections in the network is also
very less. As the traffic loading increases, the gap between
these two metric decreases. However, even for the heavy load
condition, the performance gain is more when compared to the
reduction in guarantee. This demonstrates the usefulness of the
algorithm.

To evaluate how good and accurate the estimator function is,
we plot the performance of the algorithmLAO-actualin Fig. 6.
This algorithm is the same as theLAO algorithm except that
the average number of orphans per link is actually measured
instead of estimated. It is observed that the estimator function
is accurate except when the traffic load is high and the threshold
value is small. The reason for this can be explained as follows.
When the threshold value is less, the error introduced by the
estimator function is comparable to the threshold value, conse-
quently, the result of admissibility test goes wrong. Also, if the
load is high, the number of connections arrived during the pe-
riod of error will be high. However, the error does not diminish
the usefulness of the algorithm based on estimator function.
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Fig. 5. Performance of theLAO algorithm under different loading conditions
for the Mesh-torus network.

0

20

40

60

80

100

2 4 6 8 10 12 14 16

%
 o

f 
P

e
rf

o
rm

a
n

ce
 G

a
in

/ 
G

u
a

ra
n

te
e

 R
e

d
u

ct
io

n

Orphan Threshold

r=4,Gain
r=4, Loss
r=7, Gain
r=7, Loss

r=10, Gain
r=10, Loss

Fig. 6. Performance of theLAO-actualalgorithm under different loading con-
ditions for the Mesh-torus network.

The performance of theLO algorithm is plotted in Fig. 7 for
the Mesh-torus network. We observe that the curves change
slowly before level off, when compared to that of theLAO al-
gorithm. The reason is as follows. TheLO algorithm limits the
number of orphans on every link whereas theLAO algorithm
limits the average number of orphans on a link. Therefore, the
LO algorithm is more restrictive than the other one and hence
the the rate of change of curves is slower.

The performances of theLAO, LAO-actual, andLO algo-
rithms for the ARPA-2 network are shown in Fig. 8, 9,and 10,
respectively. The relative performance gain and reduction in
guarantee for three different arrival rates per node (r), 0.75,
1.50, and 2.25 are plotted as a function of orphan thresholdT .
The chosen arrival rates reflected the light, medium, and heavy
traffic load condition of the network. For the 100-percent-
guarantee algorithm (with backup multiplexing), these arrival
rates correspond to the blocking probability of 0.052, 0.244,
and 0.389, respectively. The results demonstrate the usefulness
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Fig. 7. Performance of theLO algorithm under different loading conditions for
the Mesh-torus network.
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Fig. 8. Performance of theLAO algorithm under different loading conditions
for the ARPA-2 network.

of the proposed algorithms. We notice that the performance
gain is more for the ARPA-2 network when compared to the
Mesh-torus network. The reason is as follows. The ARPA-2
is a sparsely connected network. The connections are longer
and the number of possible link-disjoint connections for any
source-destination pair is less. Therefore, the usefulness of a
mere backup multiplexing is less in sparsely connected net-
works and using the primary-backup multiplexing technique
will result in acceptance of increased number of connections.

Fig. 11 and 12 depict the average number of orphans created
per link by theLAO andLAO-actualalgorithms vs the orphan
threshold parameter (T ) for different traffic load conditions for
the Mesh-torus and ARPA-2 networks, respectively. Fig. 13
and 14 depict the average number of orphans created per link
by theLO algorithm vs the orphan threshold parameter (T ) for
different traffic load conditions for the Mesh-torus and ARPA-2
networks, respectively. From these plots, we observe that when
the load is light, the number of orphans created per link is very
low and less than one. As the load increases, the number of or-
phans per link also increases. However, the number of orphans
level off indicating that maximum loss is bounded. This is be-
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Fig. 9. Performance of theLAO-actualalgorithm under different loading con-
ditions for the ARPA-2 network.
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Fig. 10. Performance of theLO algorithm under different loading conditions
for the ARPA-2 network.

cause although a duplex link has 16 channels, not all of them
are used by primary lightpaths. We also notice that the change
is slow for AlgorithmLO as it is more restrictive and limits the
number of orphans created on the links individually.

VIII. C ONCLUSIONS

In this paper, we have addressed the problem of dynamically
establishing primary-backup lightpaths for dependable connec-
tions in wavelength-routed WDM networks with specified fail-
ure restoration guarantees. We developed different algorithms,
which are based on a new technique calledprimary-backup
multiplexing. The key idea of our algorithms is to limit the
number of connections that will not have their backups readily
available when a fault occurs to a pre-defined threshold value.
We define such connections as orphans and consider only a sin-
gle link failure. To estimate the number of orphans at the time
of establishing a connection, we developed anestimatorfunc-
tion. This function is computationally simple and does not re-
quire any global knowledge of the Network State. The effec-
tiveness of the algorithms have been evaluated using extensive
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simulation experiments on the Mesh-torus and ARPA-2 net-
works. The results show that under light load conditions, more
than 90% performance gain can be achieved at the expense of
less than 10% reduction in restoration guarantee. Our results
also show that even under moderate and heavy load conditions,
the performance gain is more when compared to the reduction
in failure restoration guarantee.
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