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Dynamic Output Feedback Control Synthesis for
Continuous-Time T–S Fuzzy Systems via a

Switched Fuzzy Control Scheme

Jiuxiang Dong and Guang-Hong Yang, Senior Member, IEEE

Abstract—This correspondence paper is concerned with the problem
of designing switched dynamic output feedback H∞ controllers for
continuous-time Takagi–Sugeno (T–S) fuzzy systems. A new type of dy-
namic output feedback controllers, namely, switched dynamic parallel
distributed compensation (SDPDC) controllers, is proposed, which are
switched by basing on the values of membership functions. A new method
for designing SDPDC controllers for guaranteeing stabilities and H∞
performances of closed-loop nonlinear systems is presented, where the
design conditions are given in terms of the solvability of a set of linear
matrix inequalities. It is shown that the new method provides better or
at least the same results of the existing design methods via a pure DPDC
scheme. A numerical example is given to illustrate the effectiveness of the
proposed method.

Index Terms—Dynamic output feedback, H∞ control, fuzzy control,
linear matrix inequalities (LMIs), switched control, Takagi–Sugeno (T–S)
fuzzy systems.

I. INTRODUCTION

In recent years, Takagi–Sugeno (T–S) fuzzy models of nonlinear
systems [1] have attracted great interests from scientists and engi-
neers. It can approximate a large class of nonlinear systems by fuzzy
“blending” of some local linear models. As a result, the conventional
linear system theory can be applied to the analysis and synthesis of
the class of nonlinear control systems. In recent years, T–S fuzzy
systems have been studied extensively by many researchers (see for
instance, [2]–[12]). The advantage of these results is that the stability
analysis and controller gain design can be converted into convex opti-
mization problems in terms of linear matrix inequalities (LMIs) [13],
which can be solved efficiently [14]. Among these results, quadratic
Lyapunov function approaches are extensively applied (see [2], [5],
and [7]). Because a common quadratic Lyapunov function is indepen-
dent of fuzzy membership functions, the techniques based on a single
Lyapunov functions might give conservative results. For obtaining
more relaxed conditions, parameter-dependent Lyapunov functions
(or fuzzy Lyapunov functions) [8], [10], [11] and piecewise Lyapunov
functions [3], [6] have been exploited for designing H∞ controllers
for T–S fuzzy systems. However, most of the aforementioned research
works of fuzzy control systems are based on the assumption that the
states are available for controller implementation, which is not true

Manuscript received May 6, 2007; revised August 28, 2007 and January 16,
2008. This work was supported in part by the Program for New Century
Excellent Talents in University under Grant NCET-04-0283, by the Funds for
Creative Research Groups of China under Grant 60521003, by the Program
for Changjiang Scholars and Innovative Research Team in University under
Grant IRT0421, by the State Key Program of National Natural Science of
China under Grant 60534010, by the Funds of National Science of China under
Grant 60674021, by the 111 Project under Grant B08015, and by the Funds
of Ph.D. program of MOE, China, under Grant 20060145019. This paper was
recommended by Associate Editor H. Gao.

The authors are with the College of Information Science and Engineering
and the Key Laboratory of Integrated Automation of Process Industry (Ministry
of Education), Northeastern University, Shenyang 110004, China (e-mail:
dongjiuxiang@ise.neu.edu.cn; dong_jiuxiang@163.com; yangguanghong@
ise.neu.edu.cn; yang_guanghong@163.com).

Color versions of one or more of the figures in this paper are available online
at http://ieeexplore.ieee.org.

Digital Object Identifier 10.1109/TSMCB.2008.923530

in many practical cases. Therefore, the output feedback control of
fuzzy systems is very important, and some results have been obtained
in [15]–[20].

Recently, there have appeared a number of approaches for de-
signing static output feedback controllers for fuzzy control systems,
see [21]–[24]. Although dynamic output feedback problems can be
transformed into static output feedback problems, dynamic output
feedback problems are different from the static output feedback prob-
lems. It is well known that static output feedback control still is
an open problem for linear time-invariant (LTI) systems; however,
an LMI-based sufficient and necessary condition for the dynamic
output feedback problem of LTI systems has been presented in [25].
Thus, for T–S fuzzy systems, it is necessary to study dynamic output
feedback problems without using static output feedback approaches.
By using dynamic parallel distributed compensation (DPDC) scheme,
Li et al. [26] present a systematic framework for designing dynamic
output feedback controllers for continuous-time T–S fuzzy systems.
The corresponding discrete-time version is developed and successfully
applied to a vehicle with triple trailers in [27]. By considering the
relations of H∞ disturbance attenuation γ of a general uncertain fuzzy
system and the stability with unitary H∞ disturbance attenuation of a
fuzzy system without uncertainty, Yoneyama [28] gives a robust H∞
output feedback controller design approach for continuous-time fuzzy
systems. By combining a fuzzy-basis-dependent Lyapunov function
and a transformation on the controller parameters, Lam and Zhou [29]
studied the H∞ dynamic output feedback control for discrete-time
fuzzy systems. Moreover, based on a fuzzy linear fractional trans-
formation model, Tuan et al. [30] provide an efficient and tractable
way to handle the output feedback parallel distributed compensation
problem. In [31], a robust H∞ output feedback controller design
method for a class of fuzzy uncertain dynamic systems with pole
placement constraints is given. Moreover, based on fuzzy observers,
a robust stabilization technique is proposed to override the effect of
approximation error in the fuzzy approximation procedure in [32], and
the technique is further extended to a mixed H2/H∞ fuzzy output
feedback control design in [33]. By assigning both state and estimation
error poles to a desired LMI region, the problem of observer-based
fuzzy control is also studied in [34].

In the aforementioned dynamic output feedback control synthesis,
those LMI-based conditions in [26], [27], [29], and [31] are convex,
which can be solved efficiently [14], and the DPDC scheme plays
an important role for developing controller design methods. However,
when some subsystem of fuzzy models plays more important role
than the other ones, the same DPDC control scheme is used in these
approaches, which might result in conservative designs. Motivated by
this, a new scheme, which will switch different DPDC controllers for
dominant subsystems, is introduced in this correspondence paper. In
this correspondence paper, the new control scheme is called switched
DPDC (SDPDC) control scheme. Specifically, this correspondence
paper is concerned with the problem of designing switched dynamic
output feedback H∞ controllers for continuous-time T–S fuzzy sys-
tems. A new type of dynamic output feedback controllers, namely,
SDPDC controllers, is proposed, which are switched by basing on the
values of membership functions. The control scheme is an extension
of the DPDC control scheme [26]. Sufficient conditions for designing
SDPDC controllers for guaranteeing the stability and H∞ perfor-
mances of closed-loop nonlinear systems are presented, where the
design conditions are given in terms of solvability of a set of LMIs. It is
shown that the new method provides better or at least the same results
of the corresponding design methods via the pure DPDC scheme. This
correspondence paper is organized as follows. Section II presents the
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T–S fuzzy model, which is the new type of dynamic output feedback
control scheme. Section III provides a technique for designing an H∞
full order dynamic output feedback controller for continuous-time T–S
fuzzy systems. An example is given to illustrate the effectiveness of the
new proposed method in Section IV. Concluding remarks are given in
Section V.
Notation: The superscript T stands for matrix transposition and the

notation M−T denotes the transpose of the inverse matrix of M . The
symbol ∗ within a square matrix represents the symmetric entries.
A square matrix E > (≥)0 implies that E + ET > (≥) 0

[Hijl]r×g =:




H11l H12l · · · H1gl

H21l H22l · · · H2gl

...
...

. . .
...

Hr1l Hr2l · · · Hrgl


 .

II. SYSTEM DESCRIPTION AND PROBLEM STATEMENT

The nonlinear systems under consideration are described by the
following fuzzy system model:

Plant Rule 1 :

IF v1(t) is Mi1, v2(t) is Mi2, . . . , vp(t) is Mip

THEN ẋ(t) = Aix(t) + B1iw(t) + B2iu(t)

z(t) = C1ix(t) + D11iw(t) + D12iu(t)

y(t) = C2ix(t) + D21iw(t) (1)

where x(t) ∈ R
nx is the state vector, u(t) ∈ R

nu is the control input
vector, z(t) ∈ R

nz is the controlled output vector, y(t) ∈ R
ny is the

measurable output vector, and w(t) ∈ R
nw is the exterior disturbance.

r is the number of IF–THEN rules, v(t) ∈ R
p×1 denotes the premise

variables and assumed to be measurable, and Mij denotes the fuzzy
sets. Denote

wi (v(t)) =

p∏
j=1

Mij (vj(t))

where Mij(vj(t)) is the grade of membership of vj(t) in Mij , where
it is assumed that

r∑
i=1

wi (v(t)) > 0, wi (v(t)) ≥ 0; i = 1, 2, . . . , r.

Let

αi (v(t)) =
wi (v(t))

r∑
i=1

wi (v(t))

.

Then

0 ≤ αi (v(t)) ≤ 1

r∑
i=1

αi (v(t)) = 1 (2)

where αi(v(t)) denotes the normalized membership functions. For
the convenience of notations, αi(v(t)) is denoted as αi and the
vector α(v(t)) = [α1(v(t)), . . . , αr(v(t))]T as α. By using the fuzzy
inference method with a singleton fuzzifier, product inference, and
center average defuzzifiers, the final output of T–S fuzzy model is
obtained as

ẋ(t) =A(α)x(t) + B1(α)w(t) + B2(α)u(t)

z(t) =C1(α)x(t) + D11(α)w(t) + D12(α)u(t)

y(t) =C2(α)x(t) + D21(α)w(t) (3)

where

A(α) =

r∑
i=1

αiAi B1(α) =

r∑
i=1

αiB1i

B2(α) =

r∑
i=1

αiB2i C1(α) =

r∑
i=1

αiC1i

D11(α) =

r∑
i=1

αiD11i D12(α) =

r∑
i=1

αiD12i

C2(α) =

r∑
i=1

αiC2i D21(α) =

r∑
i=1

αiD21i. (4)

A. Switched PDC Scheme

Denote

Ω=

{
α : 0≤αi≤1, 1≤ i≤r,

r∑
i=1

αi =1

}
(5a)

Ωl =

{
α : 0≤αi≤αl, 1≤ i≤r,

r∑
i=1

αi =1, α ∈ Ω

}
(5b)

∂Ωl = {α : ∃i �= l such that αi =αl and α∈Ωl} (5c)

∂Ω=

r⋃
l=1

∂Ωl (5d)

where 1 ≤ l ≤ r.
Remark 1: Ω is the set of all the vectors α = [α1, α2, . . . , αr]

T,
where αi (i = 1, . . . , r) takes all possible values of membership
functions. Ωl is the set of all the vectors α with αi (i = 1, . . . , r)
satisfying 0 ≤ αi ≤ αl, which describes the case where the lth rule
plays a more important or at least the same role than other rules.
Obviously, Ω =

⋃r

l=1
Ωl.

At any time or moment t, we have the vector α(v(t)) =
[α1(v(t)), α2(v(t)), . . . , αr(v(t))]T ∈ Ω. Then, there exists one l,
where l ∈ {1, . . . , r}, such that the vector α(v(t)) ∈ Ωl, which im-
plies that the lth subsystem plays a more important or at least the same
role than other subsystems. For this case, a specific controller gain
Kl(α) is applied for achieving better control effect. Thus, the follow-
ing switched dynamic output feedback controller for continuous-time
T–S fuzzy models is exploited in this correspondence paper:

[
ξ̇(t)
u(t)

]
=




K1(α)

[
ξ(t)
y(t)

]
, for α ∈ Ω1

...

Kr(α)

[
ξ(t)
y(t)

]
, for α ∈ Ωr

(6a)

where

Kl(α) =

[
AKl(α) BKl(α)
CKl(α) DKl(α)

]
, 1 ≤ l ≤ r. (6b)

For the design of controller gains, a concept of DPDC scheme [26],
[27] is used, i.e.,

AKl(α) =

r∑
i=1

r∑
j=1

αiαjAKijl BKl(α) =

r∑
i=1

αiBKil

CKl(α) =

r∑
i=1

αiCKil DKl(α) = DKl. (6c)
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The premise variables vi(t), where 1 ≤ i ≤ r, are measurable; then,
αi(v(t)), where 1 ≤ i ≤ r, can be obtained online. For the design
of controller gains AKl(α), BKl(α), CKl(α), and DKl, only the
controller parameters AKijl, BKil, CKil, and DKl are to be designed.

Because the premise variables αi(v(t)), where 1 ≤ i ≤ r, are avail-
able online, the switching can be perfectly determined. It is performed
by following the steps.

Step 1) If α(v(t)) ∈ ∂Ω, then the controller gains do not switch.
Step 2) If α(v(t)) ∈ Ωl, (because Ω =

⋃r

l=1
Ωl, there must exist

the l), then the switch controller gain is denoted as Kl(α).

Note that, if α ∈ Ωl, where 1 ≤ l ≤ r, the controller gain is then
Kl(α), which implies that the dynamic output feedback controller is
the following concrete form:

ξ̇(t) =AKl(α)ξ(t) + BKl(α)y(t)

u(t) =CKl(α)ξ(t) + DKl(α)y(t).

Combining it and (4), the closed-loop system can be obtained as

˙̂x(t) =Alx̂(t) + Blw(t)

z(t) =Clx̂(t) + Dlw(t)
, α ∈ Ωl; 1 ≤ l ≤ r (7)

where

x̂(t) =

[
x(t)
ξ(t)

]

and

Al =

[
A(α) + B2(α)DKlC2(α) B2(α)CKl(α)

BKl(α)C2(α) AKl(α)

]

Bl =

[
B1(α) + B2(α)DKlD21(α)

BKl(α)D21(α)

]
Cl = [C1(α) + D12(α)DKlC2(α) D12(α)CKl(α) ]

Dl = [D11(α) + D12(α)DKlD21(α)] , 1 ≤ l ≤ r. (8)

Then, the problem considered in this correspondence paper is formu-
lated as follows.

Given a prescribed H∞ performance γ > 0, design a fuzzy dynamic
output feedback controller of the form (6) such that the following are
satisfied.

1) The closed-loop system (7) is asymptotically stable.
2) Under zero initial condition: x(0) = 0

∞∫
0

zT(t)z(t) ≤ γ2

∞∫
0

wT(t)w(t). (9)

Note that the zero initial condition x(0) = 0 is required in the H∞
performance; the definition of H∞ performance can also be found in
[20] and [21].

III. MAIN RESULT

In this section, two lemmas first are given. In Lemma 1, a nonconvex
sufficient condition for designing H∞ controllers for continuous-time
fuzzy systems is exploited. Moreover, some matrix properties are
studied in Lemma 2. Last, based on Lemmas 1 and 2, an LMI-based
method of designing H∞ SDPDC controllers via full order dynamic
output feedback for continuous-time fuzzy systems is proposed.

Lemma 1: Given a prescribed H∞ performance γ, if there exists
matrix P = PT ∈ R

2nx×2nx satisfying

P > 0 (10)
PAl+AT

l P ∗ ∗
BT

l P −γ2I ∗
Cl Dl −I


< 0, 1≤ l≤r; α∈Ωl (11)

where Al, Bl, Cl, and Dl are the same as in (8). Then, the dynamic
output feedback controller (6) such that the closed-loop system (7) is
asymptotically stable with an H∞ performance bounded by γ.

Proof: Consider a candidate Lyapunov function V (t)

V (t) = x̂T(t)P x̂(t)

where

x̂(t) =

[
x(t)

ξ(t)

]
P ∈ R2nx×2nx P > 0.

Then

V̇ (t) + zT(t)z(t) − γ2wT(t)w(t)

= 2x̂T(t)P (Alx̂(t) + Blw(t)) + (Clx̂(t) + Dlw(t))T

× (Clx̂(t) + Dlw(t)) − γ2wT(t)w(t)

= x̂T(t)
(
PAl + AT

l P + CT
l Cl

)
x̂(t)

+ 2x̂T(t)
(
PBl + CT

l Dl

)
w(t)

+ wT(t)
(
−γ2I + DT

l Dl

)
w(t)

=

[
x̂(t)

w(t)

]T[
PAl + AT

l P + CT
l Cl ∗

BT
l P + DT

l Cl −γ2I + DT
l Dl

][
x̂(t)
w(t)

]
,

1 ≤ l ≤ r; α ∈ Ωl. (12)

On the other hand, applying Schur complement to (11), we have the
following:

[
PAl + AT

l P + CT
l Cl ∗

BT
l P + DT

l Cl −γ2I + DT
l Dl

]
< 0

1 ≤ l ≤ r; α ∈ Ωl.

Pre- and postmultiplying the aforementioned inequality by
[x̂T(t) wT(t)] and its transpose, then it follows that

[
x̂(t)

w(t)

]T[
PAl+AT

l P +CT
l Cl ∗

BT
l P +DT

l Cl −γ2I+DT
l Dl

][
x̂(t)

w(t)

]
≤ 0,

1 ≤ l ≤ r; α ∈ Ωl.

Combining it and (12) yields the following:

V̇ (t) + zT(t)z(t) − γ2wT(t)w(t) ≤ 0. (13)
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Integrating both sides of (13) yields the following:

∞∫
0

V̇ (t)dt +

∞∫
0

zT(t)z(t)dt − γ2

∞∫
0

wT(t)w(t)dt

= V (∞) − V (0) +

∞∫
0

zT(t)z(t)dt − γ2

∞∫
0

wT(t)w(t)dt ≤ 0.

Using the fact that x(0) = 0 and V (∞) ≥ 0, we obtain the following:

∞∫
0

zT(t)z(t)dt ≤ γ2

∞∫
0

wT(t)w(t)dt.

Hence, (11) holds; then, the H∞ performance is fulfilled.
If the disturbance w(t) = 0, then from (13), we have V̇ (t) < 0.

Hence, the closed-loop system (7) is asymptotically stable. Thus, the
proof is complete. �
Remark 2: Note that the condition in Lemma 1 is not convex

with respect to P , AKl(α), BKl(α), CKl(α), and DKl; therefore,
the condition cannot directly be used for designing controllers. What
follow are some properties of matrix are studied in Lemma 2 and
based on Lemmas 1 and 2 and an LMI-based sufficient condition for
designing H∞ controller is proposed in Theorem 1.
Lemma 2: If X = XT, Y = Y T, and M and N are nonsingular,

satisfy the following:

MNT + XY = I

then

[
X M

MT −N−1Y M

] [
Y N

NT −M−1XN

]

are symmetrical and satisfy

[
X M

MT −N−1Y M

][
Y N

NT −M−1XN

]
=

[
I 0
0 I

]
.

Proof: From MNT + XY = I , we have the following:

NMT = I − Y X

NT =M−1(I − XY ).

Then

NTXM−T =M−1(I − XY )XM−T

=M−1X(I − Y X)M−T

=M−1XNMTM−T =M−1XN

MTY N−T =MTY (I − XY )−1M =MT(I − Y X)−1Y M

=MT(NMT)−1Y M =MTM−TN−1Y M

=N−1Y M

which imply that both M−1XN and N−1Y M are symmetrical.
Furthermore, both[

X M
MT −N−1Y M

] [
Y N

NT −M−1XN

]

are symmetrical.
Now, consider[

X M
MT −N−1Y M

][
Y N

NT −M−1XN

]

=

[
XY + MNT XN − MM−1XN

MTY − N−1Y MNT MTN + N−1Y MM−1XN

]

=

[
XY + MNT 0

MTY − N−1Y MNT MTN + N−1Y XN

]
.

From MNT + XY = I and MTY N−T = N−1Y M , it follows that[
XY +MNT 0

MTY −N−1Y MNT MTN+N−1Y XN

]

=

[
I 0

MTY −MTY N−TNT MTN+N−1(I−NMT)N

]

=

[
I 0
0 I

]
.

Then, from the aforementioned proof, we have the following:[
X M

MT −N−1Y M

][
Y N

NT −M−1XN

]
=

[
I 0
0 I

]
.

Thus, the proof is complete. �
Based on Lemmas 1 and 2, a convex method of designing H∞

SDPDC controllers via full order dynamic output feedback for
continuous-time fuzzy systems is proposed in the following theorem.
Theorem 1: Given a prescribed H∞ performance bound γ, if there

exist matrices X = XT ∈ R
nx×nx , Y = Y T ∈ R

nx×nx , ÂKijl ∈
R

nx×nx , B̂Kil ∈ R
nx×ny , ĈKil ∈ R

nu×nx , D̂Kl ∈ R
nu×ny , Jijl =

JT
jil ∈ R

e×e, and 0 ≤ Rijl ∈ R
e×e, where 1 ≤ i, j, l ≤ r, satisfying

the LMIs given by (14)–(17) shown at the bottom of the page, where

[
X Inx×nx

Inx×nx Y

]
> 0 (14)

Λiil < Jiil, 1 ≤ i ≤ r; 1 ≤ l ≤ r (15)

Λijl + Λjil < Jijl + JT
ijl, 1 ≤ i < j ≤ r; 1 ≤ l ≤ r (16)

[Jijl]r×r + He
(
ET

l [Rijl](r−1)×r

)
< 0, 1 ≤ l ≤ r (17)
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the expressions for Λijl and El, shown at the bottom of the page, then
there exists a dynamic output feedback controller (6) with gains (18)
such that the closed-loop system (7) is asymptotically stable with an
H∞ performance bounded by γ

DKl = D̂Kl

CKil =(ĈKil − DKlC2iX)M−T

BKil =N−1(B̂Kil − Y B2iDKl)

AKijl =N−1
(
ÂKijl − NBKjlC2iX − Y B2iCKjM

T

− Y (Ai + B2iDKlC2j)X
)
M−T (18)

where M and N satisfy the following:

MNT = I − XY. (19)

Proof: Define

P =

[
Y N

NT −M−1XN

]
.

Then, from Lemma 2, we have the following:

P−1 =

[
X M

MT −N−1Y M

]

where X , Y , M , and N satisfy the conditions of Theorem 1.
Because M is nonsingular, the following nonsingular matrix can be

constructed:

T =

[
X Inx×nx

MT 0

]
.

Then

TTPT =

[
X Inx×nx

MT 0

]T[
Y N

NT −M−1XN

][
X Inx×nx

MT 0

]

=

[
Inx×nx 0

Y N

][
X Inx×nx

MT 0

]

=

[
X Inx×nx

Inx×nx Y

]
.

Combining it and (14), it follows that P > 0.

Consider
α1I

...
αrI




T

He
(
ET

l [Rijl](r−1)×r

)
α1I

...
αrI




= He







(αl − α1)I
...

(αl − αl−1)I
(αl − αl+1)I

...
(αl − αr)I




T

[Rijl](r−1)×r


α1I

...
αrI







. (20)

If α = [α1 α2, . . . , αr]
T ∈ Ωl, then we have the following:

αl − αi ≥ 0, 1 ≤ i �= l ≤ r.

Combining it with (20) and Rijl ≥ 0, then it follows


α1I

...
αrI




T

He
(
ET

l [Rijl](r−1)×r

)
α1I

...
αrI


 ≥ 0,

α ∈ Ωl, 1 ≤ l ≤ r. (21)

Moreover, pre- and postmultiplying (17) by [α1I, . . . , αrI] and its
transpose yield the following:


α1I

...
αrI




T

[Jijl]r×r


α1I

...
αrI




+


α1I

...
αrI




T

He
(
ET

l [Rijl](r−1)×r

)
α1I

...
αrI


 < 0, 1 ≤ l ≤ r.

Considering it and (21), then we can obtain the following:


α1I

...
αrI




T

[Jijl]r×r


α1I

...
αrI


 < 0, α ∈ Ωl; 1 ≤ l ≤ r

Λijl =




AiX + XAT
i + B2iĈKjl + (B2iĈKjl)

T ∗ ∗ ∗
ÂKijl + (Ai + B2iD̂KlC2j)

T Y Ai + AT
i Y + B̂KjlC2i + (B̂KjlC2i)

T ∗ ∗
(B1i + B2iD̂KlD21j)

T (Y B1i + B̂KjlD21i)
T −γ2I ∗

C1iX + D12iĈKjl C1i + D12iD̂KlC2j D11i + D12iD̂KlD21j −I




El =




−Ĩ 0 · · · 0 Ĩ 0 · · · 0
0 −Ĩ · · · 0 Ĩ 0 · · · 0
...

...
. . .

...
...

...
. . .

...
0 0 · · · −Ĩ Ĩ 0 · · · 0
0 0 · · · 0 Ĩ −Ĩ · · · 0
...

...
. . .

...
...

...
. . .

...
0 0 · · · 0 Ĩ 0 · · · −Ĩ




(r−1)×r

→ l − 1, Ĩ ∈ Re×e; e = 2nx + nz + nw

↓

l
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i.e.,

r∑
i=1

r∑
j=1

αiαjJijl < 0, α ∈ Ωl; 1 ≤ l ≤ r. (22)

Multiplying (15) and (16) by α2
i , where 1 ≤ i ≤ r, and αiαj , where

1 ≤ i < j ≤ r, respectively, and summing them, then we have the
following:

r∑
i=1

r∑
j=1

αiαjΛijl <

r∑
i=1

r∑
j=1

αiαjJijl, α ∈ Ωl; 1 ≤ l ≤ r.

Combining it and (22) then yields the following:

r∑
i=1

r∑
j=1

αiαjΛijl < 0, α ∈ Ωl; 1 ≤ l ≤ r

which can be rewritten as




H11l ∗ ∗ ∗
H21l H22l ∗ ∗
H31l H32l H33l ∗
H41l H42l H43l H44l


 < 0, α ∈ Ωl; 1 ≤ l ≤ r

(23)
where

H11l =A(α)X + XAT(α) + B2(α)ĈKl(α)

+
(
B2(α)ĈKl(α)

)T

H21l = ÂKl(α) +
(
A(α) + B2(α)D̂KlC2(α)

)T

H22l =Y A(α) + AT(α)Y + B̂Kl(α)C2(α)

+
(
B̂Kl(α)C2(α)

)T

H31l =
(
B1(α) + B2(α)D̂KlD21(α)

)T

H32l =
(
Y B1(α) + B̂Kl(α)D21(α)

)T

H33l = − γ2I

H41l =C1(α)X + D12(α)ĈKl(α)

H42l =C1(α) + D12(α)D̂KlC2(α)

H43l =D11(α) + D12(α)D̂KlD21(α)

H44l = − I.

From (18), we can obtain the following:

D̂Kl =DKl

ĈKl(α) =CKl(α)MT + DKlC2(α)X

B̂Kl(α) =NBKl(α) + Y B2(α)DKl

ÂKl(α) =NAKl(α)MT + NBKl(α)C2(α)X

+ Y B2(α)CKl(α)MT

+ Y (A(α) + B2(α)DKlC2(α))X.

Combining it and (23), it follows that


Φ11l ∗ ∗ ∗
Φ21l Φ22l ∗ ∗
Φ31l Φ32l Φ33l ∗
Φ41l Φ42l Φ43l Φ44l


 < 0, α ∈ Ωl; 1 ≤ l ≤ r (24)

where

Φ11l = He
(
A(α)X + B2(α)

(
CKl(α)MT + DKlC2(α)X

))
Φ21l =NAKl(α)MT + NBKl(α)C2(α)X

+ Y B2(α)CKl(α)MT

+ Y (A(α) + B2(α)DKlC2(α))X

+ (A(α) + B2(α)DKlC2(α))T

Φ22l = He (Y A(α) + (NBKl(α) + Y B2(α)DKl)C2(α))

Φ31l = (B1(α) + B2(α)DKlD21(α))T

Φ32l = (Y B1(α) + (NBKl(α) + Y B2(α)DKl)D21(α))T

Φ33l = − γ2I

Φ41l =C1(α)X + D12(α)
(
CKl(α)MT + DKlC2(α)X

)
Φ42l =C1(α) + D12(α)DKlC2(α)

Φ43l =D11(α) + D12(α)DKlD21(α)

Φ44l = − I.

Moreover, pre- and postmultiplying matrix[
PAl + AT

l P ∗ ∗
BT

l P −γ2I ∗
Cl Dl −I

]
(25)

by diag [TT I I] and its transpose then yield the following:[
TT 0 0
0 I 0
0 0 I

][
PAl + AT

l P ∗ ∗
BT

l P −γ2I ∗
Cl Dl −I

][
T 0 0
0 I 0
0 0 I

]

=




Φ11l ∗ ∗ ∗
Φ21l Φ22l ∗ ∗
Φ31l Φ32l Φ33l ∗
Φ41l Φ42l Φ43l Φ44l


 .

From the aforementioned equality and (24), then we can obtain the
following:[

TT 0 0
0 I 0
0 0 I

][
PAl + AT

l P ∗ ∗
BT

l P −γ2I ∗
Cl Dl −I

][
T 0 0
0 I 0
0 0 I

]
< 0,

α ∈ Ωl; 1 ≤ l ≤ r.

Because diag [TT I I] is nonsingular[
PAl + AT

l P ∗ ∗
BT

l P −γ2I ∗
Cl Dl −I

]
< 0, α ∈ Ωl; 1 ≤ l ≤ r.

(26)
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TABLE I
NUMBERS OF LMIS AND VARIABLES

Applying Lemma 1 to (26) and P > 0, then we have the closed-
loop system (7) that is asymptotically stable with an H∞ performance
bounded by γ. Thus, the proof is complete. �

Remark 3:

1) Theorem 1 presents an LMI-based approach for designing
switched dynamic output feedback H∞ controllers, which can
be solved efficiently via LMI control toolbox [14]. The new pro-
posed method can provide less conservative results than the ex-
isting methods via the DPDC scheme [26]. In fact, if Rijml = 0,
ÂKijl = ÂFij , B̂Kil = B̂Fi, ĈKil = ĈFi, and D̂Kl = D̂F in
the conditions of Theorem 1, then the design method given in
Theorem 1 reduces to the corresponding control design method
based on the DPDC scheme [26]. However, more decision
variables are involved in the condition given by Theorem 1. The
comparisons of the complexity are give in Table I.

2) By introducing an SDPDC control scheme with a quadratic
Lyapunov function, the convex approach in Theorem 1 can
give less conservative results for designing fuzzy controllers
than the existing approaches [26]. On the other hand, some
convex techniques based on a weighting dependent Lyapunov
function (fuzzy Lyapunov function) [8], [11] are proposed to
replace the single quadratic one for discrete-time fuzzy sys-
tems for obtaining relaxed design conditions. For continuous
fuzzy systems, a fuzzy Lyapunov approach is given in [10]
by assuming the time derivatives to be computable. However,
some membership function cannot satisfy the assumption, for
example, the triangular and trapezoidal membership functions.
Therefore, the quadratic Lyapunov function method is used in
this correspondence paper.

3) By (14), we can obtain Y > 0 and X − Y −1 > 0, which
imply that I − XY is nonsingular. Therefore, we always
find nonsingular M and N satisfying (19). In particular, by
orthogonal–triangular decomposition of I − XY (the qr func-
tion in Matlab can perform the orthogonal–triangular decompo-
sition of a matrix), we can obtain a solution of N and M (more
details can been found in [35]).

4) Notice that a congruent transformation is applied to (25), which
shows that (26) is equivalent to (24). Moreover, it is easily
seen that (23) and (24) are equivalent. Thus, the nonlinear
matrix inequality (26) with respect to X , Y , M , N , AKijl,
BKil, CKil, and DKl is equivalent to an LMI (23) with respect
to X , Y , ÂKijl, B̂Kl, ĈKl, and D̂Kl. On the other hand,
both (26) and (23) are nonlinear with respect to αi, where
1 ≤ i ≤ r; however, the nonlinearity can be removed by some
existing techniques, which can be found in many references,
such as [2], [5], and [10]. The technique in [5], which can
give less conservative results than [2] and [10], is used in this
correspondence paper.

IV. EXAMPLE

Consider a nonlinear two-degree-of-freedom helicopter system [9],
which is described by the following T–S fuzzy model:

Rule 1: IF p1(t) is 4◦

THEN ẋ(t) = A1x(t) + B11w(t) + B21u(t)
z(t) = C11x(t) + D111w(t) + D121u(t)
y(t) = C21x(t) + D211w(t)

Rule 2: IF p1(t) is 40◦

THEN ẋ(t) = A2x(t) + B12w(t) + B22u(t)
z(t) = C12x(t) + D112w(t) + D122u(t)
y(t) = C22x(t) + D212w(t)

Rule 3: IF p1(t) is 76◦

THEN ẋ(t) = A3x(t) + B13w(t) + B23u(t)
z(t) = C13x(t) + D113w(t) + D123u(t)
y(t) = C23x(t) + D213w(t)

where p1(t) is a pitch angle, and

A1 =




0 1 0 0
0 0 0 −0.0798
0 0 0 1
0 0 0 0


 B11 =



−0.03
−0.02
−0.02
−0.02




B21 =




0 0
5.1404 0

0 0
0 3.4338


 C11 = [ 0.8 −0.2 0.1 −0.6 ]

D111 = − 0.6 D121 = [ 0.9 0.5 ]

C21 =

[
1 0 0 0
0 0 1 0

]
D211 =

[
−0.005
−0.008

]

A2 =




0 1 0 0
0 0 0 −0.5648
0 0 0 1
0 0 0 0


 B12 =




0.01
0.01
0.01
−0.01




B22 =




0 0
2.1714 0

0 0
0 4.4716


 C12 = [ 0.6 0.2 0.2 −0.1 ]

D112 =0.1 D122 = [ 1 1 ]

C22 =

[
1 0 0 0
0 0 1 0

]
D212 =

[
0.001
0.005

]

A3 =




0 1 0 0
0 0 0 −0.2692
0 0 0 1
0 0 0 0


 B13 =




0.04
0.03
0.03
0.02




B23 =




0 0
0.2554 0

0 0
0 14.1593


 C13 = [ 1 0.6 0.3 0.5 ]

D113 =0.8 D123 = [ 0.3 0.8 ]

C23 =

[
1 0 0 0
0 0 1 0

]
D213 = [ 0.004 0.008 ]

the membership functions for Rules 1 to 3 are shown in Fig. 1.
The DPDC controller design method [26] (Theorem 1 with

Rijml =0, ÂKijl =ÂFij , B̂Kil =B̂Fi, ĈKil = ĈFi, and D̂Kl =D̂F )
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Fig. 1. Membership functions.

TABLE II
H∞ PERFORMANCE BOUND

Fig. 2. Response of the state x1(t).

Fig. 3. Response of the state x2(t).

and the SDPDC controller method (Theorem 1) are applicable. The
obtained optimal H∞ performance indices are shown in Table II,
where “cputime” means how long the process uses the CPU.

In Table II, it can been seen that the obtained optimal H∞ perfor-
mance bounded by Theorem 1 (the SDPDC control scheme) is smaller
than the method in [26] (the DPDC control scheme); because more
variables are introduced, Theorem 1 needs more computational time
(cputime) than the method in [26]. Now, the obtained controllers by
Theorem 1 and the method in [26] will be used to do simulations under

Fig. 4. Response of the state x3(t).

Fig. 5. Response of the state x4(t).

Fig. 6. Controlled output z(t).

the assumption that the initial condition x(0) = [ 1.2 −0.5 0 0 ]T

and the exogenous disturbance input

w(t) =
{

6, 2 ≤ t ≤ 3
0, others.

The responses of x(t), z(t), and u(t) are given in Figs. 2–7. Moreover,
the switching of the gains of SDPDC controller is shown in Fig. 8,
during the simulation. Figs. 2–7 show that the SDPDC controller can
achieve better H∞ performance than the DPDC controller.
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Fig. 7. Control input u(t). (a) t ∈ [0, 2.3]. (b) t ∈ [0.65, 1.35].

Fig. 8. Switching between the gains of controller during the simulation.

V. CONCLUSION

In this correspondence paper, the problem of designing switched
H∞ controllers with pole placement constraints via the dynamic
output feedback for continuous-time T–S fuzzy systems has been
studied. A new control scheme, namely, SDPDC control scheme,
is proposed, which is an extension of the DPDC scheme. A new
method for designing SDPDC controllers for guaranteeing the stability
and H∞ performances of closed-loop nonlinear systems is presented,
where the design conditions are given in terms of the solvability of
a set of LMIs. It is shown that the new method is less conservative
than the corresponding design methods via the pure DPDC scheme.
A numerical example has been given to illustrate the effectiveness of
the proposed method.
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