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1 Introduction

The ideas of frequency and predictability have played adumehtal role in mod-
els of human language processing for well over a hundredsyé&echuchardt,
1885; Jespersen, 1922; Zipf, 1929; Martinet, 1960; OldfM/ingfield, 1965;
Fidelholz, 1975; Jescheniak & Levelt, 1994; Bybee, 1996)hilgVmost psy-
cholinguistic models have thus long included word freqyeas a component,
recent models have proposed more generally that prob@biligormation about
words, phrases, and other linguistic structure is repteseim the minds of lan-
guage users and plays a role in language comprehensiorfs{dura996; Mac-
Donald, 1993; McRae, Spivey-Knowlton, & Tanenhaus, 1998apanan & Ju-
rafsky, 1998; Trueswell & Tanenhaus, 1994) production (@Brg, Raymond, Bell,
Fosler-Lussier, & Jurafsky, 1999; Roland & Jurafsky, 2080)l learning (Brent &
Cartwright, 1996; Landauer & Dumais, 1997; Saffran, AsBhNewport, 1996;
Seidenberg & MacDonald, 1999).

In recent papers (Bell, Jurafsky, Fosler-Lussier, Giradadildea, 1999; Gre-
gory et al, 1999; Jurafsky, Bell, Fosler-Lussier, Girand, & Raymoh#98), we
have been studying the role of predictability and frequeincgxical production.
Our goal is to understand the many factors that affect pridolueariability as re-
flected in reduction processes such as vowel reductiontidngh shortening, or
final segmental deletion of words in spontaneous speech. p@pmsal that has
resulted from this work is th@robabilistic Reduction Hypothesiword forms are
reduced when they have a higher probability. The probghilita word is condi-
tioned on many aspects of its context, including neighlgpvirords, syntactic and
lexical structure, semantic expectations, and discows®ifs. This proposal thus
generalizes over earlier models which refer only to wordjfiency (Zipf, 1929;
Fidelholz, 1975; Rhodes, 1992, 1996) or predictabilityvjles & Housum, 1987).

In this paper we focus on a particular domain of probabdiltiguistic knowl-
edge in lexical production: the role of local probabilistéations between words.



Our previous research as well as research by others (Bu8h; Bybee & Scheib-
man, 1999; Krug, 1998) suggests that words which are styaetdted to or pre-
dictable from neighboring words, such as collocations (fseges of commonly
cooccurring words), are more likely to be phonologicallgueed.

This paper extends our earlier studies of reduction, agytivat these prob-
abilistic relations between words should be interprete@wadence for emergent
linguistic structure, and more specifically as evidence grababilistic relations
between words are represented in the mind of the speaketingdke claim re-
quires showing that probabilistic relations are represgntery generally across
words. We therefore examine probabilistic relations withdtion words as well as
with content words, with frequent words as well as with igiuent words. It is also
crucial to understand the exact nature of these probabitéfects. We thus study
various probabilistic measures of a word’s predictabifitym neighboring words,
and test the effects of each on various types of reductiom.cénclusions support
the probabilistic reduction hypothesis; more probabledsare more likely to be
reduced. The results suggest that probabilistic relatimta/een words must play
a role in the mental representation of language.

Our experiments are based on two distinct datasets, eaamdram 38,000
words that were phonetically hand-transcribed from Anari&nglish telephone
conversations (Greenberg, Ellis, & Hollenback, 1996). Tilst dataset consists
of 5618 of the 9000 tokens of the 10 most frequent functiondsol, and the,
that, a, you, to, of, it, andin. The second focuses on 2042 of the 3000 content
word tokens whose lexical form ends in at or d. Each obsemwati coded with
its duration and pronunciation as well as contextual facsoich as the local rate of
speech, surrounding segmental context and nearby disfagent/e use linear and
logistic regression to control for contextual factors atutlyg the extent to which
various probabilistic measures of lexical predictabilggcount for reduction of
word forms, as indicated by vowel reduction, deletion oflfira d, and durational
shortening. Throughout this paper we will use the term ‘el to refer to forms
that have undergone any of these processes.

2 Measures of Probabilistic Relations between Words

The Probabilistic Reduction Hypothesis claims that worgsmaore reduced when
they are more predictable or probable. There are many waysetsure the prob-
ability of a word. This section discusses a humber of locahsnees that we have
studied, although we will mainly report on two measures: dbeditional proba-
bility of the target word given the preceding word and theditianal probability
of the target word given the following word.

The simplest measure of word probability is called gner probability. The
prior probability of a word is the probability without comtgring any contextual
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factors (‘prior’ to seeing any other information). The prigrobability is usually
estimated by using thelative frequencyf the word in a sufficiently large corpus.
The relative frequency is the frequency of the word dividgdhe total number of
word tokens in the corpus:
C(wi) C(w;)
P(w;) 5, O(w) N (1)

The relative frequency is thus a normalized version of waedjfiency sim-
ilar to information in frequency dictionaries such as Fiarand Kucera (1982).
Throughout the paper we use the temative frequencyather than prior proba-
bility, although the reader should keep in mind that frequiem are estimates of the
probability of a word’s occurrence independent of contékke also consider the
relative frequencies of the preceding and following words.

Probability can also be measured with respect to neighpaxsiords. We use
two measures (thgint probability and theconditional probability of the pre-
dictability of a word given the previous word. Thant probability of two words
P(w;_w;) may be thought of as the prior probability of the two wordsetalo-
gether, and is estimated by just looking at the relativeufesgpy of the two words
together in a corpus:

Pl ) = L0 2)

This is a variant of what Krug (1998) called th&ing frequencyf the two words.

The conditional probability of a word given the previous wadsdalso some-
times called theransitional probability (Bush, 1999; Safframt al, 1996). The
conditional probability of a particular target word, given a previous woray; 4
is estimated from a sufficiently large corpus, by counting tlumber of times the
two words occur togethef (w;_;w;), and dividing byC(w;_1), the number of
times that the first word occurs:

C(w;—1w;)

P(w;lw;—1) = Clwn 1)
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The difference between the conditional and joint probgbit that the condi-
tional probability controls for the frequency of the comaliting word. For exam-
ple, pairs of words can have a high joint probability meredgdéuse the individual
words are of high frequency (e.mf the. The conditional probability would be
high only if the second word was particularly likely to folahe first. Most mea-
sures of word cohesion, such as conditional probability mndual information,
are based on such metrics which control for the frequendien® or both of the
words (Manning & Schitze, 1999).



In addition to considering the preceding word, the effeaheffollowing word
may be measured by the two corresponding probabilities. jdihe probability of
a word with the next word(w;w; 1) is estimated by the relative frequency of the
two words together: : )
C(wjwiy1
e @)
Similarly, theconditional probability of the target word given the nextrd/@ (w;|w; 1)
is the probability of the target wordy; given the next wordw;, ;. This may be
viewed as the predictability of a word given the word the &peds about to say,
and is estimated as follows:

P(wjwiyq) =

C(w;wiy1)
O(U)?;_H)

Finally, we mention briefly four other measures that playesiraller role in
our analyses. We considered a numbetrigfram probability measures. Two of
these were the conditional probability of the target givieattvo previouswords
P(w;|w;—9w;_1), and the conditional probability of the target given the fol-
lowing words P (w;|w;+1w;+2). Neither of these turned out to predict reduction
after we controlled for the (bigram) conditional probati#s of the previous and
following words. The conditional probability of the targgitven thetwo surround-
ing words is the probability of the target given one word prengdind one word
following the targetP (w;|w;_1 - - - w;y1). This trigram was a significant predictor
in some analyses. It is estimated as follows:

P(wi|wiy1) =

(®)

C(w;—1w;jwit1)

P(wi|lwij—q -+ wjy1) = (6)

C(wi—1 - wit1)

Table 1: Summary of probabilistic measures and high prdibakixamples.

Measure Examples
Relative Frequency P(w;) just, right
Joint of Target with Next Word P(w;w; 1) kind of

Joint of Target with Previous P(w;_qw;) alot
Conditional of Target given Previous P (w;|w;_1) SupremeCourt
Conditional of Target given Next P(w;|wi1) United States
Conditional of Target given Surrounding P (w; |w;_1 - - - w; 1)  little bit more

Table 1 contains a summary of the probabilistic measuresant examples
of high probability items from the dataset for each measthe reader can obtain



some idea of the ways that these different measures of lagedigtability rank
word combinations in Tables 6—8 in Appendix 2.

The actual computation we used for estimating these pritiediwas some-
what more complex than the simple explanations above. Sinc&8,000 word
corpus was far too small to estimate word probabilities, sedthe entire 2.4 mil-
lion word Switchboard corpus (from which our corpus was drpmstead. See
Jurafskyet al. (1998) for details about the backoff and discounting meshiheht
we used to smooth the estimates of very low frequency itengsthdh took the log
of these probabilities for use in our regression analyses.

In this paper we report mainly the effects of conditionalbabilities. In gen-
eral, however, we find that most of the measures (conditipnabability, joint
probability, various relative frequencies of words) shawng effect on reduction.
Given their definitional interdependence, this is not sgipg. If one wishes to
pick a single measure of probability for convenience in répg, it makes sense to
pick one which combines several independent measures,asuctutual informa-
tion (which combines the joint, the relative frequency af thrget, and the relative
frequency of the neighboring word) or conditional probiyi(which combines
joint probability and the relative frequency of the neighibg word). We chose
conditional probability because for this particular datd i6 was a better single
measure than joint probability.

In Gregoryet al. (1999) we considered thautual information(Fano, 1961) of
the target word and the following word. There we showed thatiual information
produces very similar results to the conditional probapiif the target word given
the following word. For this reason, and because mutualrinéion turns out
to be an inappropriate metric for our analyses of functionds® we report on
conditional probability rather than mutual informationtiris paper.

In general, the most predictive model of any data is obtalmedsing a com-
bination of (independent) measures rather than one singbsune. Thus, for ex-
ample, in some cases we found that a combination of conditjamobability, joint
probability, and relative frequency all play a role in retos. See Appendix 1
for further discussion of the relationships between caool#l probability, joint
probability, and relative frequency of the previous word.

3 Effects of Predictability on Function Words

Ouir first experiment studied the 10 most frequent Englistction words in the
Switchboard corpus. (These are also the ten most frequensvio the corpus.)

This is because mutual information includes the relatiegjfiency of the target word. Since
the function word analysis was based on only ten types oftifomavords, this relative frequency
component will merely act to distinguish the ten items, eathan to represent their frequencies, as
it would with a larger sample.



3.1 The Function Word Dataset

The function word dataset was drawn from the Switchboargu®iof telephone
conversations between strangers, collected in the eal@sl@Godfrey, Holliman,
& McDaniel, 1992). The corpus contains 2430 conversatiaesaging 6 minutes
each, totaling 240 hours of speech and about 3 million wgod&en by over 500
speakers. The corpus was collected at Texas Instrumensslyrby soliciting paid
volunteers who were connected to other volunteers via at telbephone operator.
Conversations were then transcribed by court reportecsdanord-by-word text.

Approximately four hours of speech from these conversatiere phonet-
ically hand-transcribed by students at UC Berkeley (Greembt al, 1996) as
follows. The speech files were automatically segmentedpagudo-utterances at
turn boundaries or at silences of 500 ms or more, and a rougimatic phonetic
transcription was generated. The transcribers were gieset utterances along
with the text and rough phonetic transcriptions. They themexted the phonetic
transcription, using an augmented version of the ARPAL=d, marked syllable
boundaries, from which durations of each syllable were aneqh

The phonetically-transcribed corpus contains roughl¥88 transcribed words
(tokens). The function word dataset consists of all insaruf the 10 most frequent
English function wordsi, and the that, a, you to, of, it , andin. This subcorpus
contained about 9,000 word tokens. Our analyses are bastt @618 tokens
remaining after excluding various non-comparable itereg§8.3).

Each observation was coded for two dependent factors riefieetduction:

vowel reduction: We coded the vowel of each function wordfadl or reduced
The full vowels included basic citation or clarification prociations, e.g.
[0i] for the, as well as other non-reduced vowels. The reduced vowels tha
occurred in the function words were] and [i].> Table 2 shows full and
reduced-vowel pronunciations of the function-words, wiiigure 1 shows
the relative proportions of each vowel type by function word

duration in milliseconds: the duration of the word in milliseconds.

3.2 The Regression Analysis

We used multiple regression to evaluate the effects of cediptability factors on
reduction. A regression analysis is a statistical moddlghedicts aesponse vari-
able (in this case, the word duration, or the frequency of vowdustion) based

2In general we relied on Berkeley transcriptions for our oggialthough we did do some data
cleanup, including eliminating some observations we jdddely to be in error; see Jurafsiet al.
(1998) for details.



Table 2: Common pronunciations of the 10 function words byeidype.

Full Reduced
a | [e] [al,[r o], [#]
the | [0il,[i],[di] [0a],[01], [4] [09],[04], [o]
in | [m],[1],[1£], [en],[an],[n] [in],[n],[on]
of | [av],[a},[avv] [1],[i],[] [],[ov],[of]
to | [tu],[tw],[cu] [tu],[td],[t4] [6a],[t4],[9]
and | [&n],[eend],[ar] [en],[m],[an] | [in],[n],fon]
that | [0a],[0act], [¢] [0¢],[0et],[0ec] | [0it], [01], [Oir]
| [ai] [a],[a][a] [o
it | [i].[it],[re] [wt],[u],[a] [i].[0][ot]
you | [yu],[ul,[y#] [yx],[r],[i [yl [y].[i]

608 841 545 481 350 494 618 841 502 338
1.0+ — — —
O ful
- 0.8 H reduced

a the and that in of to | you it

Figure 1: Proportion of full and reduced forms for the 10 fiimiec words. Total
occurrences appear above.

on contributions from a number of othexplanatory factorgAgresti, 1996). Thus
when we report that an effect was significant, it is meant tarmerstood that it is
a significant parameter in a model that also includes the stbaificant variables.
In other words, after accounting for the effects of the otbigrlanatory variables,
adding the explanatory variable in question produced &ftigntly better account
of the variation in the response variable. For duration,clig a continuous vari-
able, we used ordinary linear regression to model the logtaur of the word. For
vowel quality, which is a categorical variable, we used dtigiregression.

3.3 Control Factors

The reduction processes are each influenced by multipletstal and perfor-
mance factors that must be controlled to assess the cainbof the probability
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measures to reduction. We briefly review these factors hedecair method of
controlling for them. First, we excluded tokens of functimords based on the
following three factors:

Planning problems: We removed function words which are immediately followed
by disfluencies indicative of ‘planning problems’ (pausited pausedaih
andum, or repetitions), since they tend to have less-reduceduni@ations
(Fox Tree & Clark, 1997; Jurafsket al, 1998; Bellet al,, 1999; Shriberg,
1999). We also removed words that were preceded by filledgsasisice
preceding pauses might affect durational patterns.

Phrase boundary position: We removed words which are initial or final in our
pseudo-utterances. The pseudo-utterances of our datasetounded by
turns or long pauses, although they do include multipleriatmnal phrases
in some cases. Thus words which were initial or final in ouupiseutterances
included most words which are turn- or utterance-initiafioal. Such words
are known to have different durational patterns.

Special forms We removed cliticized function words (e.gou’'ve I've, it's) and
the variantan of the indefinite article.

We then controlled other variables known or suspected &cafieduction by
entering them first in the regression model. Thus the baseshfodan analysis
was a regression on the following set of control factors:

Rate of Speech:Speech researchers have long noted the association befgésm
speech, informal styles, and more reduced forms. For a repgmtita-
tive account of rate effects in Switchboard, see Fosleslanssand Morgan
(1998). We measured rate of speech at a given function worthking
the number of syllables per second in the smallest pausedeoluregion
containing the word. Our regression models included boghréte and log
squared rate.

Segmental Context: A general fact about reduction processes is that the form of a
word is influenced by the segmental context—for examplesopant dele-
tion is favored when a segment is preceded by or followed byresanant.

We controlled for the class (consonant or vowel) of the feily segment.

Syllable type of target: We coded the target word for syllable type (open or closed)
(e.g.,it vs. &). This variable interacts closely with segmental context.



Reduction of following vowel: The prosodic pattern of the utterance plays a cru-
cial role in reduction. Since our current dataset does nokrsizess or ac-
cent, the only prosodic control was whether the vowel in thiakle follow-
ing the target word was reduced or full. (This partially cofg for stress
since the reduction of the following vowel should correlat#h its stress
level, and hence the stress level of the target word.)

We also included a number of terms for the interactions betwtbese variables.

Several factors that have been reported to influence rextugiere not con-
trolled in this study. First, our definition of words was qugimplified; we as-
sume that anything bounded by spaces in the text transmigptvas a word. Thus
Supreme Couraind most ofwere each considered two words, although we con-
trolled for this simplification in the experiments descdta 4. Other factors not
controlled included additional aspects of the precedimgrsmnt environment (e.g.,
vowel identity and coda identity), prosodic structure [iring position and metri-
cal prominence) and social variables (register, age, geralee, social class, etc.).
We did control for some of these social variables in our eamvork (Bell et al.,
1999) and still found robust effects of the predictabilitgasures. Control of re-
duction of the following vowel and of pseudo-utterance posiin our analyses
partially controls effects of prosodic structure, stresg] accent.

The fact that the 10 words in this dataset were all very fraglienited our
ability to study relative frequency. (The most common wdrds about 3 times
more frequent than the least common wang compared to an overall ratio of
probability of about 100,000 to 1 for the highest and lowesgfiency words in
the entire corpus.) What variation there is, moreover, éiricably confounded
with the effects of form and patterns of combination of thdividual items. Since
it is consequently not possible to obtain useful infereratmsut the effects of rel-
ative frequency with the function words dataset, this \@dds omitted from the
analyses.

3.4 Results
3.4.1 Vowel Reduction in Function Words

We first tested the relationship between the target word hadptevious word,
by adding the conditional probability of the target wordeagivthe previous word
P(w;|w;—1) to the regression equation after a base model that incluteddn-
trol variables. Predictability from the previous word wasignificant predictor of
reduction p < .0001). The higher the conditional probability of the target give
the previous word, the greater the expected likelihood efelaeduction in the
function word target.



The predicted likelihood of a reduced vowel in words whichrevkighly pre-
dictable from the preceding word (at the 95th percentilecofditional probability)
was 48 percent, whereas the likelihood of a reduced vowebwngredictability
words (at the 5th percentile) was 24 percent.

Reduction of the target word is also affected by its prolistixl relations with
the following word. Higher conditional probabilities ofattarget word given the
following word P(w;|w;4+1) were again a predictor of a greater likelihood of re-
duction fp = .002).

The predicted likelihood of a reduced vowel in words whichrevkighly pre-
dictable from the following word (at the 95th percentile ohditional probability)
was 42 percent, whereas the likelihood of a reduced vowebingredictability
words (at the 5th percentile) was 35 percent. Note that thgnihade of the effect
was a good deal weaker than that with the previous word.

Even after accounting for the individual effects of the dtindal probability of
the preceding and following words, there is a small addéiaignificant effect of
the preceding and following words together, as measurelébgdnditional trigram
probability given the two surrounding word® (w; |w;—1 - - - wiy1) (p < .02).

3.5 Function Word Duration

We found similar effects of predictability on function wodtiration. The condi-
tional probability of the target word given the previous WaP(w;|w;—1) was a
significant predictor of durational shortening € .0001). The higher the condi-
tional probability of the target given the previous wordg ghorter the target word.
High conditional probability tokens (at the 95th percentf the conditional prob-
ability) have a predicted duration of 92 ms; low conditiopadbability tokens (at
the 5th percentile) have a predicted duration of 118 ms.

A similar effect on shortening was found for the relatiomsbf the target word
with the following word. The conditional probability of titarget word given the
following word P (w;|w;1) was again a strong predictor of shortening; the higher
the probability of the target word given the following wottie shorter the target
was p < .0001). Tokens which were highly probable given the following @dat
the 95th percentile of the conditional probability) haveradicted duration of 99
ms; tokens with low probability given the following (at théhSpercentile) have a
predicted duration of 123 ms.

As with vowel reduction, there is a small additional sigrafit effect of the
preceding and following words together, as measured bydhditonal probability
given the two surrounding wordg & .0001).
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3.6 Independence of Duration and Vowel Reduction

The fact that the vowels in function words are reduced whervtbrds are more
predictable could be modeled as a categorical, non-gradféett. That is, based
on predictability, speakers could be making some sort afgmaical choice in lex-
ical production between two possible vowels, one full and mduced. But the
results on durational shortening cannot be modeled catedigr The effect of
predictability on shortening is a gradient, non-categdrane.

It is possible, however, that the shortening effects thablaserve for function
words might be solely a consequence of the vowel reductifaetsf since reduced
vowels are indeed durationally shorter than full vowelsshbrtening was only a
consequence of vowel selection, there might be no evidesrca §radient effect
of probability on reduction. In order to test whether thecefé of probability on
shortening were completely due to vowel reduction, we addeatiable to the base
model for duration that coded whether the function word's/@bwas reduced or
full.

We found that all the probabilistic variables remain robustgnificant predic-
tors of duration, even after controlling for vowel reductiol hat is, predictability
not only affects vowel reduction, but has an additional petelent non-categorical
effect on word duration.

As further confirmation, we looked at the full and reduced etsrseparately
to see whether the shortening effects occurred in words fulthvowels as well
as words with reduced vowels. Indeed, higher probabilitydoted durational
shortening both in the words with full vowels and words widduced vowels.
For words with full vowels and words with reduced vowels,dadhat had higher
conditional probabilities (given either the previous didaing word) were signif-
icantly shorter than those with lower conditional probdie$ (p = .0001).

These results confirm that there is an effect of predictgbiin reduction that
is continuous and not purely categorical, suggesting tretdbmain of applicabil-
ity of the Probabilistic Reduction Hypothesis includegliistic levels that allow
continuous phenomeria.

3.7 The Function Word Dataset; Discussion

The results for the function word dataset show that functimmds that are more
predictable are shorter and more likely to have reduced igmveeipporting the

%In order to ensure that the durational effects have somdrzants component, we would also
need to control for presence or absence of consonants. Weaitmuldn't do a full analysis here, we
did examine the durations of a subset of 2878 items in whiatpalsonants were present. Even after
controlling for these categorical factors (vowel qualitydaconsonant presence), target words were
still shorter when they had a high conditional probabilityem the following word, or a high joint
probability with the previous word.
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Probabilistic Reduction Hypothesis. The conditional jadaibty of the target word
given the preceding word and given the following one botty @aole, on both
duration and deletion. The magnitudes of the duration tffaxe fairly substantial,
in the order of 20 ms or more, or about 20 percent, over thegahthe conditional
probabilities (excluding the highest and lowest five perafithe items).

The fact that there are effects of predictability on duratio addition to the
effects on vowel reduction, and that they affect both full aaduced vowels, sug-
gests that some of the effects of predictability on reductoe continuous and
non-categorical. Under one possible model of these effdutscategorical vowel
reduction effects could be the result of lexicalization cargmaticalization lead-
ing to segmental changes in the lexicon or grammar, whiletmtinuous duration
effects are on-line effects, perhaps mediated in part bygqatic structure, but not
represented in lexicalized differences. Our results dahotv us to make any con-
clusions about such a possible model. Indeed, while outtsedite many results
on variation phenomena, could arise from two qualitativéifferent processes,
one applying more generally across items and processesnanthe result of lex-
icalizations and grammaticalizations, these need not rtegmly into categorical
and non-categorical reductions. At least some vowel réguchay be gradient,
and it is conceivable that some of the duration effects destnated above could
arise from lexicalization. Thus the actual delineation ahadel of the effects of
predictability on reduction remains to be done.

4 Lexical versus Collocation Effects

So far we have shown that the conditional probability of ection word given the
surrounding words is a significant predictor of reduced Vevead shorter dura-
tions. Shortening effects seems to provide strong evidémaeprobabilistic links
between words are represented in the mind of the speaker.

But an examination of the high probability word pairs in Ted6—8 (Appendix
2) raises a potential problem. Many of these pairs (8ket of or kind ofy might
be single lexical items rather than word paiseita kinda). This classification as
high-probability word pairs would then stem from the facittive rely on a purely
orthographic definition of a word (i.e., words are separdigavhite space). Per-
haps our results concerning the effect of predictabilityemfuction are merely facts
about such recently emergent words la@ta, and not facts about probabilistic re-
lations between words that are accessed separately. Thpatl&ps our results are
purely lexical rather than syntactic (e.g., word-ordegt$aabout reduction.

In order to test this hypothesis, it is necessary to showtitwdter predictabil-
ity is associated with increased reduction even in word doailons that are not
lexicalized. Based on the intuitions that many pairs of vgakith high conditional
probability may be lexicalized (see the top half of Tables Bpand word pairs

12



with low conditional probabilities are likely not (see thettom half of Tables 7 or

8), we split the function word observations into two groupsigh and low con-
ditional probabilities. Table 3 shows the 10 sequences thihighest conditional
probabilities from théower half of the range. Looking at these tables, these words
are less likely to be lexically combined with their neighdjoand yet their dura-
tion is still affected by both the conditional probabilitivgn the preceding and the
conditional probability given the following word. The highthe probability of the
word given its neighbor, the shorter the word.

Table 3: The 10 most probable function word sequences iregbfrom the lower

half of the probability range, according to two probabilityeasures. Function
words in this lower range did show effects of durational $¢ing due to higher
probability.

Conditional Probability Given
Previous Word P (w;|w;_1)

Conditional Probability Giv en
Next Word P (w;|w;t1)

Top 10 of lower half

Top 10 of lower half

themand achocolate
sometiméan alaw
differencesf acrime
betthat the old
homeghat the gun
doesthat you must
wherethe the Mastercard
beena (oil) and filter
with a the north
fineand | do

For each of these groups, we tested the effects of conditpobhability given
the previous word on both vowel reduction and durationalkteiming. Each test
was then repeated for the conditional probability givenftilewing word. Since
lexicalized sequences of words should have high conditiprababilities, if the
effects we find are limited to lexicalizations, we should fthdt our effects only
hold for the upper halves of the conditional probabilities.

Considering first the effects of the preceding word, we fotlvad there was no
significant effect of conditional probability on vowel regdion in the low group,
but there was a significant effect of conditional probapilitthe high group. These
results lend some support for the influence of lexicalizatié-or duration, how-
ever, conditional probability of the preceding word hadgngicant effect for both
groups, although it did appear to be somewhat stronger &hitdh group.

The results for following word effects did not support theiéalization hypoth-
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esis. Conditional probability of the following word was s good a predictor of
vowel reduction in the low probability group as in the higlolpability group.

We were surprised to find that the duration of tokens in thd fggoup was
not affected by conditional probability given the following vah even though du-
rations in the low group were shorter for higher conditiopabbabilities. This
suggests that there may be a ceiling that limits its effeaiumation.

While these results are preliminary, and invite furtherlgsia, they suggest
two conclusions. First, more predictable words are moreced even if they are
in a low probability group and unlikely to be lexically comieid with a neighbor-
ing word. Thus we find clear evidence for probabilistic nelas between words.
Second, particularly for the predictability from the prews word, the high group
shows a stronger effect of predictability on reduction. sTeiiggests that there is
some reduction in duration may be due to the lexicalizatioward pairs.

5 Effects of Predictability on Final-t/d Content Words

Our previous results show that function words which are vagdictable from

neighboring words (i.e., have high conditional probapilifiven the previous or
following word) are more reduced. Even though these reslitsv that proba-
bilistic relations hold over the full range of predictabés for function words, it

is possible that they would not hold for content words. Thighhbe true, for

example, if function words are more likely to cliticize, lealize, or collocate with

neighboring words than content words, or if probabilisttations between words
were to only apply at the higher ranges of predictabilityt i@ more typical of

function words. Because content words have a much widerrahdrequencies

than function words, they also allow us to investigate tHe o target word fre-

guency. We therefore turn to content words to see if they @ r@duced when
they are more probable.

5.1 The Final-t/d Content Word Dataset

The Final-t/d Content Word dataset is again drawn from the@Bword phonetically-
transcribed Switchboard database. ($84. for details.) The database contained
about 3000 content words ending in t or d. Eliminating obatons to control for
factors discussed below left 2042 word tokens in our analy$able 4 shows some
common examples, together with frequencies per milliondsdrom the entire 2.4
million word Switchboard corpus.

Each observation was coded for two dependent reductiooritt

40ur earlier work also considered other reduction factas; Jurafsket al.(1998) for our results
on deletion of coda obstruents in function wordts that, and of) and Gregoryet al. (1999) on
tapping in final-t/d words.
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Table 4: The 30 most frequent words in the Final-t/d datasédh counts from
the 2.4 million word Switchboard corpus, but renormalizdilified by 2.4) to be
counts-per-million.

Word | Frequency || Word Frequency || Word | Frequency
want 12,836 || last 887 || read 604
just 8,781 || bit 863 || part 585
lot 3,685 || first 834 || fact 585
good 3,225 || thought 826 || heard 523
kind 3,103 || need 826 || made 521
put 1,226 || sort 823 || start 484
said 1,190 old 818 || least 461
went 1,153 || great 793 || point 460
used 941 || bad 669 || state 452
most 899 || quite 628 || let 442

Deletion of final consonant: Final t-d deletion is defined as the absence of a pro-
nounced oral stop segment corresponding to a final t or d ilsvok final t
or d was coded as deleted if in the Greenbetrgl. (1996) transcription the
t or d was not transcribed as phonetically realized. For etanthe phrase
‘but the’ was often pronouncejods] in the dataset, with no segment cor-
responding to the t ifbut Table 5 shows examples of full and t/d-deleted
forms.

Duration in milliseconds: The hand-coded duration of the word in milliseconds.

Table 5: Examples of full (including tapped) and reduceel (deletion of final t or
d) forms from the final-t/d dataset.

Word Full and Tapped Forms Forms with Deleted tor d

mind  [mamd] [marm], [mar]
about [obad],[baut] [bee]

made [mard], [merr] [mer]

most  [moust], [mout] [mous] [m]
lot [lat], [lar] [la]

5.2 Control Factors

As with the function word analyses, we excluded tokens ofdgavhich occurred
in disfluent contexts, or initially or finally in pseudo-ut@ces. We also excluded
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polysyllabic words from the duration analyses to make thim# more comparable.
Other factors were controlled by including them in the regien model before
considering the predictability factors. They includedighbles already discussed—
rate of speech, rate of speech squared, whether the next waseeduced or not,
following segment type (consonant or vowel), and whethemibrd coda included
a consonant cluster. The base model also included the fogpadditional factors:

Inflectional status: Fasold (1972), Labov (1972), Bybee (1996) and others noted
that a final t or d which functions as a past tense morpheme (eigsedor
kep) is less likely to be deleted than a t or d which is not (ends?.

Identity of the underlying segment: We coded the identity of the underlying fi-
nal segment (t or d).

Number of syllables: The number of syllables in the word is of course correlated
with both word frequency and word duration (for the deletioralysis only,
since the duration analysis was limited to monosyllabicdsipr

5.3 Results

Using multiple regression, the predictability measuresatested on the two short-
ening variables of deletion and duration by adding them thed the regression
models after the base model. Recall that in the function egp&riment we did not
include the relative frequency of the target word as a fadtor the content words,
however, this factor was included. Note that while targe¢scantent words, pre-
ceding and following words may be function words.

5.4 Duration

The duration analysis was performed on 1412 tokens of thetfothaontent words.

We found a strong effect of the relative frequency of the @éangord @ <
.0001). Overall, high frequency words (at the 95th percentilerefjiency) were
18% shorter than low frequency words (at the 5th percentile)

The conditional probability of the target given the next disignificantly af-
fected duration: more predictable words were shorper(.0001). Words with
high conditional probability (at the 95th percentile of ttenditional probability
given the next word) were 12% shorter than low conditionalbyability words (at
the 5th percentile).

Both the conditional probability of the target given thepoeis word p =
.0009) and the joint probability of the target with the previousrdidp = .046)
significantly affected duration. This instance is comghckin that no one factor
adequately represents the effects on duration.
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5.5 Deletion

The deletion analysis was performed on 2042 tokens of tal-fiontent words.

Again, we found a strong effect of relative frequengy< .0001). High fre-
guency words (at the 95th percentile) were 2.0 times moehiito have deleted
final t or d than the lowest frequency words (at the 5th pefegnt

The conditional probability of the target given the prexdouord did not sig-
nificantly affect deletion. The only previous word varialtheit affected deletion
in target words was the relative frequency of the previousdwdVore frequent
previous words lead to less deletion in the target were-(.007).

We had found in earlier work (Gregost al,, 1999) that deletion was not sen-
sitive to predictability effects from the following word.his result was confirmed
in our current results. Neither the conditional probabitif the target word given
the next word nor the relative frequency of the next word joted deletion of final
tord.

5.6 Final-t/d Content Word Dataset: Discussion

Content words with higher relative frequencies (prior @bitities) are shorter and
are more likely to have deleted final t or d than content worih lewer relative
frequencies. As is the case with all of our results, thistis &ven after controlling
for rate of speech, number of syllables, and other factong éffect of target word
frequency was the strongest overall factor affecting rédacof content words,
and provides support for the Probabilistic Reduction Hipets.

In addition to the effect of relative frequency, we also fdwan effect of con-
ditional probability. Content words which have a higher ditional probability
given the following word are shorter, although not more Ik undergo final
segment deletion.

Overall, however, the effects of conditional probability @duction are much
weaker in content words than we saw in function words. Caoatil probabilities
of the targets given either the following or the previous evtvad no effect on
deletion. We also found no effect of the conditional probigbof the target word
given the previous word on duration. Failure to find effectaynbe due to the
smaller number of observations in the content word datas#éteogeneral lower
frequencies of content words.

The only effect of the previous word was an effect of previausd relative
frequency. High-frequency previous words ledlémger target forms andess
final-t/d deletion. Unlike the effects of joint and conditad probabilities which
plausibly represent the predictability of the target watd; effect of previous (or
following) word frequency has no immediate interpretatidile are currently in-
vestigating two possible explanations for the role of ppagiword frequency. One
possibility is based on the fact that the previous-word deggy is in the denom-
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inator of the equation defining the conditional probabilifythe word given the
previous word (Equation 3; see also Appendix 1). Perhapegffieet of previous
word frequency is really a consequence of conditional podibg but the size of
our content-word dataset is too small to see the effectseohtimerator of Equa-
tion 3. This could be due to the fact that the counts for anyweod combinations
are lower than the counts for single words.

Another possibility is that the lengthening of content weoadter frequent pre-
vious words is a prosodic effect. For example, if the presiawrd is frequent, it
is less likely to be stressed or accented, which might rdisetobability that the
current word is stressed or accented, and hence that itsidikety to be reduced.

Prosodic effects might also explain the asymmetric effésuaounding words
(the preceding word played little role in final deletion). iF likely illustrates that
not all reduction processes are affected in the same waydbapilistic variables.
(Gregoryet al. (1999), for example, found a different pattern for tappiridimal t
and d.) The asymmetry of this particular case is perhapsratad®lable from the
fact that final deletion is a word edge effect, in the termigyl of the phonological
of prosodic domains. It would be worth investigating whethigch edge processes
are systematically less sensitive to the probability ctiowiing effects of material
across the prosodic boundary they mark.

6 Conclusion

The fundamental result of these analyses is that we find ewéior the Probabilis-
tic Reduction Hypothesis. In general, more probable wordseduced, whether
they are content or function words. Predictability fromgiéoring words played
a strong role in the high-frequency function words. The eanbtwords exhib-

ited weaker effects of surrounding context, but strongatffef relative frequency.
Thus all of our measures of local predictability play a raleat least some reduc-
tion processes, and all the reduction processes are infiddrycsome predictability
measures. By showing that probabilistic factors influemsgéchl production, our

results also provide general support for probabilistic eledf human language
processing (Jurafsky, 1996; Seidenberg & MacDonald, 1999)

Our analyses also show that predictability links betweerdware a key factor
in such probabilistic models. We showed, using severalkafeevidence, that the
effect of the neighboring word on reduction was not necdgsduwe to lexicaliza-
tion. This includes evidence that the effect of predictgbibn reduction applies
both to content and function words, and that the effect afliotability applies both
to the higher and to the lower ranges of predictability. Téet that the shortening
effects are independent of vowel reduction also tends tpauhis hypothesis,
since such gradient processes are more likely at produptiocessing levels after
lexical items have been merged into a prosodic frame.
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This is an ongoing research effort, and we are currentlyrahitgy these results
in a number of directions, including further examinationtioé slightly different
effects on context versus function words, use of larger antergeneral datasets,
and effect of other measures of collocation and predidgtgbil
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Appendix 1: Joint versus Conditional Probability

In the body of this paper we reported on the conditional pbdlg as a measure of
word predictability. This appendix summarizes a slightiffedent way of looking
at conditional probability.

Recall that the conditional probability of the target worigtegn the previous
word is estimated from two counts:

O - .
(wi—qw;) @
O(U)q;,l)

An alternative computation substitutes probabilitiestfa constituent counts,

since the probabilities are just the counts divided by a madirimg constant, and
the normalizing constants cancel:

P(wj|wj—1) =

P(w;_qw;)
P (U)?;, 1 ) (8)

Thus the conditional probability is made up of two probdiai: thejoint prob-
ability with the previous word(w; 1 w;) (which may be thought of as the ‘relative
frequency of the two words occurring together’) and takative frequency of the
previous wordP (w;_1). This means that instead of using the conditional probabil-
ity in the regression equation to predict reduction, we cdah ia the two relative
frequencies instead as independent factors.

Adding in these two factors to the regression (directlyrafie base model, i.e.,
without theconditional probability given previougariable) showed that both play
a role in vowel reductiong( < .0001).

P(w;lw;—1) =
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Regression

Probability Equation  Coefficient
Joint Probability of Target with Previous WordP (w; qw;) —.503
Relative Frequency of Previous Word P(w;_1) +.724

Theregression coefficierives the weight that the regression assigned to each
factor. The negative coefficient for the joint probabilityeems that the higher the
joint, the more likely the word’s vowel is reduced. By comstrathe coefficient is
positive for previous word probability. This means that ghar previous word
probability predictdess reduction This is what we would expect from the proba-
bilistic model, since the prior probability of the previowsrd is in the denominator
in Equation 8.

The difference between the analyses is that the conditiorddability essen-
tially holds the relative weights of the joint and precedimgrd probabilities equal,
whereas in the second analysis they are free to vary. Thegsign is essentially
telling us, for this set of data, that the joint probabilityosild be weighted some-
what less heavily than the previous word’s relative frequyeiVe can see the rela-
tionship a different way by combining the conditional prblbigy with the joint.

Regression
Probability Equation Coefficient
Conditional Probability of Target Given PreviousP (w,_i|w;) —.724
Joint Probability of Target with Previous P(w; qw;) +.221

Itis not a coincidence that the coefficient of the conditigrabability (—.724)
is the same magnitude as the coefficient of the previous woethtive frequency
in the first analysis. The first analysis gives the relativéghvis of the two basic
(log) probabilities. Since the weight of the relative fregay must be724, and
in the second analysis its only expression is through themérator of the condi-
tional probability, the conditional probability must haseveight of—.724. Thus
the coefficient of the joint probability+.221) in this regression exactly compen-
sates for the difference between the joint and the prior @bdities in the second
analysis ¢.503 + .724).

These results (and similar ones for the conditional prditglof the target
given the following word) suggest that the components ofdiwnal probability
may be playing slightly different roles in reduction, andleet different causes.
This is clearly an area that calls for further study.

Appendix 2: Examples of Conditional Probabilities
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Table 6: The function word contexts with the highest coodiil probabilities,
according to three probability measures. Target functiamds are in boldface.
Note thatof andto are most likely to collocate with the previous word, wHij¢he
anda tend to collocate with the following wordTo is most predictable from the

surrounding two words.

Highest Probability Highest Probability | Highest Probability
Given Previous Word | Given Next Word Given Surrounding Word
P(w;|w;—1) P(w;|wiy1) P(wiw;—q1 -+ wiy1)
rid of | guess goingto be
supposedo | mean well | guess
tendsto the midwest know | mean
oughtto alot havea lot

kind of ashame doalot

ableto the Kurds supposedo be
sortof the wintertime usedto be
comparedo in terms matterof fact

kinds of the same quitea bit

tendto the United kind of thing
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Table 7: Effects of the previous word. The final-t/d conteotds with the highest
and lowest conditional probabilities given the previousdy@and the highest and
lowest joint probabilities with the previous word. The targvord is in boldface.

Highest Probability
Given Previous Word

Highest Joint Probability
with Previous Word

supremecourt alot
AmsterdanHolland i get
doctoralstudent i just
sesameatreet agood
capitalpunishment it's just
HarrisonFord little bit
Germanshepherd i thought
awful lot wasjust
backyard'gyreat it just
ratersloved my husband

Lowest Probability
Given Previous Word

Lowest Joint Probability
with Previous Word

andpunished noncolored
andproceed blind sided
andshred tonguepressed
anddisinterested Arizonaused
andsauerkraut girls kind
andclosed Lehrerreport
andgold studentdiscount
andtouched tomatoesiext
andironside socceffiled
andbloomed familiesend
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Table 8: Effects of the following word. The final-t/d contewards with the highest
and lowest conditional probabilities given the next wortj &he highest and lowest
joint probabilities with the next word. The target word istioldface.

Highest Probability
Given Next Word

Highest Joint Probability
with Next Word

United States
goodheavens

last resort
eastcoast
needtrimming

Burt Reynolds
called crier
governmententities
goodfellas
grapefruit citron

kind of
lot of
want to
sort of
usedto
needto
just a
most of
part of
went to

Lowest Probability
Given Next Word

Lowest Joint Probability
with Next Word

threatenedi eightengines

hold i installed the

raggedi harmed you
indoctrinated i engagedo

England i unemploymentinsurance
liberated i determined and

road the filmed in

draft the blind sided
misclassedhe dependentyou

installed the homemadepasta
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