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Message from the Symposium Chairs 
 
The 2010 International Symposium Computer Science and Computational Technology (ISCSCT 2010) was 
the third in the annual series that started in Shanghai,China, during 20-22 Dec. 2008 and 26 - 28,Dec. 
2009,Huangshan ,China. 
 
Welcome to ISCSCT 2010. Welcome to Jiaozuo, China. The 2010 International Symposium on Computer 
Science and Computational Technology (ISCSCT 2010) is Co-sponsored by Henan Polytechnic University, 
China;Peoples'Friendship University of Russia,Russia;Feng Chia University, Taiwan;Zhengzhou University, 
China;Fudan University, China;South China University of Technology, China;Nanchang HangKong 
University,China;Jiaxing University,China;Academy Publisher of Finland, Finland. Much work went into 
preparing a program of high quality. The conference received 350 paper submissions from 7 countries and 
regions; every paper was reviewed by 2 program committee members; 191 papers have been selected as 
regular papers, representing a 54% acceptance rate for regular papers. From these 191 research papers, 
through two rounds of reviewing, the guest editors selected 29 papers as the Excellent papers will be 
published by the special issues on Journal of Computers (EI Compendex, ISSN 1796-203X), Journal of 
software (EI Compendex, ISSN 1796-217X), Journal of Multimedia (EI Compendex, ISSN 1796-2048), 
Journal of Networks (EI Compendex, ISSN 1796-2056). 
 
The purpose of ISCSCT 2010 is to bring together researchers and practitioners from academia, industry, and 
government to exchange their research ideas and results and to discuss the state of the art in the areas of the 
symposium. In addition, the participants of the main conference will hear from renowned keynote speakers 
IEEE Fellow Prof. Paul Werbos, IEEE Neural Networks Pioneer Award Receipient,Program Director of USA 
National Science Foundation from National Science Foundation,USA;IEEE Fellow Prof. Gary G. Yen, President 
of IEEE Computational Intelligence Society from Oklahoma State University,USA;IEEE Fellow Prof. Derong Liu, 
Editor-in-Chief of IEEE Trans. on Neural Networks from Chinese Academy of Sciences,China;IEEE Fellow Prof. 
Jun Wang from Chinese University of Hong Kong, Hong Kong; IEEE & IET Fellow Prof. Chin-Chen Chang 
from National Chung Hsing University, Taiwan; Prof. Wenchang Shi from Renmin University of China and 
Graduate University of Chinese Academy of Sciences, China; Prof. Qin Keyun from Southwest Jiaotong 
University,China 
 
We would like to thank the program chairs, organization staff, and the members of the program committees 
for their hard work. We hope that ISCSCT 2010 will be successful and enjoyable to all participants. 
 
We thank Sun, George J. for his wonderful editorial service to this proceeding. 
 
We wish each of you successful deliberations, stimulating discussions, new friendships and all enjoyment 
Jiaozuo, China can offer you. While this is a truly remarkable Symposium, there is more yet to come. We 
look forward to seeing all of you next year at the ISCSCT 2011. 
 

                                             
 

                                       Youfeng Zou 
President of Henan Polytechnic University 
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Fast recognition based on color image 
segmentation in mobile robot 

Liu Hai-bo 1, Wang Yu-mei 1, Dong Yu-jie2 
1 School of Electrical Engineering and Automation, Henan Polytechnic University, Jiao Zuo, China, 454000 

Email: liuhaibo09@hpu.edu.cn 
2.WanFang College of Science and Technology, Henan Polytechnic University, Jiao Zuo, China, 454000 

Email: lhb_1403@foxmail.com 
 
 

Abstract—Real time segmentation is the first step in the 
color vision system on the robot system.A color image 
segmentation method using improved seed-fill algorithm in 
YUV color space is introduced in this paper. The new 
method dramatically reduces the work of calculation,and 
speeds up the image processing. The result of comparing it 
with the old method based on RGB color space was showed 
in the paper.The second step of the vision sub system is 
identification the color block that separated by the first 
step.A improved seed fill algorithm is used in the paper.The 
implementation on MiroSot Soccer Robot System shows 
that the new method is fast and accurate. 
 
Index Terms—autonomous mobile robot, image segmen-
tation,target recognition,threshold 

I.  INTRODUCTION 

Robot soccer has developed into an adversarial game 
project in recent years.It comprehensively utilizes several 
fileds of theory and technology such as mechanics, 
electronics, control and pattern process. In the standard 
game of 5 to 5, both sides have a computer controller. 
First of all, the camera hanging above the venue shoots 
the game screen and sends the screen to the controller via 
image acquisition card. Secondly, the shooting pictuers 
are identified by an image recognition module to get the 
11 target positions and orientation angles of the players of 
both sides and together the football.Then, according to 
these information, the decision-making procedures make 
decisions so that each robot car of its side can get its 
speed instructions. Finally, these instructions are sent to 
the cars on the pitch by radio communication module, 
and according to these instructions, the cars can play 
football. 

In soccer robot colour-vision system, the procedures 
can identify the robots that which team it belongs to and 
which number it is by the colour labeled on the cars. Each 
robot has two colours, one of which is team colur, the 
other is ID colur. Therefore ,the first step of the identify 
work is classify each image pixel to different  discrete 
colour class according to its colour. 

The common methods which are used in colour 
classsification are linear color threshold value method, 
recent domain method and threshold vector method, 
etc.Among them, the linear colour threshold value 
method is to use linear graphic to segment the colour 
space, and the determination of the threshold value can be 
obtained by directly taking threshold value and by getting 

the target colour range using automatically training 
method. Also, in order to achieve a proper threshold 
value, we can use the methods of neural networks(NNs) 
and multivariate decision trees(MDTs) for self-learning. 
While the recent domain classification is used for image 
segmentation, it utilizes the method of membership 
functions, which determinates a colour belonging to 
which class according to the maximum membership 
degree. However, when the threshold vector method is 
used, it first segments the colour space into cuboid by 
using a set of certain threshold value, then it determines 
the pixel’s colour by checking the position of the pixel’s 
colour value in the space. 

After colours’ classification, it is should that every 
point of colour classes be disposed. Then we can identify 
the positions and the orientation angles of each player and 
the football.When the positions and angles is being 
identified, the common method is to scan all of the pixels 
which have been classified. This method is a method 
which pieces together the same colour of the adjacent 
pixels. However, the calculation work of this method is 
quite large since with this method, almost all the pixel 
points are to be disposed. 

An identification method based on the regional 
projection algorithm is presented[4]. This method use the 
geometric method to calculate the center coordinates and 
the orientation angle(A angle between the robot car’s 
forward direction and x axis positive direction). In 
practical application, I find that although the method has 
rapid identification speed, it needs the image to be very 
clear. Or the vertex coordinate errors will affect the 
precision, especially have great influences on the 
orientation angles. In the soccer robot system, for most 
cameras are common monitoring cameras, the clarity of 
the image is quite limited, therefore, this method is also 
difficult to be applied in practice. 

Combining the high requirements of the soccer robot 
system, this paper uses a new improved colour 
determination method based on the threshold vector. This 
method can distinguish several colours through one 
operation. At the same time, the method uses an 
improved seed-fill algorithm. So it dramatically reduces 
the work of calculation. Besides, this method not only has 
no high requirements of the images, but also it has high 
precision. 
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Figure1. The problem of two threshold vules in three-
dimension color space 

Figure2. The color space in the YUV space 
 

We are requesting that you follow these guidelines as 
closely as possible. 

II.  RECOGNITION METHOD OF COLOR IMAGES 

Color Image Transformation 
The colour threshold values selected in this thesis are 

in 3-dimension colour space. There many kinds of colour 
spaces, and we commonly use Hue,Saturation and 
Intensity space, that is HIS space, YUV space and RGB 
(Red,Green,Blue) space. 

The most common color space is using R,G,B three 
colours’ mixture of different proportion to represent all 
kinds of colours. But the RGB colour model is easily 
affected by the sun-light. Because the sun-light of 
different positions have great differences in the venue, 
one colour’s RGB of different positions also has great 
changes. Thus, we can’t judge the colours by a set of 
single threshold vule. Therefore, the robustness of the 
identification procedures will be meaningless. 

Different from RGB colour space, the HSI and YUV 
colour space use two-dimension to present the spectrum, 
and use the third dimension to present the colour’s 
intensity. For example, in the HSI colour space, H and S 
present the colour information, while I present the 
intensity. Compared to RGB mode, these two kinds of 
colour spaces are superior to adapt to the changs of sun-
light intensity. As a result, we often transform the RGB 
signals into HSI signals or YUV signals. 

The YUV colour space is adopted in the MiroSot 
soccer robot vision system. The RGB images achieved 
from the camera can be transformed into the values of 
Y,U,V in the procedure by using the following formula： 
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B.  Determination of Threshold and Color 
The template is used to format your paper and style the 

text. All margins, column widths, line spaces, and text 
fonts are prescribed; please do not alter them. You may 
note peculiarities. For example, the head margin in this 
template measures proportionately more than is 
customary. This measurement and others are deliberate, 
using specifications that anticipate your paper as one part 
of the entire proceedings, and not as an independent 
document. Please do not revise any of the current 
designations. 

The method of the colour’s judgement in this thesis 
can be used to judge various colors in the colour space. 
Usually, every colour class can be described by 6 
threshold values: there are two values in every dimension, 
and the two values present the maximum value and the 
minimum value respectively. 

When we are determining the threshold value, first the 
upper and lower threshold of every dimension are 
determined in the colour space by taking samples. As is 
shown in figure 1,  the 3 colour vectors(Y,U,V) can 
determine a cuboid in the colour space. When the cuboid 
can include the position of a pixel to be judged in the 

colour space, we regard the pixel as the colour to be 
found. 

 

When we are judging the colours of the pixels, the 
colours to be identified can be put on the brightest parts 
and the darkest parts in the venue for sampling so that the 
influence of the sun-light can be minimum. 

In MiroSot robot soccer system, because of its high 
real-time requirements, it must use the identification 
methods which have small amount of calculations and 
high speed. Thus, we select the methods that directly 
determine the threshold values. 
 

Usually, after we have determined the 6 threshold of 
colour class, we can use the following method to judge 
whether a pixel is a member of one colour class. 

if(( 1Y Y≥  lower  threshold) 
AND ( 1Y Y≤  upper  threshold) 
AND ( 1U U≤  lower  threshold) 
AND ( 1U U≤  upper  threshold) 
AND ( 1V V≤  lower  threshold) 
AND ( 1V V≤  upper  threshold) ) 
pixel  colour=colour  class 1; 

This method requires 6 judgement sentences to process 
a pixel, while for a frame image of NTSC pattern, there 
are 640× 480 pixels to be processed. In addition, it is just 
for colours. So the amount of processing is quite large. In 
the game, the positions of the robot and the ball are 
distinguished by different colours, therefore, it needs to 
distinguish 8 colours at least in the mean time. Such a 
large amount of calculation makes the processing 
efficiency quite low, no matter what kinds of computer 
hardware are used. As a result, it’s difficult to satisfy the 
real-time requirements. 

In the YUV colour space, since the value Y represents 
the brightness, and it has obvious changes, therefore, in 
this paper, we only consider the values U and V, that is, 
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(a) Color judgement of grid center  

 

 
(b) Spread around when found color of the first object point 

Figure3. The  process  of  image segmentation and seed-fill  algorithm

the taking of colour judgement is based on the values U 
and V. When the colours are being judged, we should 
establish the threshold vectors of U and V first. As the 
values U and V are between 0 and 255, every vector has 
256 elements. For example, by taking sample, the colour 
yellow’s value U is between 7 and 9, its value V is also 
between 7 and 9, the resulting vectors respectively are: 

{ }
{ }

[] 0, 0, 0, 0, 0, 0, 0,1,1,1, 0 ;

[] 0, 0, 0, 0, 0, 0, 0,1,1,1, 0 ;
class

class

U

V

=

=
 

So, when we judge a pixel in the image is whether or 
not the target colour that needs to be identified, we only 
need to take the colour’s value of this point Bit AND 
calculations with above determinated vector, then we can 
get the results. For example, the values Y,U and V of one 
pixel are {1, 8, 9}, the follow procedures can be used for 
judgement: if the result of  [8]

classU  AND [9]
classV   is 1, then 

the pixel is the colour that needs to be identified. 
This method can also be used in various colors, and in 

order to judge what colour it belongs to, it also needs to 
take one time Bit AND calculation. When a variety of 
colours that need to be identified, for instance, we have to 
distinguish the blue colour except the yellow colour. By 
sampling, the U,V’s  threshold vectors of blue are: 

[] {1,1,1,0,0,0,0,0,0,0,0 };
[] {0,0,0,1,1,1,0,0,0,0,0 };

class

class

U
V

=

=  
We combine together the vectors of the two colours 

,then we get a vector whose every element has two bit: 
[] {01,01,01,00,00,00,00,10,10,10,00 };
[] {00,00,00,01,01,01,00,10,10,10,00 };

class

class

U
V

=

=  
Similarly, for a data point whose values Y,U,V are 

{1,8,9}, when the result of [8]
classU  AND [9]

classV  is 10, then 
we can get a judgement that this point is yellow other 
than blue. 

In real procedures, each element of the threshold 
vector has 8 bits, that is 1 Byte, in all 255 Byte. As a 
result, it can judge 8 colours simultaneously at most, 
which also satisfy the requirements of MiroSot 5 to 5 
robot soccer game. 

Ⅲ IMPROVED IMAGE SEGMENTATION METHOD 
It used seed-fill algorithm in area filling procedure of 

paper, but improved it. The whole area filling of the 
improved seed-fill algorithm is synchronized to the judge 
of pixel color. In the beginning, the image is divided into 
several small pieces, obtain its center from each small 
pieces to judge color(the small pieces is 1/4 of the field 
ball generally, about 8×8 pixels, calculation is 1/64 of 
the original). When the center is the color to identify, it 
taked the center of the seed, spred around and judged the 
color of pixel around again until the whole color pieces is 
filled. It calculatied the center of gravity in filling time. In 
this process, it should identify and filter processing 
simultaneously, that,this piece is judged respectively to 
identify the target according to the coordinates of each 
pixel, if the distance between spread point and gravity 
point of filling color pieces has exceeded the size of the 
car, it is not the target and can be filtered out.The color 

recognition is carried out by class, firstly, identified 
yellow, blue, orange,they are team color and ball color 
respectively. When our team color is found out,it tried to 
find ID color around the team color and the center of 
gravity of ID color by using seed-fill algorithm.So it can 
improve the speed of recognition, and guarantee higher 
accuracy. The recognition process is shown in Figure 3. 

    After obtaining the center of gravity of team color 
pieces and ID color pieces, its midpoint is the car’s center 
of gravity. Connection direction is rotated 45°,which is 
the direction angle(between the car direction and x-axis 
positive direction). 

Ⅳ THE APPLICATION OF THE IMPROVED IMAGE 
SEGMENTATION IN SOCCER ROBOT SYSTEM 

When we apply the improved image segmentation into 
robot soccer system, first, in the MiroSot robot soccer 
system, we use a pattern camera of NTSC whose 
frequency is 30 Hz to shoot pictures. Then, the image 
signal digitization is input to the processing computer 
which is equipped with pentium 4 whose primary 
frequency is 1.5GHz via Matrox MeteorII acquisition 
card. Besides, the computer has 256M RAM, its 
operation  system is Windows98, and it use VC++ 6.0 to 
write procedures. The processed results based on the 
identification method of RGB and YUV colour space are 
shown  in figure 5 and figure 6. The results shown in 
figure 5 and figure 6 are respectively segmentation result 
of the image. The figures which are shown are the 
segmentation target, and theirs backgrounds having been 
filtered, are black. 

From figure 6, we can find that the position of the two 
cars are different, and the sunlight is also different. Using 
the method based on YUV colour space can better 
eliminate the light’s interference, while the car in 
highlight will not be found when the method based on 
RGB is used. At the same time, the method based on 
RGB will take some miscellaneous points as effective 
ponits. 
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Figure4. The original robot soccer game image 

shooted by the camera 

 
Figure5. The processing image using the 

identification method based in RGB color space 

 
Figure6. The processing image using the identification 

method based in YUV colour space 

In the recognition process, for the cars in the image, 
both of the methods have good recognition. For instance, 
whether you use the RGB method stilll the YUV method, 
that the position of the car whose real position is on the 
point x=0, y=0,θ =0,left you will both get is x=0, y=1, 
θ =1. While for a car whose  real position is on the point 
x=60, y=0, θ =0 right, the position you will get is x=59, 
y=1, θ =0 when you use the YUV method. Practice has 
proved that the target lose very serious and the orientation  

angle’s  deviation  will  be  above  100±  degree when the 
identification method based on RGB is used, so it can’t  
identify targets effectively. 

In the recognition rate, when you combine the method 
based on YUV colour space and the improved seed-fill 
algorithm together, it will take 15～20 ms to identify the 
5 players and the ball in the venue, while it needs to take 
more than 50 ms when the traditional scanning method is 
used. 

Ⅴ CONCLUSION 
The results prove that: when we apply the improved 

seed-fill colour image segmentation algorithm based on 
YUV colour space into real robot soccer system, it will 
not only have strong robustness over the changing 
sunlight, but also can it quickly complete image 
recognition under the conditions of ensuring the 
accuracy. 
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Abstract—The study area, located in the southwest of 
Yunnan Province, has a distinct regional difference in both 
topography and climate system. Western region belongs to 
the Southwestern Yunnan mountainous area with varied 
landforms while eastern region is a part of Eastern Yunnan 
Plateau whose terrain is rather flat relatively. And different 
regions are influenced by different climates, which have 
resulted from the multiplicity of monsoon systems and the 
significance of great topographic effects. By a complexity 
parameter--permutation entropy for time series from 1971 
to 2000 based on comparison of neighboring values, the 
tolerance to the complexity of climate systematic is simple 
and effectual. And there is a good geographical explanation 
of both atmospheric circulation and localized topography to 
climate elements. 
 
Index Terms—permutation entropy, regional differentiation, 
atmosphere ciruculation, climate complexity, topographic 
effect 

I.  INTRODUCTION 
Regional differentiation, with big difference betweeen 

regions and rather inter-region similarity, belongs to the 
issue of cluster analysis[1]. In general, its traditional 
method is regional division based on understanding 
regional synthesis characteristics. And the next is to 
explore natural environmental characteristics and 
principal developmental laws between regions. However, 
it is not an easy thing to understand the regional 
integrated characteristics of different units. So the 
research on regional differentiation methodology has 
become one of hotspots in theoretical geography[2]. Then, 
the opportunity comes to here that some new ways or 
means are applied in regional differentiation. 

Nowadays, phenomenon complexity has already 
become one of the most important issues in both social 
and natural science fields[3]. Entropy reflects the figure of 
micro-scale or thermodynamics probability and has direct 
proportion to the logarithm of thermodynamics 
probability, which was only used to describe the disorder 
degree of thermodynamics system. The more confused 
state, the greater the probability of thermodynamics is. 
Therefore, the entropy is the measurement of systematic 
complexity[4]. Among so many entropic calculation 
methods, permutation entropy, which is shorted with 
permutation entropy in the following passage, is a 
complexity parameter for long time series based on the 
comparison to neighbouring values. Simplicity, extremely 
fast calculation ability and practicality are the advantages 

of permutation entropy[5]. Based on permutation entropy, 
disease or health degree had already succeeded in being 
diagnosed from the complicated data of heart or brain 
conditions in medical field[6]. However, there are only a 
few applications of it on geological field by now[7]. Rind 
has opened up the road to the study on regional complex 
of varied terrains and landforms in the field of 
meteorology since he wrote an article entitled the 
complexity of topography and climate in Science[8]. And a 
Chinese scholar named Hou Wei has quantitated the 
process of abrupt climate change and provided a new way 
to the research of the regional climatic change by 
analyzing the day-to-day temperature time series of north 
China from 1960a to 2000a based on fifty-two 
meteorological stations[9]. But till now, there is no 
measurement of regional differentiation using permutation 
entropy[10]. Here, based on daily average temperature and 
daily total precipitation from 1971 to 2000 in the middle-
south of Yunnan Province which is a typical complicated 
climate region in China, this study attempts to measure 
the complexity of climatic system, and probes into it in a 
geographical way. 

II. STUDY AREA AND METHODS 

A. Study Area 
The study area locates in the middle-south of Yunnan 

Province, between 98º40′53″-106º11′33″E and 22º26'34″-
24º27'35″N with a total area of 101 900km2, including 
thirty county level administrative regions. In its western 
region, as a part of Southwestern Yunnan mountainous 
area, there are a series of longitudinal range-gorges 
including Laobie Mountain-Nandinghe River, Bangma 
Mountain-Lancangjiang River, Wuliang Mountain-
Babianjiang River, and Ailao Mountain-Yuanjiang River. 
Among them, Ailao Mountain, with the highest peak 
exceeding 3100m, is a huge mountain from northwest to 
southeast in the middle part of the study area. The 
direction of Ailao Mountain is perpendicular to the air 
current of Southwest monsoon. Comparatively, the east 
of the study area has relatively gentle physiognomy, 
although it has been eroded by Yuanjiang River, 
Nanpanjiang River and their branches[11]. And the study 
area is influenced by two water vapour sources of 
subtropical seas (the Bay of Bengal and South Sea of 
China) at the same time; especially the western region 
lies in the southeast edge of the Tibetan Plateau, and is in 
the way of the southwest summer monsoon coming to 

© 2010 ACADEMY PUBLISHER 
AP-PROC-CS-10CN007 

ISBN 978-952-5726-10-7
Proceedings of the Third International Symposium  on Computer Science and Computational Technology(ISCSCT ’10)

 Jiaozuo, P. R. China, 14-15,August 2010, pp. 005-008



 6

China[12]. In dry season (from November to April of next 
year), the study area is controlled by Plateau winter 
monsoon and the southern branch of westerly, and 
eastern part of region is influenced by East Asia winter 
monsoon, while in rainy season (from May to October), 
the study area is influenced by southwest summer 
monsoon and southeast summer monsoon. Namely, there 
is an obviously seasonal alternation between dry and 
rainy seasons[13]. In addition, the topography of the study 
area is complicated and various, and its main longitudinal 
ranges and gorges are nearly right angle with main air 
currents. The climate of the study area has remarkable 
particularity because of the factors mentioned above, and 
some synoptic climatic features are exclusive for our 
whole country, no matter in winter or summer. The three 
meteorological front subjects in the world, including low 
latitude problem, great topographic effect problem and 
tropical ocean problem, all appear remarkably in this 
region at the same time[14]. 

B. Definitions of Permutation Entropy 
For practical purposes, n=3…7 were recommend, and 

a series with seven values: ( )3,11,6,10,9,7,4=x  was 
taken as an example[15]. Six pairs of neighbours were then 
organized according to their relative values, in which four 
pairs were x1<xt+1 and two pairs were xt>xt+1. The four 
pairs of values were represented by the permutation 01 
(x1<xt+1) and two were 10. The permutation entropy of 
order n=2 as a measure of the probabilities of the 
permutations 01 and 10 were defined. Thus there had the 
following formula: 

H(2)=-(4/6)log(4/6)-(2/6)log(2/6)≈0.918              (1) 

As usual, log is with base 2, H is given in bit. Then, 
three consecutive values were compared. (4,7,9) and 
(7,9,10) represent the permutation 012 since they are in 
increasing order, (9,10,6) and (6,11,3) correspond to the 
permutation 201 since xt+2<xt <xt+1, and (10,6,11) has the 
permutation type 102 with xt+1<xt <xt+2. The permutation 
entropy of order n=3 is 

H(3)=-2(2/5)log(2/5)-(1/5)log(1/5) ≈1.522         (2) 

So, the definition of permutation entropy is as 
bellowed. Consider a time series {xt/ t=1,…,T }, we study 
all n! permutations π of order n which are considered 
here as possible order types of n different numbers. For 
each π relative frequency was determined. 

P(π)=(#{t/t≤T-n, (xt+1, …, xt+n) has typeπ})/(T-n+1)   (3) 

The frequency of π was estimated as good as possible 
for a finite series of values. To determine p(π) exactly, an 
infinite time series {x1,x2,…} was assumed and the limit 
for T→∞ in the above formula was taken. This limit 
exists with probability 1 when the inner stochastic 
process was accord with a very weak stationary 
condition: for k≤n, the probability for xt<xt+k should not 
depend on t. 

The permutation entropy of order n≥2 is defined as 

                  H(n)=-∑p(π)logp(π)                     (4) 

Where the sum runs over all n! permutations π of order 
n. This is the information contained in comparing n 
consecutive values of the time series. It is clear that 
0≤H(n)≤logn! where the lower bound is attained for an 
increasing or decreasing sequence of values, and the 
upper bound for a completely random system where all n! 
possible permutations appear with the same probability. 
The time series presents some sort of dynamics when 
H(n)<logn!. Actually, in our experiments with chaotic 
time series ( )nH  did increase linearly with n. So it seems 
useful to define the permutation entropy per symbol of 
order n, dividing by n-1 since comparisons start with the 
second value:  

                    Hn=H(n)/(n-1)                           (5) 

By definition of entropy, permutation entropy, as a 
parameter reflecting the nature of system, could measure 
the systematic dynamic complexity. So, when applied it 
in climate system, the larger entropy value, the higher the 
complexity or randomness of system is. 
C. Calculations of Permutation Entropy 

By Statistica Neural Networks software that Stastisoft 
Company produced in MATLAB 6.1 (MathWorks Inc. 
Copyright 1984-2001), permutation entropies of 
temperature and precipitation have been calculated. The 
value of temperature permutation entropy is from 0.9526 
to 1.0245 while precipitation permutation entropy is from 
0.7060 to 0.9210 (tableⅠ). 

III. RESULTS 

A. Spatial Pattern of Permutation Entropies 
From the spatial distsribution of temperature 

permutation entropy (the topside in figure one), the 
weather stations with larger entropies (larger than one) 
are distributed in the west side of Ailao Mountain while 
thoses with smaller entropies (smaller than one) are 
mainly in the eastern region. According to the definition 
of permutation entropy, the complexity of temperature 
system of the wester region is higher than that of the 
eastern region. Two weakening processes of precipitation 
permutation entropy are detected. The one is from west to 
east in the whole study area while the other is from 
southwest to north or east in the east side of Ailao 
Mountain (the underside in figure one). All these are 
tightly related with general atmospheric circulation and 
mid-latitude mountains in study area. 

B. Spatial Analysis 
At the whole scale, both temperature and precipitation 

permutation entropies are decreasing from west to east, 
which means the direction of atmospheric circulation 
system should be from west to east. So be it. Both the 
southern branch of westerlies trough and Tibetan Plateau 
winter monsoon have made temperature gradient point to 
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east in winter while the Southwest summer monsoon 
mainly comes from west in summer[16]. Therefore, the 
influence degree on temperature or precipitation in 
western region is deeper than in eastern region. And as a 
result of remarkable topographical effect on both rainfall 

and cold wave block, entropies spatial gradient have a 
signification correlation with the position of longitudinal 
ranges, especially temperature permutation entropy (the 
topside in figure one). 

TABLE I.  PERMUTATION ENTROPIES OF DIFFERENT WEATHER STATIONS IN STUDY AREA 

Stations LONG. Lat. T-PE P-PE Stations LONG. Lat. T-PE P-PE 
Zhenkang 24.06 98.96 1.0245 0.8701 Yuanyang 23.16 102.75 0.9594 0.8759 
Yongde 24.15 99.23 1.0022 0.8297 Jianshui 23.61 102.83 0.9937 0.7315 

Cangyuan 23.15 99.26 1.0196 0.8402 Gejiu 23.38 103.15 0.9767 0.8151 
Gengma 23.55 99.40 1.0143 0.8303 Jinping 22.78 103.23 0.981 0.8798 

Shuangjiang 23.46 99.80 1.0166 0.8019 Mengzi 23.38 103.38 0.9818 0.7656 
Lincang 23.95 100.21 1.0106 0.8129 Pingbian 22.98 103.60 0.9526 0.9210 
Jinggu 23.50 100.70 1.0149 0.8344 Hekou 22.50 103.95 0.9578 0.8702 

Zhenyuan 23.88 100.88 1.0122 0.8000 Qiubei 24.05 104.18 0.9891 0.8362 
Puer 23.03 101.28 1.0080 0.8194 Wenshan 23.38 104.25 0.9706 0.7881 

Mojiang 23.43 101.71 1.0074 0.8050 Yanshan 23.61 104.33 0.9675 0.8046 
Xinping 24.06 101.96 0.9935 0.7450 Maguan 23.02 104.41 0.9701 0.8900 

Yuanjiang 23.43 101.98 0.9847 0.7060 Xichou 23.45 104.68 0.9584 0.8682 
Lvchun 23.00 102.40 0.9792 0.8457 Malipo 23.13 104.70 0.9585 0.8450 
Honghe 23.36 102.43 0.9550 0.7268 Guangnan 24.06 105.06 9737 0.8137 
Shiping 23.70 102.48 0.9883 0.7494 Funing 23.65 105.63 0.9745 0.8237 

 

 
At the regional differentiation, there is a significant 

contrast between western region and eastern region in 
whether temperature or precipitation permutation 
entropy. In western region, no matter of temperature or 
precipitation permutation entropy, its value is in a process 
increasing-decreasing with longitudinal ranges from west 
to east, again and again. The spatial distribution of 
permutation entropies are closed bound up with these 
longitudinal ranges, such as Laobie Mountain, Bangma 
Mountain, Wuliang Mountain and Ailao Mountain, i.e., 
there is instinct difference between high mountain and 
deep valley, between rainfall area and rain shadow area 
in surface terrain. So their relevance has showed that a 
huge mountain has a stronger effect on reallocating 
moisture and heat spatially. In eastern region, 
temperature permutation entropy is in a weakening 
process while precipitation permutation entropy is in a 
strengthening process from north to south. These 

conditions are resulted from both air current systems and 
mid-latitude mountains. Besides the southern branch of 
westerlies trough and Tibetan Plateau winter monsoon as 
already stated in our previous article, the eastern region is 
affected by East Asia winter monsoon characterized by 
strong cold coming from the north. So its northern area is 
characteristic of temperature system complexity, which 
results in high temperature permutation entropy in 
northern area, but low in southern area. In summer, it is 
under the control of East Asia monsoon coming from the 
South China Sea while it is influenced by the southwest 
summer monsoon at the same time. So the order of 
precipitation permutation entropy has a process of 
weakening from south to north. 

Of the comparison between temperature and 
precipitation permutation entropies in spatial changes, the 
former is in a weakening process from west to east, 
especially nearby Ailao Mountain, but the latter has a 
process of weakening in eastern region from southwest to 
east or north. There are two factors to explain these. 
Firstly, the temperature spatial change is significantly 
related to the conversion of flow path in a year. The 
temperature permutation entropy has a process of 
weakening from west to east because there are three kind 
winds in a year, such as the southern branch of westerly 
flow, the Tibetan Plateau monsoon and the Southwest 
summer monsoon, all coming from the west. Secondly, 
the precipitation spatial change is mainly related to the 
direction of water source. There are two water vapour 
sources, the Bay of Bengaland South China Sea[17]. The 
former flows gradually across four longitudinal ranges in 
the sequence so that the precipitation permutation entropy 
does not change significantly because of their continuous 
rainfall interception. But in eastern region, especially 
along Ailao Mountain from southeast to northwest, the 
precipitation permutation entropy weakens gradually, 
which demonstrates fully the great topographical effect of 
Ailao Mountain on precipitation.  

Figure 1. Spatial distributions of permutation entropies based on 
temperature(topside) and precipitation(underside)
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It was because of the complexity of several air current 
systems and the great topographic effects that both daily 
temperature and precipitation permutation entropies have 
demonstrated unique spatial patterns in the study area. In 
a word, permutation entropies based on the 
meteorological data for a long time series can reflect the 
systematic spatio-temporal complexity of regional 
climate elements, and give a good explanation for them. 

IV. CONCLUSIONS AND DISCUSSIONS 
Firstly, the spatial pattern of daily temperature 

permutation entropy can reflect the systematic 
complexity of regional general atmospheric circulation 
and the significance of great topographic effects. The 
weakening trend and its intensity of daily temperature 
permutation entropy have indicated the remarkable 
barrier functions of four longitudinal ranges in the study 
area. And in the east side of Ailao Mountain, the 
weakening process from north to south of permutation 
entropy have not only reflected the great topographic 
effects, but also showed the range and degree of East 
Asia winter monsoon influenced. 

Secondly, the spatial pattern of daily precipitation 
permutation entropy can not only indicate the direction of 
vapour flowing, but also reflect the variation intensity of 
precipitation. The weakening process from west to east of 
daily precipitation permutation entropy has showed the 
topographic effects of longitudinal ranges and the 
direction of water vapour source. The South Sea vapour 
source has affected less and less from south to north in 
the eastern region, which is related with the smooth 
terrain of Yunnan Province Plateau. 

Thirdly, permutation entropy based on a long time 
series meteorological data can reflect the systematic 
spatio-temporal complexity of regional climate elements. 
And most importantly, there is a good geographical 
explanation for them. 

Lastly, by calculating permutation entropy based on 
meteorological data for time series, this research 
succeeds in carrying on the measurement of climate 
systematic complexity and its geographical explanation. 
But there are still a few of interesting questions to probe 
into. For example, for a region characterized by a 
relatively complicated climate system with remarkably 
topographic effects, its permutation entropies have 
remarkable spatial change characters. But what kind of 
situation would be in the case of single atmospheric 
circulation and flat terrain region? In addition, the time 
series of meteorological data in this research is from the 
year 1971 to 2000. Obviously, the length of time series 
would influence the entropy values, and therefore there 
should be a suitable time length in a certain study. 
Moreover, daily meteorological data seems to be 
overstaffed and random, what would be likely if taken 
ten-day or monthly data instead? All these questions are 
to be worth discussing. 
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Abstract—Reliability is crucial for time synchronization in 
Wireless Sensor Networks (WSNs). Existing time 
synchronization algorithms provide on average good 
synchronization in laboratory environment, however, 
outdoor environment associated with radio interference will 
influence the performance of time synchronization. In this 
paper, we proposed a Reliable Time Synchronization 
Protocol (RTSP) which is designed to adapt topology 
changes due to link failures or node mobility. RTSP works 
in a level fashion: each level means the nodes in this level 
have the same hop. MAC layer time-stamping and linear 
regression is adopted to compensate clock drift. 
Compensation mechanism and random time source choice 
mechanism is introduced to make synchronization robust 
against link and node failures. The protocol is implemented 
on the SIA2420 platform using TinyOS and the result show 
the reliability of our protocol.  
 
Index Terms—WSNs; time synchronization; clock drift; 
random time source; RTSP 

I.  INTRODUCTION 

WSNs consist of large populations of wirelessly 
connected nodes, capable of computation, 
communication, and sensing. As one of the key 
technologies in WSNs, time synchronization plays an 
important role in node localization, low power listening, 
data fusion, TDMA, synchronized hopping system etc. 

Although each sensor node is equipped with a 
hardware clock, these hardware clocks can usually not be 
used directly, as they suffer from severe drift. No matter 
how well these hardware clocks will be calibrated at 
deployment, the clocks will ultimately exhibit a large 
skew. In order to get an accurate common time, nodes 
need to exchange messages from time to time, constantly 
adjusting their clock values. 

Recently, two main network time synchronization 
methods GPS and NTP are widely used. The GPS method 
is by receiving time from a Global Position System (GPS) 
[1], which can provide a high precision; however this 
information is not available in some situations especially 
in the battlefield. In addition, GPS receivers are 
expensive. The other method is Network Time Protocol 
(NTP), which is operated for internet, and by which we 

can get high precision for the network time 
synchronization, following with intensive computing [2]. 
In WSNs, with battery-powered nodes, the limits for 
energy supplying, bound of the size and the cost, even the 
Harsh Environment for the node distributed, GPS and 
NTP are not suitable for WSNs. 

Several time synchronization protocols have been 
developed to deal with the special requirements of WSNs 
application. Some of the notable ones are Reference 
Broadcast Synchronization (RBS) algorithm [3], Timing-
sync Protocol for Sensor Networks (TPSN) [4] and 
Flooding Time Synchronization Protocol (FTSP) [5], 
Simple Time Synchronization [6], Tsync [7] and 
Lightweight Time Synchronization (LTS) [8]. There are 
protocols implementations for these protocols that can 
achieve synchronization of a few microseconds. 
However, all these experiments are implemented in 
laboratory environment with less radio interference. Most 
of the protocols employ node to node time 
synchronization and once the parent node failed, all the 
child of this node will out of synchronization and a 
process of refresh the topology or re-synchronization may 
occur. As in figure 1, node 0 is the root of the whole 
network and it act as the reference time source of other 
nodes. If node 1 is invalidation all the nodes 
synchronized through node 1 such as node 3, 4, 5, 6 will 
out of synchronization soon. 

 
In this paper we propose an error prediction 

compensation mechanism to provide better average 
synchronization precision and random time source choice 
mechanism to decrease the probability of synchronization 
failure. The remainder of this paper is organized as 
follows. In Section 2 Time Mode of Time-
synchronization shows the model of packet delay and 
oscillator frequency. Time synchronization algorithm and 
error prediction compensation mechanism will be 
described in Section 3. In Section 4, the random choice of 

 0 
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2 

5  
Figure 1.  one example of time synchronization 
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time source is discussed. In Section 5, the experiment 
results are given and the conclusion is presented in 
Section 6. 

I. THE INFLUENCE ON TIME-SYNCHRONIZATION  
Clocks in nodes, in general, based on crystal oscillators 

which provide a local time for each network node. The 
time in a node clock is just a counter that gets 
incremented with crystal oscillators and is referred to as 
software clock. The software clock must be increased by 
the interrupt handler every time an interrupt occurs. Most 
hardware oscillators are not so precise because the 
frequency which makes time increase is never exactly 
right. Even a frequency deviation of only 0.001% would 
bring a clock error of about one second per day [9]. 
Considering the physical clock synchronization in a 
distributed system to UTC (Universal Time Controller), 
the node clock shows time C(t), which may or may not be 
the same as t, at any point of real time t. For a perfect 
clock, the derivative dC(t)/dt should be equal to 1. This 
term is referred to as clock rate. The clock rate can 
actually vary over time due to environmental conditions, 
such as humidity and temperature, but we assume that it 
stays bounded and close to 1, so that: 

 
( )1 1dC t

dt
ρ ρ− ≤ ≤ + . (1) 

The clock rate dC(t)/dt denote as f(t), so the clock 
value in a node i at time t can be defined as [10] 

 
0

0( ) ( ) ( )
t

i i it
T t f d tτ τ= + Ψ∫ . (2) 

Where ψi(t0) is the hardware clock offset of node i at 
time t0. 

From equation (1) the f(t) in equation (2) can be denote 
as 1 - ρ ≤ f(t) ≤ 1 + ρ. Where 0 ≤ ρ < 1, which means the 
hardware clock never stops and always makes progress 
with at least a rate of 1 - ρ. This is a reasonable 
assumption since common sensor nodes are equipped 
with external crystal oscillators which are used as clock 
source for the clock of the nodes. Dealing with equation 
(2) a Taylor series expansion of T(t) yields [11] 

 2( )i i i iT t t tβ λ γ= + + . (3) 

Here the subscript β is the offset, and α is the skew, 
and γ can be used to model and detect time variation, i.e., 
departure from the linear model.  

Some protocol such as TPSN use constant model 
(αi=0 and γi=0) that concern noting more than time offset 
between two clocks. Several protocols such as FTSP 
employ linear model (γi=0) and estimation of αi and βi is 
readily accomplished via linear regression (least squares). 
This is optional if the error is Gaussian and can provide 
the best linear estimator for any error pdf commonly. 
When the skew and offset are varying with time, a 
quadratic model can be employed. If αi and βi change in 
the observation interval, a linear fit will get biased 

estimates. In this case, a quadratic model can be used to 
detect clock drift [5]. 

Without concern the drift between two clocks, constant 
model should exchange messages from time to time, 
constantly adjusting their clock values. A quadratic 
model will lead to higher computational complexity and 
this is not suitable for resource constrained wireless 
sensor networks. Current state-of–the–art linear model is 
widely used for time synchronization in WSNs, and the 
design such as FTSP can optimize the clock skew to get 
good performance in WSNs. 

II. SYNCHRONIZATION ALGORITHM 
In this section, we describe our clock synchronization 

algorithm. The basic idea of the algorithm is to use linear 
regression to achieve time drift between nodes and an 
error prediction approach to obtain one-step look-ahead 
prediction is taken charge for compensation mechanism. 

Given a time window of n observations, (TAi, TBi), we 
can predict the time at node B give a new time at node A, 
TA using ordinary least squares (OLS) to get a linear 
regression estimation with equation (3) as: 

 ˆ ˆ
B̂ AT Tβ λ= + . (4) 

Follow standard regression theory [12], a (1-α) 
confidence interval can be constructed for this prediction 
as: 

 ( )1 / 2, 2
ˆ ˆ* ( )B BnT t SE Tα− −

⎡ ⎤± ⎣ ⎦ . (5) 

The first term in the product in equation (5) stands for 
an upper quantile of the t distribution with n-2 degrees of 
freedom, and the last is the standard error of the predicted 
value [13]. The estimate of the prediction error (Ep) we 
represent as δ. Using 95% confidence interval is the 
typical choice made in literature due the Gaussian 
assumption on the error distribution. 

For clock used in networks, we will pay the whole 
attention to the present and future clock time. Arithmetic 
of linear regression takes charge of the time segment of 
collecting data for calculation and the parameters 
acquired gives a good approach for the past time but 
additional error may occur at present time or the future so 
the prediction of time error mentioned before is 
necessarily and a compensation algorithm implemented 
to compensate the prediction error. 

 

0

TA 
TB ^ 

Ep 

 

Figure 2.  The compensation algorithm 
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The compensation algorithm will work once Ep is 
derived while new time information arrived. As show in 
figure 2, the black line acts as the time of node A, and the 
red dashed line denotes as the logical time of node B 
relative to TA. When Ep is compensated after the 
calculation, the static error of the logical time in node B 
can be eliminated and the same process with the next 
period and so on. 

III. RANDOM TIME SOURCE 
The protocols mentioned earlier always make use of 

node to node time synchronization. The time precision 
and the survival period of synchronization depends on the 
time source the synchronized node selected and if any 
problem occurs for the time source, all the children of this 
node will be out of synchronization. If wireless devices 
deploy in places accompany with other wireless 
equipments or in industrial plant full of electronic 
interference, communication fails will be familiar. 

In this protocol, node in the network employs several 
potential nodes as time source and randomly selects one 
for time synchronization every time period. Some rules 
deploy as follow: 

 The better of the link quality implies much more 
probability to be chosen as time source. 

 If the node success received time information from 
its recent time source, the parameters according to 
link quality will be updated, otherwise decrease the 
parameters. Once the parameters of the potential 
time source lower the limit of link quality, the 
corresponding node will be deleted from the 
potential time source queue. 

 If the node fails to synchronize to all the potential 
time sources, a resynchronization process will be 
held. 

One example of the choice of time source show in 
figure 3 and the choice of time source depends on the 
hops from the root. The node 1 and 2 can hear from the 
network root 0 and they can only synchronize to node 0. 
The node within the radio radius of node 1 and node 2 
can make these two nodes as potential time sources like 
node 4 and node 7 in figure 3. In the same way, node 5 
can acquire 3 potential time source as 4, 6 and 7 in figure 
3. 

 
Random selecting can reduce the probability of re-

synchronization due to link failure and get robust of 
synchronization. As depict in figure 3 if one of the 
parents of node 5 fails, it can remain synchronized with 
the other two nodes. 

IV. EXPERIMENT RESULTS 
This section describes the implementation of our 

Reliable Time Synchronization Protocol on the SIA2420 
sensor nodes using the TinyOS operating system. 

Target Platform 
The hardware platform used for the implementation of 

the protocol is the SIA2420 sensor node from Shenyang 
Institute of Automation in China. It features a TI MSP430 
microcontroller with 10kB RAM. The CC2420 radio 
module has been designed for low-power applications 
and offers data rates up to 250 kBaud using Direct 
Sequence Spread Spectrum (DSSS). 

The MSP430 microcontroller has 10 build-in 16 bit 
timers in which 3 timers denoted as timer A and the other 
7 as timer B. The SIA2420 board is equipped with two 
different quartz oscillators (32 kHz and 8 MHz) which 
can be used as clock sources for the timers. Timer A is 
configured to operate at 1/8 of oscillator frequency (8 
MHz) leading to a clock frequency of 1 MHz. Since 
Timer A is sourced by an external oscillator it is also 
operational when the microcontroller is in low-power 
mode. We employ Timer 2 in Timer A to provide our 
system with a free-running 32-bit hardware clock which 
offers a precision of a microsecond. 

TinyOS Implementation 
The implementation of RTSP on SIA2420 platform is 

done in TinyOS 2.1. The protocol implementation 
provides time synchronization as service for an 
application running on the mote. The architecture of the 
time synchronization component and its relation to other 
system components is shown in figure 4 

 
The RTSP module periodically broadcasts a 

synchronization beacon containing the sending 
timestamp. Each node overhearing messages sort by the 
choice of time source managed by RTSP module and run 
compensation mechanism is disposed by Logical Clock 
module. 

Experiment Results 
We tested the protocol focusing on the precision after 

compensation and the reliability with our random time 
source select mechanism. The precision test is carried out 
to make compare with the widely used FTSP. The instant 
error of two protocols is show in figure 5. Part (a) shows 
the precision using FTSP and part (b) shows the RTSP 
with compensation. Analyzing the two curves our 
protocol can acquire more stable precision under our 
compensation mechanism. 

 Applicaton 

Time Synchronization Component 

RTSP Logical Clock 

Rdio Local Clock  

Figure 4.  Architecture of time synchronization service and its 
integration within the hardware and software platform 

 0

1 3 

4 

6 

2 

5 

7 

 
Figure 3.  Example of random time source algorithm 
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A scene show as figure 6 is adopted to test the 
reliability of our random time source mechanism. Node 0 
acts as the root and the reference time of the network, and 
the one hop with nodes (1, 2 and 3) act as the first level of 
network maintain the unique time source of node 0. Node 
5 deploys within the radio range of the three one hop 
nodes but beyond the scope of node 0 and the same as 
node 4 and node 6. Node 5 can randomly synchronized to 
it three potential time sources of one hop and the other 
two nodes (4 and 6) run unique time source selecting 
mechanism. The result shows in figure 7 and the node 
that runs a random selection with 3 time sources achieves 
better performance. Although nodes with single source 
can not always choose time source with the most stable as 
figure 7 in which the node with single source selects its 
time source of the curve with diamond shape and 
following with our protocol the node with random choice 
can obtain a compromise performance. The point at the 
peak means the node out of synchronization, which we 
adopt for the convenient of exhibiting the relation of our 
experiment since the error has great value. The node with 
single time source may fail of synchronization for the 
failure of the link with its source node as the peak point 
in figure 7 and the node performs random choice can 
always under good synchronization for not relying one 
single time source. 

 
 

V. CONCLUSION AND FUTURE IMPROVEMENT 
We have described the Reliable Time Synchronization 

Protocol for WSN. The protocol was implemented on 

SIA2420 platforms running TinyOS. The average 
precision is no more than 5µs and robustness to link 
failure. This performance is markedly better than those of 
other existing time synchronization approaches on the 
same platform.  

 
The RTSP was tested and its performance was verified 

in a real world application. This is important because the 
service had to operate not in isolation, but as part of a 
complex application where resource constraints as well as 
intended and unintended interactions between 
components can and usually do cause undesirable effects. 
Moreover, the system operated in the field with factory 
device and other interference. This is a testimony to the 
robustness of the protocol and its implementation. 

Several further researches can be done in the future. 
The first is the influence of temperature to the accuracy 
of our protocol should be concerned and eliminated. Also 
synchronization information can be carried by some 
normal message in the network to reduce the energy cost 
by synchronous messages. 

 

ACKNOWLEDGMENT 

This work is supported by Chinese National 863 High 
Technology Plan under grant number 2007AA041201, 
National Natural Science Foundation of China 60804067 
and National Excellent Young Leader Foundation under 
grant number 60725312. 

0.00

1.00

2.00

3.00

4.00

5.00

6.00

7.00

8.00

0 10 20 30 40 50 60

time(min)

a
v
e
r
a
g
e
 
e
r
r
o
r
(
u
s
)

one hop one hop

one hop single time source

random 3 time sources

Figure 7.  The compare of single time source and random time sources

 0 

1 2 3 

4 5 6  

Figure 6.  Test scene of the experiment 

0

1

2
3

4

5

6

7
8

9

10

0 30 60 90 120 150 180 210 240 270 300
time(s)

p
r
e
c
i
s
i
o
n
(
u
s
)

without compensation

 
(a) time precision of FTSP  

0

2

4

6

8

10

0 30 60 90 120 150 180 210 240 270 300

time(s)

p
r
e
c
i
s
i
o
n
(
u
s
)

with compensation

(b) time precision of RTSP 

Figure 5.  The compare of FTSP and RTSP with compensation



 13

REFERENCES 
[1] W. Zhu and Ieee, TDMA Frame Synchronization of Mobile 

Stations Using a Radio Clock Signal for Short Range 
Communications, 1994. 

[2] K. Guanlin, W. Fubao, and D. Weijun, "Survey on Time 
Synchronization for Wireless Sensor Networks," Computer 
Measurement & Control, vol. 13, pp. 1021-1023,1030, 
2005. 

[3] J. Elson, L. Girod, D. Estrin, and U. Usenix, "Fine-grained 
network time synchronization using reference broadcasts," 
Boston, Ma, 2002, pp. 147-163. 

[4] P. Ganeriwal, P. Kumar, and M. B. Srivastava, "Timing-
sync protocol for sensor networks " Conference On 
Embedded Networked Sensor Systems, pp. 138 - 149 2003. 

[5] M. Maroti, B. Kusy, G. Simon, and A. Ledeczi, "The 
flooding time synchronization protocol," Baltimore, MD, 
United states, 2004, pp. 39-49. 

[6] M. L. Sichitiu, C. Veerarittiphan, and I. Ieee, "Simple 
accurate time synchronization for wireless sensor 
networks," New Orleans, La, 2003, pp. 1266-1273. 

[7] H. Dai and R. Han, "TSync: a lightweight bidirectional 
time synchronization service for wireless sensor networks " 

ACM SIGMOBILE Mobile Computing and 
Communications Review  vol. 8, pp. 125 - 139 2004. 

[8] J. v. Greunen and J. Rabaey, "Lightweight Time 
Synchronization for Sensor Networks," Proceedings of the 
2nd ACM international conference on Wireless sensor 
networks and applications  pp. 11-19, 2003. 

[9] I. K. Rhee, J. Lee, J. Kim, E. Serpedin, and Y. C. Wu, 
"Clock Synchronization in Wireless Sensor Networks: An 
Overview," Sensors, vol. 9, pp. 56-85, Jan 2009. 

[10] P. Sommer, R. Wattenhofer, and Ieee, Gradient Clock 
Synchronization in Wireless Sensor Networks, 2009. 

[11] B. M. Sadler, A. Swami, and Ieee, "Synchronization in 
sensor networks: an overview," Washington, DC, 2006, pp. 
1983-1988. 

[12] C. R. Rao, Linear Statistical Inference and Its 
Applications. New York: Wiley, 1973. 

[13] S. Ganeriwal, I. Tsigkogiannis, H. Shim, V. Tsiatsis, M. B. 
Srivastava, and D. Ganesan, "Estimating Clock 
Uncertainty for Efficient Duty-Cycling in Sensor 
Networks," Ieee-Acm Transactions on Networking, vol. 17, 
pp. 843-856, Jun 2009. 

 



 14

Realization of Information Security in Electronic 
Commerce 

Li Fu-Guo1 , Dong Yu-Jie2  
1WanFang College of Science and Technology of HeNan Polytechnic University, Jiaozuo,China 

E-mail: lfg@hpu.edu.cn 
2WanFang College of Science and Technology of Henan Polytechnic University, Jiaozuo,China 

E-mail: hpudyj@hpu.edu.cn 
 
 

Abstract—With the wide application of E-commerce, E-
commerce security issues become more prominent and 
urgent. This article discussed information security issues in 
electronic commerce activities, some solutions are proposed 
to realize E-commerce security in operation and E-
commerce environment. 

 
Index Terms—Electronic commerce,Information security, 
Realization, Network 

I.  INTRODUCTION 

E-commerce is the use of advanced electronic 
technology to general business activities. E-commerce 
includes two aspects: First, business activities; second 
electronic means. Modern electronic commerce is a new 
business activities based on Internet technology, is the 
main mode of business operation of 21st century market 
economy. With the globalization and opening of the 
internet, without restriction of time and space bring all 
sorts of e-commerce transactions insecurity. Network 
information security issues has become an important 
factor affecting the development of electronic commerce. 
Therefore, research in an open network environment e-
commerce security becomes a very urgent and important 
field. 

II.  MEASURES AGAINST E-COMMERCE SECURITY ISSUES 
TO BE TAKEN 

E-commerce security issues relate to various aspects 
of e-commerce and participate in all aspects of e-
commerce transactions, it is a systems engineering and 
social issues to solve the e-commerce security issues, 
need participation of whole society. But at the operational 
level, the following measure should be adopted. 

First of all, we should build e-commerce security 
technology framework systems. In the e-commerce 
transactions, e-commerce security is mainly network 
security and transactions security. The network security is 
the network operating system against network attacks, 
viruses, so that keep a continuous and stable network 
operation, commonly used firewall technology protection 
measures. Transaction security is the data protection of 
the parties are dealing not be destroyed, as both non-
disclosure and transaction identity confirmation, you can 
use encryption, digital certificates and authentication, 
SSL (Secure Socket Layer )security protocol, SET(Secure 
Electronic Transaction) and other technologies to protect. 

A. Computer virus prevention technology 
Computer viruses are actually a kind of function 

program running in the computer system, it can destroy 
and infect against computer system. Virus transmission 
through the system after a successful attack or breach of 
license, the attackers usually implant in the system 
procedures such as Trojan horses or logic bombs, 
facilitate conditions for the subsequent attack to computer 
system or network[1]. The current anti-virus software is 
facing the challenge of the Internet. Currently, hundreds 
of new viruses were produced in the world every day, and 
more than 90% of viruses are spread via the Internet. In 
order to effectively protect the enterprise's information 
resources, required anti-virus software can support all 
internet protocols and e-mail systems may be used by e-
commerce users, so that it can adapt in time and keep up 
with the rapidly changing pace of the times. Most anti-
virus software mostly focus on stand-alone anti-virus, 
although some manufacturers introduced a network 
version of the antivirus products, it only be used in the 
desktop and file server for protection, the scope of 
protection is still relatively narrow, so anti-virus vendors 
should try to enhance protection of the gateway or e-mail 
server as quickly as possible .Only effectively cut off  the 
entrance of the virus, it will be possible to avoid 
economic losses of e-business users caused by outbreak 
of virus. 

B. Firewall technology 
Firewall as a separator, limiter and analyzer, it mainly 

used for implementing the access control policy between 
the two networks, it effectively monitored the network 
and all activities of the network, it provided necessary 
access control for the internal network without causing 
the network bottlenecks, control the data access system of 
the network through security policy to protect critical 
resources within the network. 

C. Intrusion detection system 
With the increasing risk factor of network security, 

IDS (Intrusion Detection System) as a beneficial 
complement to firewall, it can help the network system 
quickly find the coming possible attack, IDS expanded 
the security management capacities of system 
administrator (including Security audits, Monitoring, 
Attack recognition and responsion) and improved the 
integrity of the information security infrastructure. 
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Intrusion detection system is a dedicated system which 
give a real-time monitoring to network activities and 
behind a firewall, it can work with firewalls and routers 
and used for checking all communications, records and 
prohibited network activities of a LAN(Local Area 
Network) segment, it can be re-configured to prohibit the 
malicious data traffic come from the outside of the 
firewall[2]. IDS can quickly analyzed the information on 
the network or did user audit analysis in the host, manage 
and monitor network access through the centralized 
console, so that realized linkage between IDS and 
network switching equipment. The information of various 
data streams reported to the safety equipment, IDS can 
detect network access based on reported information and 
data streaming content, carry out targeted actions quickly 
when network security events were discovered, and send 
these actions response to security incident to firewall or 
switch, the switch or firewall closed and disconnected 
accurate port, IDS tried to cut off the connection 
initiatively and respond immediately when network 
attacks were discovered. 

D. Information encryption method 
The purpose of information encryption is to protect 

the data, files, password and control information within 
the network and also to protect data transmitted online. 
Network encryption methods commonly used link 
encryption, endpoint encryption and node encryption[3]. 
Link encryption is designed to protect the link 
information security between network nodes, endpoint 
encryption’s objective is to protect data transmitted from 
source user to the destination user, the purpose of node 
encryption is to protect the transmission link between the 
source node and the destination node. Users can select 
encryption methods appropriately according to network 
conditions. 

E. Digital certificates and authentication 
Digital certificates and certification is a series of data 

in network communication which marks identity of the 
communication parties and also a rigorous identity 
authentication system established through the use of 
symmetric and asymmetric cryptography. Digital 
certificates and authentication have following functions 
:the data not to be stolen by other people except the 
sender and the receiver and not to be altered during 
transmission, the sender can confirm the identity of the 
receiver through digital certificate , the sender can not 
denied for the information which to be sent. 

F. SSL security protocol 
SSL is a secure communications protocol. SSL 

provides a secure connection between two computers, the 
entire session is encrypted, thereby ensuring the security 
of transmission. SSL has three characteristics: using 
symmetric cryptography to encrypt data; using 
authentication algorithm to proceed the integrity test; 
using asymmetric cryptography for authentication of the 
end entity identification. 

G. SET technical standards 
SET (Secure Electronic Transaction) is a technical 

standards which pay for the security funds through open 
network, SET provides real security rule to the 
applications of electronic transaction  based on credit 
card: ensure secure transmission of the internet and 
transmission data is not stolen by hackers; orders and 
personal account isolated, when the order contains the 
cardholder account sent to businesses, the business can 
only see the orders but not the cardholder's account; 
cardholders and merchants authenticated mutually, so that 
to determine the identity of both communication sides, 
usually a third party responsible for providing credit 
guarantee to both sides of the online communications; 
requires the software follow the same protocol and 
message format so that software developed by different 
manufacturers have compatibility and interoperability 
function and may be run on different hardware and 
operating system platforms. 

Ⅲ. ENVIRONMENT MEASURES TO KEEP E-COMMERCE 
INFORMATION SECURITY 

A. Construct a sound e-commerce system 
Actively participate in international cooperation and 

integrate international e-commerce framework, construct 
e-commerce system suitable for China's national 
conditions. As a sovereign state, in order to safeguard 
national interests and economic security, we must pay 
attention to proprietary technology development which 
related to e-commerce technology, not all rely on 
imports. Therefore, we must increase investment, focus 
on the research and development of e-commerce security 
technology. 

B. Strengthen the laws and regulations 
To against the new types of crime related to 

information technology and information systems, 
government departments should organized forces quickly 
and combined with the objective of e-commerce needs so 
that to strengthen the existing laws and regulations 
related to electronic commerce, it is a usual practice of 
human history to fight against crime with the use of law. 
Chinese government can strengthen the laws such as: 
"The People's Republic of China Criminal Law", "the 
National People's Congress Standing Committee decision 
on Internet security", "Contract Law", "Copyright Law" 
and other related laws. In these laws, it can properly 
increase the penalties provisions for cyber crime and 
increased the terms of copyright protection of network 
works. Relevant authorities of the government should 
develop departmental rules and regulations firstly so that 
to against related issues need to be solved quickly with 
the development of e-commerce such as electronic 
payments, tax Administration, security certification, 
network and information security, intellectual property 
rights protection, consumer protection and so on, when 
necessary, administrative rules and regulations can be 
issued by the State Department, and then rose to the legal 
procedures.  
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C. Speed network infrastructure construction 
Information infrastructure is the material basis and the 

carrier for development of electronic commerce. Speed 
up the network infrastructure construction, promote the 
process of enterprise information, it is the direct driving 
force to enhance the research of science technology and 
application in the related applied fields with which we 
can obtained the "innovation" and "sustainable 
development" in the information security field and 
information field. The development of information 
infrastructure needs support of variety of disciplines and 
talents, the joint efforts of government and industry, in 
particular the Government's strong investment and 
macro-control. 

Ⅳ. CONCLUSION 

Chinese Government should strengthen the research 
of e-commerce information security, so that to establish a 
flexible legal framework to regulate e-commerce, so that 
to make e-commerce open, reasonable and legalization. 
This will ensure not only the interests of all e-commerce 
sides but also the smooth progress of e-commerce. 

Enhance the security of e-commerce, in addition to using 
advanced science and technology arm, but also its own e-
commerce companies to take proactive security measures. 
Enterprises must carry out its internal security awareness 
education for all staff so that they can fully understand 
the importance of enterprise information security, and 
take appropriate preventive measures to against insecurity 
factors, this is the  only way to ensure the safe operation 
of e-commerce information. 
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Abstract—Aiming at the problems of ZigBee AODVjr 
routing algorithm that the RREQ packets flooding and the 
routing may not be optimal and some node may use up all 
the energy because of heavy transmissions in the Cluster-
Tree, an improved routing algorithm for ZigBee networks is 
proposed. AODVjr algorithm is combined to control the 
range and the direction of the RREQ packets in this 
improved algorithm. At the same time, the neighbour table 
was introduced to make sure that the routing was also 
considered to avoid selecting some node with low residual 
energy in the Cluster-Tree algorithm. The simulation results 
indicate that the energy consumption is reduced efficiently, 
the problem of unbalance load is resolved and the lifetime of 
the whole network is maximized in this improved algorithm. 
 
Index Terms—ZigBee network,  AODVjr algorithm,  
Cluster-Tree algorithm,  residual energy 

I. INTRODUCTION   
ZigBee is a newly developing short-range, low-rate, 

low cost, low-power wireless network technology. The 
technology was designed targeting at low-rate wireless 
sensor and control network, which can be widely used in 
industry, families, medicine and other low-power, low 
cost wireless communication applications which ask for 
less demanding on data rate and quality of service. With 
the development and improvement of the ZigBee 
technology, its extensive use will necessarily bring great 
convenience to people's daily lives [1].  

ZigBee networks adapt Cluster-Tree algorithm and 
AODVjr algorithm. As a simplified version of AODV, 
AODVjr algorithm can support end-to-end transmission. 
In the route discovery process a large number of flooded 
RREQ packet will result in significant additional energy 
consumption, so that the overall consumption of the 
network can be excessive. To minimize RREQ packet 
costs as possible is one of the ways to reduce the overall 
consumption of the network. This paper, through 
controlling the scope and direction of the RREQ packet 
transmission with AODVjr algorithm as well as 
introducing a neighbour table into the Cluster-Tree 
algorithm to make routing choices to avoid the remaining 
low-energy nodes as far as possible, thus reducing 
network overhead, saving the network's overall energy 
consumption to extend the network life. 

II. AODVJR ALGORITHM AND CLUSTER-TREE 
ALGORITHM DESCRIPTION 

A. AODVjr algorithm  
AODVjr is a simplified version of AODV. AODVjr 

can execute the main function of AODV, but take into 
account the lower cost, energy-saving, ease of use and 
other factors to simplify some of the features of AODV. 
First of all, in order to reduce controlling overhead and 
simplify the process of route discovery, AODVjr did not 
use the serial number of the destination node, and in order 
to ensure loop-free routing, AODVjr stipulates that only 
the destination node can reply packet RREP, and 
intermediate nodes cannot reply RREP even if the route 
to access destination nodes exist through the nodes. At 
the same time, not as in AODV, there is not a pioneer 
table in AODVjr, which simplifies the routing table's 
structure. Additionally, AODVjr node does not send a 
HELLO packet information, and update neighbour nodes 
list based solely on the received pocket information or the 
information provided by the Mac layer, thus saving some 
controlling overhead [2]. 

B. Cluster-Tree Algorithm 
In the Cluster-Tree algorithm, the nodes according to 

the network address of the destination node group to 
calculate the next hop of the pocket. For ZigBee routing 
nodes whose address of A, depth of d, if met the 
following inequality, then the the destination node whose 
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address of D is one of its offspring:  

 A＜D＜A＋Cskip(d－1)  (1) 

If it is determined the packet destination node is the 
descendant of the accept node, the node will send packets 
to a sub-node. This time, if satisfied: 

 D> A + Rm × Cskip (d)  (2) 

It means that the destination node is its terminal child 
node, then the next node address N as follows: 

 N = D (3) 

Otherwise, if the destination node is not an offspring of 
receiving node, , it will send the packet to its parent node. 

C. Shortcomings of AODVjr algorithm and Cluster-Tree 
Algorithm for the 

Although AODVjr comparing Cluster-Tree algorithm 
can find the optimal path, but in the route discovery 
process the AODVjr algorithm will still generate 
redundant RREQ packet, while the redundant RREQ 
packet also involve in route discovery process, but does 
not play much in finding  an optimal path eventually. 
Shown in Figure 1, the node 107 will send data to node 
61,and if from the node 107 to node 61, there is no 
routing table entry, then the node will initiate the routing 
discovery process that the node 107 send RREQ packet to 
all its neighbour nodes .Because node 61 is not a 
descendant node of the node 107, the node 107 send 
RREQ packet to its descendant nodes, so it plays a minor 
role in the process in finding the optimal path from node 
107 to node 61 .  

In addition, the closer the nodes near the root the faster 
the energy consumes. If frequently all of the descendants 
of node 1 send data through node 1 to the descendants of 
the node 107 or node 54, it may lead the battery power of 
node 1, node 54 or node 107 runs out too quickly, so that 
not only led node 1, node 54 or node 107 cannot properly 
communicate with other nodes, but also led the entire 
network partitioning, resulting the descendants of the 
node 1 communicate with the descendants of node 54 or 
node 107. Therefore, if the remaining energy of node 1 is 
in a low-energy situation, the descendants of the node can 
choose the other nodes forward data to avoid an early 
exhaustion of the energy value of the node1.  
To deal with these problems, considering the appropriate 
restrictions on RREQ packet flooding in the process of 
route discovery and nodes’ residual energy, we propose 
the following improved algorithm. 

III. IMPROVED ALGORITHM DESIGN   

A. Neighbour Table Definition 
If the two nodes can communicate directly within one 

hop, we say that the two nodes are neighbours. Due to the 
RFD device storage capacity is weak, so it only stores its 
neighbour list for the FFD equipment, and RFD 
equipment, particularly need to store the neighbour list of 
it. FFD nodes in the network record the adjacency 
between the nodes and other nodes through the neighbour 
list Nlist, as shown in Table I.  

TABLE I.  NEIGHBOR LIST ENTRIES 

ADDR DT NP 
 

In the Nlist, there are three fields: ADDR: neighbour 
nodes address DT: neighbour nodes device identity bits, 1 
indicates that the neighbour node is FFD device, with a 
routing function; 0 indicates that the neighbour node is 
RFD device, does not have routing functions, and only 
send and receive data. NP: neighbour node residual 
energy identity bits. 1 indicates saturated node, 0 
indicates non-saturated node.  

B. Cluster-Tree Algorithm 
At first we divided the nodes into two distinct areas 

based on its remaining battery power:  
1) saturated nodes: If the value of the current residual 

energy of the node is greater than Ec, it locates in a 
saturated node. FFD points in the region can participate 
in data forwarding. 

2) Non-saturated nodes: If the current residual energy 
of the node is less than Ec, it locates in the non-saturated 
nodes. The transmission of data should be away from the 
node as far as possible. 

Suppose the node's initial energy is Ew, and Ec is set 
as follows: 

 ( )
aE c E w

f x
=

 (4) 
Where  is a specific factor, whose role is to slow down 

the speed of Ec value decreasing (in simulation test, we 

value a = 2). ( )f x  is a function changing as x is 
changed, which is defined as follows: 

 

1, 0
( )

, 1

x
f x Nt x x Nt

Nt x

=⎧
⎪= +⎨

≤ ≤⎪ +⎩  (5) 
Where Nt refers to the total number of the nodes of the 

network, as a constant. X as the variable, defined below 

in detail. From the formula 4 can be seen that ( )f x  is 
increasing function on the x, therefore, Ec can be deduced 
as a decreasing function on the x, namely, Ec increases as 
x decreases. When Ec reduces to a certain extent, some 
nodes in the non-saturated zone may become the node of 
saturated zone and continue to be used. When x 
approaches the Nt, value of Ec tends to zero. At this time 
the node still lower than the Ec could be regard as dead 
node, and the decreasing rate of Ec will be increasingly 
smaller[3].  

We set two internal counters C1, C2 at the central 
coordinator. If the current spare capacity of the node is 
lower than current Ec value, then the node will send early 
warning information to the central coordinator. When the 
central coordinator receives a warning message for each, 
and then will plus one on the counter C1. Through the 
counter C1, the central coordinator allows you to count 
the proportion which the non-saturated nodes across the 
network may account for as P, we set a threshold T (0 <T 
<1, in the simulation experiment, we take T = 0.2). When 
P <T, the counter C2 will plus 1, and X in the formula 3 
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and 4 are the value of the counter C2, so that the value of 
x plus I to change, and so as to update the value of Ec. 
When updated Ec value, the counter C1 will be cleared, 
and recount the number of non-saturated nodes. 

When sending data packets, node can according to the 
different regions of the neighbour node to determine the 
routing forwarding mechanism. The nodes in the 
saturated zone whose residual energy is sufficient, when 
choose the routing only need to take into account number 
of hops; the nodes in the non-saturated zone whose 
residual energy is short , when select the routing should 
avoid such a node as much as possible [4]. 

C. Improved Routing Algorithm 
     ZigBee network routing algorithm can according to 

the expression (1) determine whether the destination node 
is the descendants of the node of an intermediate 
forwarding node. So, if the destination node is the 
forwarding node's descendants, at this time if still allow 
the forwarding node's parent node to forward RREQ, the 
possibility to find the optimal path through the parent 
node is very small. If the destination node is not a 
descendant node of the forwarding node, and we still 
allow the descendants of the forwarding node to forward 
RREQ packet, it also does not mean much to find the 
optimal path. Therefore, through the improved algorithm 
with the basic idea of the tree routing determine the 
general direction of a RREQ packet, thus avoiding RREQ 
packet flooding along the opposite direction to the 
destination node to save the overall network energy 
consumption. 

Based on AODVjr algorithm the improved algorithm 
adds the RREQ packet flag: flag = 0 indicated that the 
current node's parent node should not forward the RREQ 
packet; flag = 1 indicated that the current node’s 
descendant nodes should not forward the RREQ packet.  
Routing method as follows: 

(1) If the RFD node wants send data to other nodes in 
the network, the data will be forwarded by the RFD node 
directly to its parent node, and then forwarded by the 
parent node. 

(2) When the FFD nodes with routing function send 
data to other nodes in the network, if the source node's 
routing table has not the routing table entry to the 
destination node, will start the route discovery process. 

(3) In the route discovery stage, when the node as an 
intermediate forwarding node, sends the RREQ packet 
from the source node, the node will detect its residual 
energy value at first. 

(4) If the node's residual energy value <Ec, then it will 
send a warning message to the central coordinator. At the 
same time, the node will detect the value of the flag in the 
RREQ packet: If flag = 0, shows that the parent node of 
the node is not suitable for forwarding the RREQ packet, 
and then should choose the descendants of the node 
directly whose NP value is 1 by looking at the 
neighbour's menu to forward PREQ, and if the NP values 
of all the descendants of the node are 0, then will 
abandon the RREQ. 

(5) If flag = 1, shows that the descendants of the node 
is not suitable to forward the RREQ packet ,then should 

directly view the parent node in the neighbour table to 
determine if the NP value is 1, if for 1,then forward 
PREQ ; for 0,then discard RREQ. 

(6) When the destination node receives the RREQ 
packet, irrespective of the number of residual energy, 
always send back a RREP packet. 

(7) When the source node receives the RREQ packet 
sent by the destination node, and then according to the 
route discovery path transmit data. 

 
Figure2．The treatment of RREQ by intermediate nodes flow chart 

IV. ALGORITHM AND RESULTS ANALYSIS OF 
STIMULATION EXPERIMENTAL 

A. Algorithm Analysis 
 

This improved algorithm through a combination of 
AODVjr algorithm and Cluster-Tree algorithm set pre-
control on the direction of the PREQ sending, so as to 
reduce the flooding of the RREQ packet, and can balance 
residual energy of PREQ packet each node of the 
network, extending the life of the nodes of the network. 
Meanwhile, the improved algorithm is simple, and costs 
of maintaining neighbour node are also smaller, 
additionally the algorithm's time complexity is O (n).  

B. Simulation Result Analysis 
Improved algorithm was compared with the traditional 

AODVjr algorithm by simulation experiments, focusing 
on comparing the total network energy consumption and 
the number of failure nodes in transmission. Simulation 
results have proved the effectiveness of the improved 
algorithm. 

Simulation tool was Omnet + +3.2 p1. Network covers 
an area of 400 × 550m, with the number of network 
nodes is set to 80, and the data packs all are length of 
256B, the channel bandwidth of 2M, the initial energy of 
the node all are 5000J. We set Cm = 4, Rm = 3, Lm = 4. 
The simulation results shown in Figure 3 ~ 4. 
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Figure3．Overall network energy consumption curve. 

 

Figure4．The death node number of the network curve 

In Figure 3, the curve 1 represents the network's 
overall energy consumption with the traditional algorithm 
run-time, and curve 2 is on behalf of the network's overall 
energy consumption with this improved algorithm. As the 
improved algorithm has control the RREQ packet 
flooding, and balanced the residual energy of network 
nodes so as to have saved energy.  

In Figure 4, curve 1 represents the death node number 
of the network with the traditional algorithm run-time, 
and curve 2 indicated that the number of dead nodes with 

this improved algorithm run-time. At the initial stage, the 
energy of each node is sufficient, there will not produce 
the dead node. As networks' running time increase, some 
nodes frequently as a forwarding node consume 
significant energy, and the traditional method does not 
take into account the value of the node's residual energy, 
therefore, the time of emergence of the dead node is 
earlier than the improved algorithm. For this improved 
algorithm avoids node of the low residual energy, and 
select the nodes of more energy for data forwarding, so as 
to avoid the premature death of individual nodes, balance 
the network load, maximum of the network's survival. 

V. CONCLUSIONS  
This paper presents an improved algorithm basing on 

the traditional AODVjr algorithm combined with Cluster-
Tree algorithm; control the PREQ packet in the routing 
discovery process, and introducing a neighbour table, 
considering the node's residual energy in the data transfer 
process, which makes the network energy consumption to 
achieve parity. The simulation results show that the 
algorithm have saved the network's overall energy 
consumption and extend the network life. 
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Abstract—Due to the variations of the network in actual 
distributed system, failure detectors without adaptive 
mechanism cannot meet the requirements of QOS of 
applications. Adaptive failure detectors should dynamically 
adjust the detecting quality according to the real-time state 
of the network. Assuming that delay of the message and loss 
of the messages is a random probability, the failure 
detection model based on the predicted message delay is 
proposed in this paper. A PAC-AFD adaptive failure 
detection algorithm is realized based on the above model 
based on the prediction from historical message delay and it 
contains checking idea. Experimental results show that the 
algorithm can relieve the effect of delay of the message and 
loss of the message on the failure detection while ensuring 
the accuracy and completeness of detection.  
 
Index Terms—failure detection, QOS, distributed system, 
adaptive, checking. 

I.  INTRODUCTION 

As an important building block for fault-tolerant 
systems, failure detector plays a central role in such 
dependable systems. Therefore, ensuring QOS of failure 
detector is very important for ensuring fault tolerance of 
distributed systems. Chandra and Toueg [1] firstly 
proposed metrics of unreliable failure detectors which can 
resolve some radical problems of unreliable system.  

The state of network is multivariant in actual 
distributed system. At the same time, there are many 
kinds of applications in distributed system and different 
one of them has different requirements of failure 
detection [2]. And then, Adaptive failure detectors are 
presented to meet different requirements of QOS [3].  

II. RELATED WORK 

Fetzer [4] firstly proposed a simple adaptive failure 
detection mechanism which gained a maximal delay time 
to be the upper limit of overtime by collecting the 
reached heartbeat message delay. After proposing the 
measurement system of QOS, Chen [5] presented some 
adaptive algorithms based on probability network model 
to realize quantitative control of adjusting the parameters 
of failure detectors by OOS. This algorithm presents a 
good prediction for the next arrival time. Bertier [6] and 
Hayashibara [7] improved Chen’s adaptive failure 
detection algorithm realizing less detection time.  

In this paper, a new adaptive failure detection method 
is proposed.  

III.  BASAL THEORY OF FAILURE DETECTOR 

A.  Failure Detector Model 
The model of failure detector can be defined as follows 

[1]: assume a system with N processes: Π= {P1, P2, 。。。 
Pn}. There is an independent global clock in the system 
and a time set T obtained from clock time signal which is 
natural number. Suppose p∈∏， t∈T, then failure 
detector can be defined as: FDp(t): Π×T→2Π. For q∈∏

, if q∈FDp(t), the failure detector of p deems that q is 
failed at t. The output of FD is a set of failed objects: 
Failed=∪t∈TFDp(t).. Failure model of nodes fits Fail-stop 
[8] model.  

B.  Failure Detector Level 
Failure detector has two basic metrics: completeness 

and accuracy and it can be classified eight classifications 
[9] according to completeness and accuracy, as Table1.  

 
A perfect failure detector should agree with the 

definition of ◇P (a set of eventually perfect failure 
detector) that should fits: 

Strong Completeness: Every failed process will 
eventually be judged eternally failed by all the correct 
applications in any operation. 

Eventual Strong Accuracy: Every correct process will 
not be falsely judged as failed process after some moment 
t in any operation. 

IV.  FAILURE DETECTION ALGORITHM BASED 
MESSAGE DELAY PREDICTION 

In this paper, PA called query accuracy is used to 
represent the QOS demand of application, here, PA∈(0, 
1). It can be set flexibly according to different 
applications to meet different requirements of QOS. 

TABLE I 
Eight Classifications of Failure Detector 

 Strong 
completeness 

Weak 
completeness 

Strong accuracy P Q 

Weak accuracy S W 

Eventual strong accuracy ◇P ◇Q 

Eventual weak accuracy ◇S ◇W 
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When detection accuracy is more important, PA is set 
with a large value. When detection speed is more 
important, PA is set with a small value. 

A.  Basic Failure Detector Algorithm 
Definition 1: Let sup{x:p(t≤x)=1} and 

low{x:p(t≥x)=1} which are called sup and low for short 
respectively be the upper and lower bounds for the 
random variable t.  

Definition 2: If the random variable t has its bound, 

then we call 
2

low(t)sup(t))( +
=tA  the arithmetic 

mean of t. And if low≥ 0, we call 
low(t)sup(t)G(t) ×=  the geometric mean of t. 

Theorem 1: Let t be a random and bounded variable, 
the mathematical expectation and variance of t are E(t) 
and V(t), and  low>0, then 

   [ ])()(*)(2)( tGtAtEtV −≤                         (1) 
Theorem 2: Assume that E(D) is the mathematical 

expectation of D which is the interval between two 
heartbeat messages delay. Then for arbitrary t>0, 

[ ]
[ ]2)(

)()(*)(2)(
DEt

DGDADEtDP
−

−
≤>       (t>E(D)）    (2) 

Proof: Because the interval between two heartbeat 
messages is a bounded random variable, so it can be 
obtained from theorem 1 that: 

[ ])()(*)(2)( DGDADEDV −≤  
Here we assume that V(D) is the variance of D which 

is the interval between two heartbeat messages delay. The 
interval between two heartbeat messages delay is a 
random probability event, so it can be obtained from 
Chebyshev inequality that: 

  
2)]([

)()(
DEt

DVtDP
−

≤>      （t>E(D)）              (3) 

So, it can be obtained from (1) and (3) that: 
[ ]

[ ]2)(
)()(*)(2)(

DEt
DGDADEtDP

−
−

≤> （t>E(D)） 

Statistic the intervals of recent N heartbeat messages 
from detected nodes calculating E(D)、A(D) and G(D), 
to propose the possible delay time of the next heartbeat 
message.  Assume that the predicted time of this time is 
T1 with a weighted value P1, the previous predicted time 
is T2 whit a weighted value P2……the predicted time of 
the previous ith time is Ti+1 with a weighted value 
Pi+1……the predicted time of the previous w-1th time is 
Tw with a weighted value Pw. Here w is the window size 

of historical record. In addition ，  ∑
=

=
w

i
iP

1
1 and 

i
KPi =  can be obtained from the first Zip law. K is a 

parameter which can be known from normalization 
calculation.  

1)(ln*1
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Euler constant. 
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The overtime value of timer for the next heartbeat 
message reaching can be set according to the reaching 
interval of historical heartbeat messages. If the detector 
does not receive the heartbeat messages from the detected 
node in predicted delay interval, it will be checked. The 
checking process is: 

Detection process p sends inquiring messages to the 
detected process q. The format of inquiring message is 
ask(q, count), here q represents the process inquired and 
count represents the sequence number of heartbeat 
messages sent to inquired processes. If process p receives 
the response message ack(q, count, yes) from process q in 
the predicted time, it will be considered normal. If 
process p does not receive the response message in the 
predicted time, process q will be considered failed. This 
can improve the accurate of the failure detector. 

The PAC-AFD algorithm is described as follows: 
Input: heartbeat messages; 
Output: status of the process being detected; 
1. for process p and q, initialize UDP socket; 
2. initialize others correlative arguments; 
Process q: 
3. if current time is i*�t 
4. send heartbeat message to process p; /* � t is the 

period of sending heartbeat message */ 
Process p: 
5. initialize that process q is live; 
6. loop 

 { 
7. timer (tn) start; /* tn is the predicted interval of 

heartbeat delay */ 
8. wait for receiving message from q; 
9. if tc≤tn+tp and k<smin /* received overtime message 

tc is the reaching time currently of the heartbeat 
message，tp is the reaching time of the previous 
heartbeat message, smin is the smallest sequence 
number of the heartbeat message which does not 
receive its response message up to now */ 
{ 

10. judge that process q is live; 
11. timer(tn+1) restart; 

} 
12. else if tc≤tn+tp and k≥smin /* received message 

which is being waiting */ 
{ 

13. j←k%w; /* k is the sequence number of the 
response message of q */ 

14. td←tc-tp; /* td is the detection time of heartbeat 
message */ 

15. add(td) to sw[j];/* Save the detection time into the 
sliding window*/ 

16. smin←k+1; tp←tp+�t; 
17. calculate out E(D)、A(D)、G(D); 



23 

18. 
[ ] );(
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P

DGDADET
A
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=  

        /* the possible arrived delay time of the next 
message*/ 

19.   ;
2

1 ∑
=

+=
w

i
iidn PTPTt                                       

(4) 
/* the predicted arrival time of the next 

message*/} 
20. else 

{ 
21. send inquiring message ask(q, count); 
22. if receive ack(q, count, yes) in tr /* tr is the 

predicted response time of inquired processes*/ 
{ 

23. judge that process q is live; 
24. timer(tn+1)  restart; 

} 
25. Else 

{ 
26. judge that process q is dead; 
27. tp←tp+�t; 
28. add tn to sw[smin%w]; 
29. smin←smin+1; 

}}} 

B.  Failure Detection Level of the Algorithm 
The algorithm proposed in this paper meets strong 

completeness and eventual strong accuracy. We assume 
that there is an upper limit of message delay. 

Property 1(Strong Completeness): Every correct 
process will receive the last heartbeat message from 
process q at sometime Ti (i＝1, 2,…,n-1). For correct 
process P1, assume that it receives the last heartbeat 
message from process q at time T1. We can know from 
the algorithm that process P1 will calculate an interval tn 
of message delay for the next heartbeat message sent by 
process q after receiving a heartbeat message from it. If 
process P1 does not receive the heartbeat message from 
process q in that interval, then the checking will be 
carried out. During checking, if P1 cannot receive the 
message ack(q,count,yes) in predicted interval, then P1 
will consider q failed. We know that all the data needed 
to calculate the next heartbeat message delay in this 
algorithm, including E(D) 、 A(D) and G(D), has a 
determinate value. So, the interval of message delay is 
bounded. 

We know from the algorithm that the total detection 
time is bounded. We use Tfi to represent the value of this 
upper limit and each process has that moment. Let Tfm= 
max {Tfi} as its maximum value, so all processes 
consider that process q has failed after Tfm. 

Property 2(Eventual Strong Accuracy): If the message 
delay time calculated by the algorithm is smaller than the 
actual message delay time, then the process will be 
checked to judge whether it is failed or not. During 
checking, if detecting process does not receive the 
response message from detected process in the predicted 

time, the detected process will be considered failed. 
Process p will dynamically increase detection time to 
adapt the changes of networks of the process q. 

The detection time will increase with time increasing. 
Until after a certain time t0, process p will receive 
heartbeat message sent by process q in detection time. 

V.  EXPERIMENT AND ANALYSIS 

The configuration of the environment is as follows: 
Two computers with the same configuration are 
connected via the internet. The detected machine sends 
heartbeat messages to the detector periodically, and the 
detector will return a response message to the detected 
machine after receiving the heartbeat message from the 
detected machine. The interval between two adjacent 
heartbeat messages is one second. The detection metrics 
are error rate and average detection time in different 
window size and different value of PA. 

A.  Impact of PA Values on the Detection 
Firstly, we set the window size of historical a fixed 

value 1000, and PA is set a value 0.6, 0.7, 0.8 and 0.9 
respectively. Fig1 shows a group of heartbeat message 
sequence selected randomly in 24 hours which has a 
consecutive sequence number. We can see from the chart: 
The larger the PA is, the longer the detection time is.  

 
It can be seen from the table 2: PA has larger influence 

on error rate, that is, the larger the PA is, the longer the 
average detection time is and the smaller the error rate is. 
The result meets predicted effect. 
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Figure 1．Impact of PA on the detection time 

TABLE II 
Impact of PA on the average detection time and error rate 

PA 0.6    0.7     0.8    0.9 

Average detection 
time(s) 

1.004 
257 

1.005 
719 

1.007 
347 

1.012 
531 

Error rate 0.011 
697 

0.005 
238 

0.001 
072 

0.000 
142 
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B.  Impact of Historical Window size on the Detection 

 
From Fig2 we can see that the average detection time 

becomes larger with the size of window becoming larger 
and the average detection time becomes smaller with the 
size of window becoming smaller. Here, the average 
detection time is the longest when the size of window is 
unlimited. 

 
Fig 2 and Table 3 show that: The size of window has a 

large impact on the fluctuation of average detection time. 
The smaller the size of window is, the larger the 
fluctuation of average detection time is and the higher the 
error rate is.  

C.  Analysis of Performance 
We compare our algorithm the with Chen’s failure 

detector in the same network environment. In our 
algorithm, the size of window is set a value 1000 and the 
period of sending heartbeat message is one second. In 
Chen’s algorithm, safe margin α is set a value 0.005. We 
set PA a value 0.85. Table 4 shows: When the size of 
window is 1000, α is 0.005 and PA is 0.85, PAC-AFD 
algorithm has smaller error rate than Chen’s algorithm 
ensuring almost same average detection time. The 
performance of failure detector is improved. 

 
D.  Conclusions 

A predicted method on the basis of the prediction from 
historical message delay is studied in this paper. The 
checking idea is used in this method. The algorithm 
predicts the next message delay time according to the 
historical record of message delay. The analysis of 
experiment and performance proved the failure detection 
level of the new algorithm. Experimental results show 
that the algorithm has strong adaptability and it can 
relieve the effect of message delay and message loss on 
the failure detection while the detection accuracy and 
detection completeness is satisfied. 
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TABLE IV 
Comparison with Chen’s algorithm 

 PAC-AFD Chen 

Parameter PA =0.85 α=0.005 
Window size 1000 1000 

Average detection time(s) 1.011792 1.011835 
Error rate 0.001023 0.002442 

 

TABLE III 
Impact of window size on the average detection time and error 

rate 

Window 
size 1000 3000 5000 10000 unlimited

Average 
detection 

time(s) 

1.012 
532 

1.012 
792 

1.013 
082 

1.013 
962 

1.015 
672 

 Error rage 0.000 
143 

0.000 
117 

0.000 
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 0.000 
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Figure 2．Impact of window size on the detection time 
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Abstract—When using reducible formula to reduction a 
covering, the outcome exist redundant. In order to overcome 
redundant, precision formula and reduction algorithm are 
promoted. Information quality and compression ratio are 
defined to evaluate covering precision reduction. Although 
covering precision reduction may contain different sub-sets, 
their information quality is same. Covering precision 
reduction is better than the existing covering reduction 
theory in the perspective of redundancy eliminating.    
 
Index Terms—covering, precision reducible formula, 
precision reduction, information quality 

I.  INTRODUCTION 

In the study of set theory, besides doing comparisons 
and calculations on different sets directly, usually divide 
large sets into smaller ones at first, which including 
covering and divide. Cover and divide are two associate 
and fundamental ways to split large sets into smaller ones, 
and also the basis of rough set theory.  

Rough set theory is based on equivalence relations and 
is put forward by Pawlak at 1982. At the beginning, 
equivalence relations are found on sets’ divide. But in 
order to deal with incomplete and complex information, 
the initial model is extended. As a result, rough set theory 
based on covering is put forward [1-3]. 

Covering reduction is the theoretical basis of rough set 
theory based on covering. In the view of importance of 
covering reduction, it is necessary for its in-depth 
research. In reference [4], promote reducible formula as 
core concept of covering reduction theory, and prove that 
every covering has one reduction. In this paper, we will 
give the definition of precision reducible formula, and put 
forward covering reduction method based on precision 
reducible formula, and discuss basic properties of 
covering reduction. 

II.  PRECISION REDUCIBLE FORMULA 

Covering reduction theory are only sporadic in a 
number of documents appeared, and all of these are not 
systematic. Definitions 1 to definition 4 originate from 
reference [5-7], and are the core concepts of covering 
reduction theory.  

Definition 1:  Given universe of discourse U, C is a 
family of series subsets of U, and C doesn’t include 
empty sets, ∪C=U，then we call C is a covering of U, 
<U,C> is a covering approximate space.   

 Definition 2: Given covering approximate space 
<U,C>, x∈U, Md(x)={K∈C|x∈K x∈S S K K=S}, 
then we call Md(x) is the minimal description of x.  

Definition 3: Given that C is a covering of U, K∈C, if 
K can be got by the union of the sets in C-{K}, then we 
call C is a reducible formula, otherwise we call C is a 
non-reducible formula. 

Definition 4: Given that C is a covering of U, if every 
set in C is non-reducible formula, then we call C is 
simplified, otherwise we call C is non-simplified and 
reducible. After reduction, get a covering on U, we call it 
is a reduction of C which is denoted as red(C).  

Example 1: U={a,b,c,d,e,f}, K1={a,b}, K2={a,c}, 
K3={a,c,d,f}, K4={b,d}, K5={b,e,f}, K6={a,b,c,d}, 
C={K1,K2,K3,K4,K5,K6}. 

Because K6=K2 ∪ K4, then the reduction of C is 
red(C)={K1,K2,K3,K4,K5}.                                              □ 

According to the above discussion we can see that, if a 
subset family doesn’t has a subset that can be got by 
union of other subsets, and then this subset family is 
simplified. After carefully study, the result has redundant 
information, and can be reduction further.  

In Example 1, K3 in the outcome red(C) is redundant, 
as we have Md(a)={K1,K2}, Md(c)={K2}, Md(d)={K4}, 
Md(f)={K5}. In other words, the other subsets have all 
the information that K3 contains. In application, 
apparently we need discard K3. For the sake of 
application, it is necessary to find a new covering 
reduction method.  

Definition 5: Given that C is a covering of U, K∈C, if 
x∈K, x can be minimal described by C-{K}, then we call 
K can be described by C-{K}, K is a precision reducible 
formula. Otherwise, we call K can not be described by C-
{K}, K is a precision non-reducible formula. After 
reduction, we can get a covering of U, we call it is 
precision reduction of C, and denote as RED(C).   

Proposition 1: Reducible formula must be a precision 
reducible formula.  

If a subset K is a reducible formula, then k can be got 
by the union of several sets in C-{K}.Apparently, every 
element in K can be minimal described by these sets in C-
{K}, and K must be a precision reducible formula. 

Proposition 2: Non-reducible formula may be precision 
reducible formula.   

Given K is a non-reducible formula, if every element 
in K can be minimal described by C-{K}, then K is a 
precision reducible formula.   

Example 2: U={a,b,c,d,e,f}, K1={a,b}, K2={a,c}, 
K3={a,c,d,f}, K4={b,d}, K5={b,e,f}, K6={a,b,c,d}, 
C={K1,K2,K3,K4,K5,K6}. 

RED(C)1={K2,K4,K5}, RED(C)2={K5,K6}, RED(C)3={ 
K3,K5 }. 
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Both RED(C)1 and RED(C)2 as well as RED(C)3 are 
the precision reduction result of C.   

Ⅲ.  COVERING’S PRECISION REDUCITON 

Example 2 shows that the result of covering’s 
precision reduction has uncertainty to some extent. So it’s 
necessary to put some constraint to covering’s precision 
reduction, and make the result more reasonable and 
certain.   

A.  Covering’s precision reduction algorithm  
From the intention of covering’s reduction, the purpose 

of reduction is to eliminate redundant information, and 
make sure reduction result and the original cover has the 
same information quality. So we can use information 
quality to measure the effect of the covering’s precision 
reduction and design reasonable algorithm. 

Definition 6: universe of discourse U, and a covering 
C={c1,c2,…,cr}, we define the information quality of 

covering C is K(C)= ∑
=

−
r

i
ii cUc

1
||*|| . 

Intuitively we can see that information quality of a 
covering is determined by two factors: the number of 
subset and the Uniformity of the subset. More evenly 
distributed, more information quality a covering has; the 
contrary, less information quality the covering has. This 
is because the subset of family implies the classification 
information, and if a covering has plenty of evenly 
distribute subsets, it implies the covering has more 
classification information. Apparently, when C={U}, 
K(C)=0. A detailed discussion about information quality, 
can refer to the reference [8-9]. 

After calculation, we get K(RED(C)1)=25, 
K(RED(C)2)=17, K(RED(C)3)=17, result RED(C)1 has 
the largest information quality. 

According to the analysis on information quality, we 
can get the main idea of covering precision reduction 
algorithm: descending find precision reducible formula 
and eliminate it, until the set family doesn’t have 
precision reducible formula, then the rest sets in the set 
family is the results of the covering’s precision reduction.    

Eliminate larger sets first is for the reason that: firstly, 
it aims at getting the largest information quality; 
secondarily, large set can be got by the union of smaller 
sets.  

(1) Covering’s precision reduction algorithm 
Input: universe of discourse U, and its covering 

C={c1,c2,…,cn} 
Output: precision reduction of C  (RED(C)) 
Step1 initialization: sort c1,c2,…,cn in a descending 

order, denote as c1’,c2’,…,cn’, RED(C)=C, i=1; 
Step2 if ci’ can be described by RED(C)- ci’, turn to 

step3; otherwise turn to step4; 
Step3 eliminate ci’, RED(C)=RED(C)- ci’; 
Step4 i=i+1, if i<=n, turn step2; 
Step5 output RED(C), exit from the algorithm. 
(2) Step2 refinement 

ci’ contains ni elements, that is ci’={ci1,ci2,…,cini}, if 
every element cij(j=1,2,…,ni) belongs to RED(C)- ci’, 
then ci’ can be described by RED(C)- ci’. 

Definition 7: Given a covering C, redundant 
information eliminated quality of precision reduction is 
KRED(C)=K(C)-K(RED(C)); redundant information 
eliminated quality of reduction is Kred(C)=K(C)-
K(red(C)). 

Definition 8: Given a covering C, compression rate of 
precision reduction is QRED(C)=KRED(C)/K(C); 
compression rate of reduction is Qred(C)=Kred(C)/K(C). 

Example 3: U={a,b,c,d,e,f}, K1={a,b}, K2={a,c}, 
K3={a,c,d,f}, K4={b,d}, K5={b,e,f}, K6={a,b,c,d}, 
C={K1,K2,K3,K4,K5,K6}. 

After calculation, we get RED(C)={K2,K4,K5}, 
red(C)={K1,K2,K3,K4,K5}; KRED(C)=24, Kred(C)=8; 
QRED(C)=0.51, Qred(C)=0.16.For papers published in 
translated journals, first give the English citation, then the 
original foreign-language citation [6]. 

B.  Properties of covering’s precision reduction 
Proposition 3: Given a covering C={c1,c2,…,cn}, if any 

two sets in C satisfies |ci|≠ |cj|,then there is only one 
result of the precision reduction of covering C. 

Proposition 4: Given a covering, the result of the 
precision reduction may be different, but the information 
quality must be the same. 

Proof: in precision reduction, descending arrange the 
sets in the set family, c1,c2,…,ci,…,cj,…,cn, |c1|≥…≥|ci|
≥ … ≥ |cn|. Not lose generality, suppose we have 
reduction c1,c2,…,ci-1, the rest sets are ci,ci+1,…,cj,…,cn. If 
|ci|=|ci+1|=…=|cj|, and there are at least two precision 
formulas in them, as the size of the sets are same, the then 
have the same information quality. Randomly select one 
set and eliminate, and therefore reduce of the information 
quality are the same. So, select different precision 
formula doesn’ t change information quality, and the 
proposition is proved.                                                      □ 

Example 4: U={a,b,c,d,e}, K1={a,b}, K2={a,c}, 
K3={b,c}, K4={c,d,e}, C={K1,K2,K3,K4}. 

RED(C)1={K1,K2,K4}, RED(C)2={K1,K3,K4}, 
RED(C)3={ K2,K3,K4}, their information quality is the 
same, and is 18. 

Proposition 5: Given a covering C, redundant 
information eliminated quality of precision reduction 
RED(C) is more than redundant information eliminated 
quality of reduction red(C), at least equal to the later.  

According to Proposition 2, this proposition is easily 
proved. This proposition illustrates that precision 
reduction is better than reduction. 

Ⅳ.  CONCLUSION 

Covering reduction based on reducible formula has 
redundant information, and isn’t fit for application. In this 
paper, put forward the term precision reducible formula, 
and design precision reduction algorithm based on 
precision reducible, and use information quality to 
measure and compare the effect of precision reduction 
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and reduction. Result shows precision reduction is better 
than reduction. 

Covering and division are two related methods in set 
theory, a lot of research has been done on division, but 
covering is overlooked all the time. So, it’s necessary to 
carry on research roughly on covering as well as the on 
relations that are established on covering. 
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Abstract—This paper gives the interference theoretical 
analysis, under the co-site and co-antenna of the 
CDMA2000 1x and CDMA2000 1xEV-DO system. The 
results show that the reverse capacity will be reduced by 
4.8%, and the system with the bilateral adjacent channel 
interference will be reduced by 9.2% under the co-site and 
co-antenna system. If the impact of the adjacent channel 
interference for coverage is very small, this change can be 
ignored.  
 
Index Terms—coverage; capacity; interference 

I. INTRODUCTION 

With the growing of service requirement from the 
customer, many CDMA operators build CDMA 1x and 
CDMA 1xEV-DO network at the same time. The limited 
radio resources can not provide too much frequency to 
set up a wide protection band, so there is adjacent 
channel interference in the system.  

Adjacent channel interference (ACI) is provided by 
out-of -band interference and spurious interference. One 
is the out-of-band interference. Another is spurious 
interference. It will lead to the decrease of the receiver 
sensitivity, and make the adjacent system performance 
decline, when signal level from this system exceeds a 
certain value of sensitivity adjacent to the receiver.  

In order to avoid the interference between these 
systems, wireless devices have a stringent set of 
specifications.  

This article will focus on analyzing and discussing the 
impact on the interference in the adjacent band between 
the two systems and the loss the system produces. 
Usually, there are two kinds of circumstances in adjacent 
channel interference. One is unilateral adjacent channel 
interference, which is the interference adjacent to each 
other between the two frequency points. The other is the 

bilateral adjacent channel interference. 
 Adjacent channel interference is usually associated to 

indicators, including Adjacent Channel Leakage Ratio 
(ACLR) and adjacent channel selectivity (ACS). This is 
shown in Fig. 1. Adjacent Channel Leakage Ratio 
(ACLR) is used to measure the radiation characteristics 
of the transmitter-of-band, whose mainly reason is that 
the out-off-band power leakage results in the interference 
because of the non-ideal characteristics of the 
interference object of in the transmitter. Adjacent 
Channel Selectivity (ACS) measures suppression 
capabilities which receive filter produced to the adjacent 
channel, whose mainly reason is that it is influenced by a 
partial-band adjacent channel power brought by the non-
ideal filter characteristics of the influenced object receive 
[1]. 

The mainly adjacent interference analysis of the article 
will focus on co-site and co-antenna scenario. This paper 
will only consider the same frequency band adjacent 
channel spectrum and no special instructions, analysis by 
default to 800MHz frequency band. The interference 
impact analysis takes into account the transmitter 
adjacent channel leakage ratio (ACLR) and the receiver 
adjacent channel selectivity (ACS). A unified by 
symbols λ (i.e. λ = λtx_ach + λrx_acs), at the following 
called adjacent channel interference factor. The results 
are not the same, because the equipment relevant 
indicators are slightly different in different 
manufacturers and band frequency. So the following 
related indicators are only a reference. The Coverage 
area due to different propagation model is different, the 
analysis using the classical propagation model Okumura-
Hata as a reference. 

II. IMPACT OF ADJACENT CHANNEL 
INTERFERENCE WITH CO-SITE 

A.  Insertion loss with co-site and co-antenna 
The co-site network is divided into co-antenna system 

and un-co-antenna system. Both of them in the adjacent 
channel interference analysis is basically similar, the 
difference is that for co-antenna system the impact of a 
certain insertion loss needs to be considered because of 
adding a set-top sharing module but for un-co-antenna 
system, there are no such problem but it need to 
consider, the insulation between the antennas of mutual 
independent  work  Increasing the set-top shared module 
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TABLE I.  
COMPARE THE IMPACT OF INSERTION LOSS WITH DIFFERENT 

ENVIRONMENT 

Configuration 

Coverage area Dense urban and 
urban 

Coverage radius d(m) 200 ~ 700 

EdgeCoverage 
Probability 90% 

Link Forward Reverse 

NO LNA 

The changes of loss（dB
） 

↑0.4 ↑3.5 

The changes of Coverage 
radius （m） 

5~18 

(↓2.6%) 

40~141 

(↓20.1%) 

With LNA 

The changes of loss（dB
） 

↑0.4 ↑1.5 

The changes of Coverage 
radius d(m) 

5~18 

(↓2.6%) 

18~64 

(↓9.1%) 

Configuration 

Coverage area Suburban and Rural 

Coverage radius d(m) 1000 ~ 5000 

Edge Coverage 
Probability 75% 

Link Forward Reverse 

NO LNA 

The changes of loss（dB
） 

↑0.4 ↑0.4 

The changes of Coverage 
radius （m） 

25~127 

(↓2.5%) 

25~127 

(↓2.5%) 

With LNA 

The changes of loss（dB
） 

↑0.4 ↑0.4 

The changes of Coverage 
radius （m） 

25~127 

(↓2.5%) 

25~127 

(↓2.5%) 

will bring in a certain degree of insertion loss, thereby 
increasing the loss in reverse link. Usually, under the 
transmission signal the merger of the insertion loss is 
0.4dB, whose influence is small and can be ignored, and 
the merger of the insertion loss for the receiving signal is 
around 3.5dB~4.0dB. It will increase around 3.5~4.0dB 
when using the passive program in order to achieve the 
diversity receiving and reduce the interference noise. It 
could be considered an LNA in front of the receiver, in 
order to compensate for loss caused by noise, such as the 
choice gain 12dB, noise figure of the LNA is 0.8dB, 
noise figure can be improved by 2.3~2.8dB, when it 
includes the set-top sharing of modules and LNA is the 
system sensitivity only reduced 1.5dB. To some extent, 
this change can be accepted. For 1x or DO, the insertion 
loss will affect coverage of regional, the efficiency of the 
edge of coverage and the quality of service, where 
insertion loss is mainly about the introduction of 
performance produced coverage [2]. 

The following Table.1 is coverage theoretical analysis 
of the impact of Insertion Loss (co-site and co-antenna) 
Okumura-Hata propagation model formula: 
L (dB) =69.55+26.16×lgfc–13.82×lghb–α (hm) + 44.9 
– 6.55×lghb×lgd−K  (1) 

Where the parameter fc is the working frequency 
(MHz), hb(m) is the base station antenna effective height, 
hm(m) is the terminal antenna effective height and d(km) 
is the horizontal distance between the base station 
antenna and the terminal antenna. 
  ( )
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When in the Middle and Small city, in this case we 
obtain the following expression: 

α (hm)=(1.1×log10fc−0.7)×hm−(1.56×log10fc−0.8) (3) 
When in the big city, we have 

 α (hm)=3.2×[log10(11.75×fc)]2−4.96 (4) 
The coverage impacts uplink more than downlink due 

to insertion loss. It can be seen from the analysis of the 
Table.I. 

For the urban and dense urban areas, the coverage 
radius of the cell is about 200m ~ 700m. Take 700m for 
example, the loss of reverse link path is 121.3dB, when 
the loss 3.5 ~ 4dB introduced by the antenna insertion 
makes the radius reduce to 559m, adding the LNA will 
improve 1.5dB and cell radius will reduce to 636m.  

For the suburban and rural areas, the cell coverage 
radius is more than 1000m. The co-antenna the radius 
will reduce to 798m, when adding the LNA the cell 
radius will reduce to 908m.  

To sum up, the insertion loss of the antenna the 
coverage ratio basically makes the same effects for 
different coverage area, and the absolute value of the 
impact of different coverage radius is not same. For the 
link budget, the main consideration is the forward link 
power-constrained because the reverse link mobile 
terminals are non-firing full-power state. The co-site 
with the antenna LNA cases, 1.5 dB of the impact of 
insertion loss can be ignored. For wide coverage, the 

main consideration is reversely limited in link budget, 
but when adding LNA, the impact of insertion loss to the 
antenna, 1.5dB will cause the reduce of the coverage 
radius, which can’t be ignored. 

B.  Analysis the Impact of coverage and capacity with 
co-site and co-antenna 

When the 1x and DO work in the same frequency 
band, because of various out-of-band radiation and 
spurious interference, there is a certain of interference in 
the devices, so they will influent the system coverage or 
capacity [3] . 

1) Analysis on impact of coverage 
The interferences are of two main types. One is 

forward, it is meant the 1x base stations interfere with 
DO terminals, while DO base stations interfere with 1x 
terminal. The other is reverse; it is meant the 1x terminal 
interference DO base stations, while DO terminals 
interfere with 1x base stations.  
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TABLE II.  
COMPARE THE IMPACT OF COVERAGE WITH DIFFERENT ENVIRONMENT 

fc(MHz)=850, hb (m)=30m, hm(m)=1.5m , λb =-16dB, λm =-13dB 

Coverage area Dense Urban and urban 

Coverage radius d(m) 200 ~ 700 

Edge Coverage Probability 90% 

Link Forward Reverse 

The change of receiver noise floor ↑0.11dB ↑0.21dB 

The changes of Coverage radius d(m) 1~5 
(↓0.7%) 

3~9 
(↓1.5%) 

Coverage area Suburban and Rural 

Coverage radius d(m) 1000 ~ 5000 

Edge Coverage Probability 75% 

Link Forward Reverse 

The change of receiver noise floor ↑0.11dB ↑0.21dB 

The changes of Coverage radius d(m) 7~36 
(↓0.7%) 

14~68 
(↓1.4%) 

In the CDMA system, all users transmitting in the 
same band, each user's signal interference with other 
users, so a total interference power received by forward 
and reverse link and thermal noise power can be 
expressed as follows.  
In the Pilot channel, the forward can be expressed: 
 Ιt-f =No-m + Ρhost +β⋅Ρhost. (5) 
In the traffic channel, the forward can be expressed: 
 It-f =No-m+ξΡhost +Ρhostβ. (6) 
For the Reverse, this equation is expressed as follow:   
 It-r = No-b + Isc + Ιοc. (7) 

Where It-f is the total forward link interference power, 
N0-m is thermal noise power of the terminal, Ρhost is a total 
power the user receives in this district, ξ is the 
Orthogonal factor in the forward Traffic Channel (a 
value is 0~ 1), β is the interference factor in other cells. 
It-r is the total reverse link interference power, No-b is the 
thermal noise power of the base station, Isc is interference 
power of the based cell, Ιοc is the interference power in 
other cells.  

Assuming that link budget, the situation of co-site 
with difference antenna, the user distribution and user 
load is the same. The total interference power for 
forward and reverse are as follows. 
In the Pilot channel, the forward can be expressed: 
 I′t_f = No_m + Ρhost +βΡhost + λbΡhost + λb⋅β⋅Ρhost. (8) 
In the traffic channel, the forward can be expressed: 
 I′t_f = No_m + ξΡhost +βΡhost + λbΡhost + λb⋅β⋅Ρhost. (9) 
For the Reverse, this equation is expressed as follow:  
 I′t_r = No_b + Isc + Ioc+λm Isc+λm Ioc. (10) 

Where λb is adjacent channel interference factor of the 
base station, λm is the adjacent channel interference 
factor in terminal. The uplift impact of the adjacent 
channel interference on of receivers is expressed as 
follows. 
In the Pilot channel, the forward can be expressed: 

 Rim_f = 
I′t_f
 It_f

 = 
No_m+Ρhost+βΡhost + λbΡhost + λb⋅β⋅Ρhost 

 No-m + Ρhost +β⋅Ρhost
 (11) 

In the traffic channel, the forward can be expressed: 

Rim_f= 
I′t_f
 It_f

 = 
No_m + ξΡhost +βΡhost + λbΡhost +λb⋅β⋅Ρhost  

 No-m+ξΡhost +Ρhostβ
 

(12) 
For the Reverse, this equation is expressed as follow: 

 Rim_r = 
I′t_r 
 It_r

= 
No_b+Isc+Ioc+λm⋅Isc+λm⋅Ioc 

 No_b+Isc+Ioc
  (13) 

In the circumstance that the thermal noise power for 
the total received interference power can be ignored 
when it is smaller, and the user at the cell edge, at this 
time the interference from the other cell will be 
dominant.  
For the Forward, this equation is expressed as follow: 
 Rim–f ≈ 1 + λb. (14) 
For the Reverse, this equation is expressed as follow: 
 Rim–f ≈ 1 + λm. (15) 

Reference Okumura-Hata propagation model, the 
influence on the uplift of floor noise for unilateral 
adjacent channel interference is illustrated in Table.II. 
[3]. Base on the theoretical analysis, in the case of co-
site, for unilateral adjacent channel interference, and the 

noise floor of the base station receive in the reverse link r 
increase about 0.21dB, and the noise floor of terminal 
receiver increase about 0.11dB in the forward link. Here 
adjacent channel situation will be considered. The 
interference factor of the bilateral adjacent channel 
interference is about twice time more than the unilateral 
Base on the above equation, it can be seen that the 
impact of noise floor is still relatively small (forward is 
about 0.21dB, in this case the reverse is about 0.41dB). 
Because of the difference of performance between the 
base station and terminal, the adjacent channel 
interference on the reverse link is more than the uplink. 

2) Analysis the impact of Capacity 
The ultimate capacity of CDMA 1x voice model can 

be known, according to the interference of the reverse 
traffic model [4]. 

The formula of the ultimate capacity of the reverse for 
the Omni coverage of the cell is expressed as follows. 

 Νmax ≈ 
Gp

ɑ ⋅d ⋅ 
1

1+β .  (16) 

(when sector direction coverage, Νmax_s ≈ Nmax⋅Gs ) 
Where: GΡ  is the spreading gain (GΡ =W/R is 

1.2288MHz, R for traffic rates, voice traffic of 9.6kbps), 
a voice-activating factor, default value is 0.4, d is the 
receiver demodulation threshold Εb/No, Gs is the fan 
factor. For the three sectors, Gs = 2.55. 

The ACI of the co-site as follows. 

 N′max ≈ N max⋅
1

1+λm
 .  (17) 

 When Sector direction coverage, the adjacent channel 
interference can be expressed as follow:  
 N′max_s ≈ Gs ⋅ N′max. (18) 
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TABLE III.   
THE COMPARE OF THE CAPACITY 

X2 0% 40% 60% 70% 
X1 50% 48.3% 46.1% 43.9% 

(∆Χ1/Χ1)% 0% 3.4% 7.8% 12.2% 
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Figure 3. Capacity changes with difference loading 
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Figure 2. Capacity changes with same loading 

By equation (16), (17), the impact of capacity with the 
co-site stations is expressed. In this case, the impact of 
system limit capacity reduces 4.8% compare with the 
original.  The impact of interference on the capacity to be 
know through the relationship between interference and 
system capacity. 

The interference margin can be expressed in 
difference situation. Its computation formula is as 
follows: 

Non-adjacent channel interference: 

 Rim_r =
1

 1−X  . (19) 

Unilateral adjacent channel interference:  

 Rim_r=
1

 1−X−λm⋅X
 . (20) 

Bilateral adjacent channel interference: 

 Rim_r =
1

 1−X−2λmX . (21) 

Where X is the system load; λm is the interference 
factor for the terminal adjacent channel. Base on the 
formulas above, we can show the following curve. This 
result is shown in Fig.2. (To simplify the expression, 
with N-ACI expressed the non-adjacent channel 
interference, with U-ACI expressed the unilateral 
adjacent channel interference, with B-ACI expressed 
bilateral adjacent channel interference, V-ACI expressed 
the different between N-ACI and B-ACI) . CDMA 
system with 50% load (interference margin is 3dB) is 
designed as a reference. In the same user and the same 
coverage area, because of the adjacent channel 
interference, the network load is only 47.6%, 4.8% of the 
system capacity is reduced. From the previous figure, 
with the users increasing, the relative values of influence 
which adjacent channel interference impact on system 
capacity is the same, but the absolute capacity of the 
impact is raising. 

With the different of load, the adjacent channel 
interference system margin computation formula can be 
expressed as following. 

 Rim_r=
1−X2+λmX2

(1−X1)(1−X2)−λ2mX1X2
 . (22) 

Take X2 at different loading, the variance of capacity 
vary with distinct loading. The relation of loading and 
interference can be seen from Fig.3, the larger network 
load of source of the disturbance, the larger impact 
which is generated by the disturbed system.  The design 
of 50% load system is referenced, when the interference 
system load reaches 70%, the impact of the adjacent 
channel interference on the capacity is 12.2%.  

According to the theoretical analysis results, in the 
same load condition and same coverage area, non-
adjacent channel interference of the system loading can 
be reached 50%, in the Bilateral adjacent channel 
interference situation it only can be reached 45.4% and 
system capacity is relatively decreased by 9.2%. These 
variables are related by the same loading given in Fig. 4. 
And From Table III shows the compare of the capacity. 
From the previous figure, with the users increasing, the 
relative values of influence which adjacent channel 

interference impact on system capacity is the same, but 
the absolute capacity of the impact is raising.  

III. CONCLUSIONS 

They need an addition share set-top module for the co-
site with same antenna system, there are more impact for 
uplink capacity. Its values range from 3.5dB to 4.0dB. If 
add an addition LNA, the insertion loss can reduce about 
to 1.5 dB, which is can be negligable in dense urban with 
height traffic density. The design and installation only 
need to follow the principles that avoid interference and 
ensure certain of antenna isolation. The impact of the 
adjacent channel interference can be negligible when co-
site with different antenna system. 

The main impact of unilateral adjacent channel 
interference is for capacity with the same coverage and 

user. The reverse capacity will be reduced 4.8% in 
theoretical analysis and capacity will be reduced 9.2% 
with the bilateral adjacent channel interference. 

 



 

 32

1

0

2

4

6

8

10

12

14

16

18

20

N-ACI
U-ACI
B-ACI
V-ACI

Load

M
ar

gi
n

 

Figure 4. Capacity changes with same loading 
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Abstract—An important challenge regarding peer’s trust 
valuation in peer-to-peer (P2P) networks is how to cope 
with such problems as dishonest feedbacks of malicious 
peers and collusions, which cannot be effectively tackled by 
the existing solutions. So a feedback confidence (FC)-based 
distributed trust management scheme for P2P networks, 
named FCTM for short, is proposed to quantify and eva-
luate the trustworthiness of peers. In FCTM, the factor of 
FC is introduced to be used as the confidence metric for 
depicting the extent to which the feedback peer trusts its 
feedbacks, which is related to three aspects, including the 
density of interaction experiences with the trustee, the al-
tering scope of interaction experiences and the interacting 
time. Besides, we consider the feedback credibility (RC), 
which is constructed with the similarity function to describe 
the veracity of its feedbacks, and time fading characteristics 
of trust. Theoretical analyses and experimental results 
demonstrate that FCTM has advantages in combating some 
malicious activities over the existing models, and show more 
robustness and effectiveness. 
 

Index Terms—P2P, trust management, reputation, 
feedback confidence 

I.  INTRODUCTION 

Most of the existing reputation-based trust models 
[1-4] regard the trust value of one peer as the index to 
choose the service needed, in other words, they compute 
the trusted rank of the peer with its transaction histories 
with others. The peer with the highest trust value will be 
preferred when there are many options. To a certain de-
gree, this approach has some effects on the simple mali-
cious behavior patterns, but has little effects in coping 
with the complex attack and disturbance activities on 
reputation systems [2]. 

Therefore, in this paper, we proposed a FC-based dis-
tributed trust model for P2P networks. FCTM introduces 
the index of FC as the confidence metric of its feedbacks 
to others, and uses the factor of RC as the veracity metric 
of its feedbacks, which put different weights to feed-
backs from different peers. Furthermore, in order to rea-
sonably distinguish the degree, to which the transactions 
in different periods affect the computation of trust values, 
this model also introduces the concept of time fading 
feature. Compared with the existing trust model such as 
EigenTrust [2], simulation experimental results reveal 
that FCTM exhibits more robustness and effectiveness in 
combating some malicious behaviors such as the dishon-

est feedbacks and collusions from malicious peers. 
The rest of the paper is structured as follows. Section 

2 formally introduces our trust management model 
FCTM. Section 3 simulates and discusses FCTM. Finally, 
we conclude the paper. 

II.  FEEDBACK CONFIDENCE BASED TRUST 
MODEL 

Definition 1 (Peer’s Trust Value) The trust value of one 
peer is composed of two parts: the direct trust value 
(DTV) and the indirect trust value (ITV). DTV and ITV 
are used to describe the trust ratings that the trustor gives 
to the trustee according to the direct transaction expe-
riences with the trustee, and the rating information from 
feedback peers (recommenders), respectively. Let i，j，k 
denote trustor, trustee and the recommender respectively, 

ijT  denote the trust value peer i puts to peer j, and we can 
get it from the following computing formula: 

(1 )ij ij ijT D Rα α= ∗ + − ∗    [0,1]α ∈    (1) 
in which ijD  denotes DTV peer i puts to peer j, and ijR  
denotes ITV peer i puts to peer j; α  is the trust regula-
tory factor. 
Definition 2 (DTV) After transacting with each other, 
one peer (the service consumer) will submit its ratings of 
satisfactory degree to the other peer (the service provid-
er), which can be defined as the following map func-
tion ( , )f i j : 

1,
( , ) 0,

( (0,1)),

totaly satisfactory
f i j tataly unsatisfactory

e else

⎧
⎪= ⎨
⎪ ∈⎩

  

(2) 

In the time fraction t, supposing m denotes the num-
ber that peer i has interacted with peer j, so the DTV peer 
i puts to peer j can be defined: 

1
( , )

, 0

0, 0

m

k
t
ij

f i j
mD m
m

=
⎧
⎪ ≠= ⎨
⎪ =⎩

∑
   (3) 

Thus, the final DTV model is defined as follows: 

1

1

k

n
t

k ij
k

ij n
kk

g D
D

g
=

=

∗
=
∑
∑

    (4) 

in which ( ) n k
fadeg k ρ −=  is the fading factor within the time 

fraction tk, and 10 1k kf f +< < < ， 1 k n≤ < . 
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Definition 3 (ITV) ITV denotes the trust evaluation to 
the trustee, in which the trustor aggregates the ratings 
(DTVs) from different recommenders and ratings the 
trustor puts to all the recommenders. ITV is relevant to 
several factors, including DTV the recommender puts to 
the trustee, and the RC and FC of the recommender. 
Moreover, it has the feature of time fading, meaning the 
newly recommending actions deserve more trustworthi-
ness. So we define ITV that peer i puts to peer j as fol-
lows: 

kj ik kj kk K
ij

ik kj kk K

D Cr RCon g
R

Cr RCon g
∈

∈

∗ ∗ ∗
=

∗ ∗
∑
∑

   (5) 

in which, peer i, j, k denote trustor, trustee and the re-
commender, respectively, K denotes the recommender set, 

kjRCon  denotes the FC when peer k submits the DTV of 
peer j to peer i, and ikCr  is the RC peer i puts to peer k. 
We give the trustworthier recommender with the higher 
FC a larger weight in formula (5), and the DTV from this 
recommender is more credible.  
Definition 4 (Feedback confidence) FC is used to depict 
the confidence metric of the recommender when provid-
ing feedback information to others. In computing ITV, 
we introduce this index as a weight of the DTV to the 
trustee submitted by the recommender, which is related 
to the QoS of feedback information. FC is relevant to the 
following factors: 

(1) The transaction frequency with the trustee. Nor-
mally, the higher the frequency, the stronger the FC is. (2) 
The difference between DTV and ITV. The recommender 
can also obtain ITV information of the trustee with the 
identity of a trustor. The difference can affect FC of the 
recommender, and the smaller the difference, the strong-
er the FC is. (3) The time when the transaction happens. 
Recent transactions have greater effect on the recom-
menders’ FCs. (4) The consistency of the trustee’s beha-
viors. The more consistent the trustee’s behaviors, the 
stronger the FC is. 

We introduce the transaction density factor ijTNum  to 
describe the transaction frequency between peer i and 
peer j, which can be defined: 

1
m

ij
mTNum
n

β= ∗  (0,1) 0mβ ∈ ∩ ≠   (6) 

in which m denotes the transaction number between peer 
i and peer j, and n denotes the total transaction number of 
peer i with other peers. 

The variable used to describe the difference between 
DTV and ITV is named the transaction difference factor 
denoted by ijTDif , which depicts the consistency of peers’ 
actions, and correlates with the factor of time. Supposing 
i and j denote the trustor and the trustee, respectively; 

1 2{ , , , }nK k k k=  denotes the recommender set, and the cor-
responding transaction time fraction set is 1 2{ , , , }nTSpan t t t= . 
So we define this variable as: 

1/2

, k ij kjk K t TSpan
ij

kt TSpan

g D D
TDif

g
∈ ∈

∈

∗ −
=
∑

∑
   (7) 

Finally, based on the above two factors, we can define 
the FC ijRCon  peer i puts to peer j as: 

ij ij ijRCon TNum TDif= ∗∗       (8) 
Therefore, we can see from the above analyses, the 

larger the transaction number is; or the smaller the dif-
ference between DTV and ITV of a recommender, and or 
the more consistent the trustee’s actions, the larger the 
value of ijRCon  is, and in other words, the stronger FC is. 
Definition 5 (Feedback Credibility) RC is used to de-
scribe the veracity of the feedback information. Here, we 
use the correctional cosine similarity measure to build 
the RC computing model, which is as follows: 

( , )
ik

Sim i kCr
CS

=         (9) 

in which, 
2 2

( ) ( )
( , )

( ) ( )

ic i kc kc CS

ic i kc kc IS c KS

D D D D
Sim i k

D D D D

∈

∈ ∈

− ∗ −
=

− ∗ −

∑
∑ ∑

 

denotes the correc-

tional cosine similarity function, which utilizes the way 
of average rating to avoid the errors deriving from dif-
ferent rating angles. IS  and KS  denote the peer sets, 
which has ever interacted with peer i and peer k, respec-
tively; CS IS KS= ∩  denotes the common peer set, which 
has ever interacted with peer i and peer j; iD  and kD  
denote the average value of DTV peer i and peer k put to 
the peers in CS , respectively. 

III.  EXPERIMENTAL EVALUATION 

We apply the file sharing application as the simulation 
case. The detailed simulation setup is shown in Table I. 
In simulation, assuming that all the files can be located 
successfully, that each file is at least possessed by one 
normal peer, and that the newly joined peer has a proba-
bility of 10% to be chosen as the service provider. Here, 
we simulate 100 query cycles, and each peer can execute 
transactions for 100 times. 

TABLE I.  SIMULATION SETTINGS 

N # of the total number of peers in 
community 1000 

Nf # of the total number of files 10000 

Pres 
% of the probability in response to 
query requests 1 

α  % of the trust regulatory factor 0.5 

fadeρ  % of the time fading rate 0.9 

β  % of the transaction density regula-
tory constant 0.5 

TTL # of the forwarding depth of query 
requests 4 

D # of the adaptive time window 100 

To compare, we also simulate EigenTrust trust model. 
The evaluation standard is the successful transaction rate 
(STR), which is described as the percentage of the num-
ber of successful transactions to the total transaction 
number. The index of STR intuitionistically reflects the 
applying effect of the trust model. 

A.  Behavior Pattern Definition 
In P2P networks, the malicious peer may provide ma-

licious services or dishonest feedbacks to others. Here, 
We choose two malicious behavior patterns to evaluate 
FCTM as follow: 

(1) The simply malicious peer, being the basic type of 
malicious peer, only provides malicious uploading ser-
vice, which is named SMP for short. (2) The dishonest 
feedback peer only present dishonest feedbacks to other 
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peers, including two types, namely, the exaggerated 
feedback and the denigrated feedback (both named DFP). 
(3) The collusive malicious peers are organized into a 
group, which give exaggerated ratings and highly trusted 
services to members within the group, and denigrated 
ratings and malicious services to members outside the 
group. We named this type of peer as CMP. 

B.  SMP Simulation and Discussion 
This experiment is mainly used to evaluate the effec-

tiveness of FCTM and EigenTrust, when there only exist 
varying scale SMP peers in the simulated community. As 
a comparison, we also simulate under the circumstances 
of not deploying any reputation system (named this set-
ting as without RS). The setting without RS means no 
trust model is deployed into the experimental system, 
and each peer randomly chooses downloading sources to 
download. We can see from Fig. 1: Without any mali-
cious peers, STRs of the three experimental results are 
close to 100%. With the increasing of the number of 
SMP peers, the curve labeled by Without RS drops most 
quickly. When the percentage of SMP peers reach 50%, 
the STR for without RS drops to only about 20%. How-
ever, the same values keep over 60% for the other two 
models. The results show that with the varying SMP 
peers, the STR for EigenTrust drops greatly for the fact 
that it has no enough punishing mechanisms against this 
malicious behavior. While FCTM utilizes the approach 
of aggregating the DTV and IDV, and the RB and RC 
mechanisms, to get the more veracious ratings, and rec-
ognize and withhold SMP peers, it keep its STR in a 
higher level. 

C.  DFP Simulation and Discussion 
The malicious behaviors of DFP peers are harder to 

be recognized. As the role of service provider, it can pro-
vide the highly trusted service, and keep its trust value in 
some level. However, as the role of feedback provider, it 
provides dishonest feedbacks. As for the varying scale 
DFP peers (Here, we only discuss the DFP peers with 
exaggerated feedbacks, and for the denigrated type, we 
can get the similar results), our experimental results are 
illustrated in Fig. 2. Because EigenTrust only simply 
substitutes the quality of services (QoS) for the quality of 
feedbacks, without the concept of RC, it is not very ob-
vious for the dishonest feedbacks to affect the STR of 
EigenTrust. As far as FCTM is concerned, as shown in 
Fig. 2, with the increasing of the percentage of DFP 
peers, its STR drops not too much. When DFP peers ac-
count for up to 50% of all peers, FCTM’s STR still 
reaches 86%. The reason is that FCTM can make use of 
the transaction difference factor in FC to distinguish the 
behaviors of dishonest recommenders effectively, and 
restrain the negative effect of DFP peers. Furthermore, 
FCTM can exploit the RC mechanism to verify further 
the veracity of the feedback information. The dishonest 
feedbacks will enlarge the similarity difference, and re-
duce RC. So the negative effect of DFP peers can be 
suppressed effectively. Moreover, confronted with the 
complex strategic dishonest recommenders such as the 
recommenders who start to submit dishonest feedbacks 
after obtaining a higher ITV by submitting honest feed-
backs, or the opposite case, FCTM has shown its sensi-
tiveness and effectiveness. We simulate for the two cases 

when the two types of peers account for 80%, respec-
tively, and the results in Fig. 3 prove the above conclu-
sions. 

 
Figure 1.  STR vs. different percentage of SMP peers 

D.  CMP Simulation and Discussion 
CMP peers are familiar with each other in their group, 

and will produce more threats to the trust model itself. 
From Fig. 4 we can see that CMP peers can easily get a 
large trust value. The STR of EigenTrust decreases evi-
dently without effective punishing mechanisms to CMP 
peers. Oppositely, FCTM is integrated with the mechan-
ism of RB, which can effectively cope with the malicious 
behavior pattern of CMP peers. The detailed discussions 
are as follow: 

(1) FCTM can effectively suppress the dishonest 
recommendation behaviors of CMP peers by utilizing the 
index of RB. If the CMP peer gives exaggerated ratings 
to the member inside the group, then the value of its 
transaction difference factor may become larger, which 
will decrease the value of RB, and so do the ITV and the 
trust value of the trustee. So, the RB has a punishing 
effect on the malicious behaviors of CMP peers. Re-
garding the denigrated type of CMP peers, we can also 
get the similar results. (2) Similarly, FCTM can take ad-
vantage of the correctional cosine similarity function in 
RC, effectively distinguishing the collusive behaviors by 
comparing the ratings to the common transaction peer set 
from the members inside the group and outside the group, 
respectively. 

IV.  CONCLUSIONS 

In this paper, we proposed a FC-based distributed 
trust model for P2P networks FCTM introduces the index 
of FC as the confidence metric of its feedbacks to others. 
This index is related to three aspects, including 

 
Figure 2.  STR vs. different percentage of DFP 
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Figure 3.  ITV vs. strategic dishonest recommenders with time 

 
Figure 4.  STR vs. different percentage of CMP peers 

the density of interaction experiences with the trustee, 
the altering scope of interaction experiences and the in-
teracting time. Besides, we consider the feedback credi-
bility, which is constructed with the similarity function to 
describe the veracity of its feedbacks. Furthermore, in 
order to reasonably distinguish the degree, to which the 
transactions in different periods affect the computation of 
trust values, this model also introduces the concept of 
time fading feature. Compared with the trust model Ei-
genTrust, simulation results demonstrate that FCTM has 
marked advantages against some malicious behaviors in 
P2P networks, and show more effectiveness and robust-

ness, and can be easily integrated into some existing dis-
tributed engineering applications. 
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Abstract—The standard of IEEE802.11a was introduced 
first in this paper.And then presents the design and 
implementation of a simulation model for physical layer in 
the WLAN system with the simulation tool MATLAB and 
has realized the simulation, which include timing 
synchronization and frequency synchronization. The 
simulation result shows that the algorithm presented 
possesses low complexity in implementation as well as high 
precision. 

Index Terms -IEEE802.11a; algorithm; synchronization 

I.  INTRODUCTION  
IEEE802.11a working in the 5GHz band was a higher 

speed standard version of the IEEE802.11 protocol 
suite,which maximum rate up to 54Mbps in Physical 
layer.It had he advantage of using OFDM 
technology,which basic principle was transmiting high 
speed serial data stream into many parallel low speed 
subdata stream.The subcarriers were orthogonal between 
us by setting frequency interval,which had more efficient 
use of frequency resources and was better performance in 
anti-multipath fading than single-carrier system.However, 
synchronization technology for OFDM systems was a 
problem,which was good or bad would affect 
performance of the system directly.The reason was that 
OFDM system made high-speed data to distribut a 
number of parallel and low data rate sub-carrier 
transmission,which were orthogonal between them and 
resistance to interference due to multipath 
transmission.But systematical timing synchronization 
error would break the sub-carriers’ orthogonality,which 
led to a sharp deterioration in overall system performance. 

II. THE ESTABLISHMENT OF SYNCHRONIZATION 
MODEL AND IEEE802.11A STANDARD 

A.  IEEE802.11a standard 
The standard of IEEE802.11a defined Media Access 

Control and Physical include IEEE802.11a,IEEE802.11b 
and IEEE802.11g.International standards urgent to be 
developed to adapt to the growing interoperability of 
WLAN equipment.IEEE802.11 WLAN communication 
standards were promulgated by IEEE in June 1997,that 
provided all kinds of interface protocol of a variety of 
mobile clients machine and wireless link information. 

IEEE802.11a frequency range was from 5.15 to 
5.25  ,from  5.25  to 5.35  and   from  5.125 to  5.825GHz.  

 
Figure 1.  The logical Structure of IEEE802.11a 

WLAN provided an effective loading for 
6,9,12,18,24,36,48 and 54Mbps data communication 
services.There were 52 sub-carriers in OFDM system,and 
the transmitted signals were modulation by 
BPSk,QPSK,16QAM or 64QAM. IEEE802.11a physical 
layer consisted of the following three components: 

a) Physical Layer Management:It connected to 
medium access control for the physical layer to provide 
management capabilities. 

b) Physical Layer Convergence Protocol:MAC 
connected to PLCP with physical layer service access 
point by primitives.When the MAC layer gave 
directions, PLCP began to prepare to transfer media 
protocol data unit. 

c) Physical medium dependent:PMD supported 
through a wireless medium to achieve the physical 
entities to send and receive between the two stations. In 
order to achieve this functionality,PMD need directly to 
access the wireless medium and provide modulation and 
demodulation.for the frame transmiting. 

B. IEEE802.11a System Synchronization Simulation 
Model 
IEEE 802.11a simulation program was composed of 

many m-files in simulation software matlab6.5 
environment.This system mainly included the following 
sections: transmitter, channel, receiver ,calculation and 
comparison,that were construction of the physical layer of 
IEEE802.11a WLAN system model. 

1) The transmitter 
2) The channel 

There were several parts in channel such as generating  
 

 
Figure 2.    Diagram of the transmitter 
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Figure 3.  Diagram of the receiver 

gaussian and index decline channel, adding the signal to 
noise ratio that was SNR for the noise,oscillator 
generating phase noise, joining the channel delay and so 
on.            

3) The receiver 
The receiver was made from making use of delaying 

related packet detection algorithm of the preamble 
structure, adoptting the two algorithms that the one was 
proposed by IEEE802.11a system rules and another one 
was new proposed algorithm to separate frequency 
synchronization estimation, appling the two algorithms 
that the one was proposed by IEEE802.11a system rules 
and another one was new proposed algorithm to separate 
symbol synchronization estimation, removing cyclic 
prefix, fast fourier transform algorithm calculation, 
channel estimation, demodulation, deinterlearing, viterbi 
decoding and so on. 

4) Calculation and comparison 
The primary function of this module was generating 

different results on the basis of different simulation 
conditions .And the model depend on front result to 
calculated and compared to BER-SNR with receiving and 
transmitting signals in different SNR. 

III. THE SYNCHRONIZATION ALGORITHM OF 
IEEE802.11A SYSTEM 

A. IEEE802.11a System frequency synchronization 
algorithm 
The most effective way is to use Maximum 

Likelihood Algorithm to estimate and correct frequency 
deviation when the receiver got the true useful 
information under the leading information of data frame. 

The reference[3] showed algorithm functions that 
made use of cyclic prefix for maximum likelihood 
estimation, as the function of equation (1) and (2). 
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But this algorithm would affect the effectiveness of 
the cyclic prefix algorithm as the impaction of 
intersymbol interference would destroy the cycle of cyclic 
prefix  in  the   multi-path  channel . And  the  scope   was  

 
Figure 4.  The synchronization Diagram base on CP 

limited if cyclic prefix was using for frequency offset 
estimation. 

In this paper,the author used a maximum likelihood 
estimator in time domain analysis which had been 
mentioned in many articles.The only diffrernce is slightly 
different in form. Training information had to contain at 
least two repeated symbols in this way,and long and short 
training symbols met this requirement in the leading 
information WLAN standards defined. 

It was set to be x(n) that sending a signal,and the 
transmitter carrier frequency was ftx. The received 
baseband signal r (n) that was carried down-converted by 
receiver and the effect of noise had been neglected as 
followed 
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     In this function “N” was the number of 
subcarriers,and coefficient of frequency deviation 
wasε , 
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The symbol “D” was defined as a 

duplicate symbol,so offset frequency estimator was 
analyzed as followed. 
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From analysis above we can make a conclusion,the 
offset frequency estimator was 
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The function angle(z) was defined the interval 
],[ ππ− ,so the range of frequency offset was estimated 

as followed: 
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For the short training symbols,it’s length was 16.So 
the maximum frequency deviation was estimated to be 
625KHz,at this time offset was 212KHz. Similarly, for 
the long training symbols can also be achieved within the 
estimated. 

B. IEEE802.11a System timing synchronization 
algorithm and simulation 

OFDM system timing estimation algorithm can be 
divided into two steps to complete.First of all, packet 
inspection for coarse synchronization,it was called 
packet synchronization estimation 
algorithm.Furthermore, symbol synchronization for fine 
synchronization,it was called symbol synchronization 
estimation algorithm.Simultaneous estimation of two 
parts can be taken WLAN system leader sequence to 
complete in IEEE802.11a system.Packet detection was to 
determine a data packet to reach the exact location which 
was the basis of frequency synchronization and symbol 
synchronization after this.Rest of the synchronization 
process depended on the pros and cons of group testing 
completion. 

Packet detection algorithm performance can be 
summed up in two generous rate: detection probability 
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PD and error alarm probability PFA. The former was 
detecting indeed a generous packet rate,which standed 
for the quality of detection desiring to reach. The latter 
was probability that misjudged group appear but actually 
it did not appear in probability. Therefore, PFA should be 
as small as possible. Normally, with the PFA increasing, 
PD had also increased; with the PFA reducing, PD had 
also reduced. 

The most simple algorithm of discovering rising 
edge of data packet was measuring received signal 
energy.Set r (n) for the receiver to receive the first “n” 
samples of signal r (t), N(n) for the receiver to receive 
the first “n” samples’ noise, s(n) for the sender to send 
the first “n” samples of signal s (t) . When it did not 
receive data packet, the first “n” samples of receiving 
signal r(n) was  equal to N (n).When the data packet 
arrived, the received signal r (n) added to the signal 
components, which was r(n)=s(n)+N(n). 

Decision variable was equal to mn . 
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In the function, mn was used as the energy of sliding 

window which length was L when it received the 
signal.The energy of s (n) was usually higher than that of 
N (n).So when receiving the energy changed can be 
detected packet. 

The structure of short training symbols as follows. 
ShortTrainingSymbols-26,26=sqrt(13/)×(0,0,l+j,0,0,0, 

1-j,0, 0,l+j,0,0,0-1-j,0 0 0,-1-j,0,0,0,l+j,0,0,0,0,0,0,0,-1-
j,0,0, 0,-1-j,0,0,0,l+j,0,0,0,l+j,0,0,0,l+j,0,0,0,l+j,0,0) 

The structure of long training symbols as follows 
also. 

LongTrainingSymboIs-26,26=(1,1,-1,-1,1,1,-1,1,- 
1,1,1,1,1,1,1,-1,-1,1,-1,l,-1,1,1,1,1,0,1,-1,-1,1,1,-1,1,-1,1, 
-1, 1,-1,-1,-1,1,1,-1,-1,-1,1,-1,1,1,1,1) 

In above diagram the window ∑
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P , L is equal to the length of sliding window. 

Figure 5 showed the signal delay and the related 
algorithms process.There were two sliding window C 
and P.The former called delay-related was cross 
correlation coefficient of receiving signal and receiving 
signal delay. Time-delay Z-D was equal to the cycle of 
leading the start.In IEEE802.11a WLAN systen D was 
equal to 16, which was also the cycle length of short 
training symbols. The latter calculated receiving signal 
energy during the window of cross-
correlationcoefficient.  
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Figure 5.  Delay and correlation algorithm signal flow diagram 

 
 

      
Figure 6.  Timing synchronization simulation parameters in index 

fading channel frequency 

 
Figure 7.  Synchronization simulation results in index fading channel 

frequency 

And the value of this window was judged normalization 
of statistics.Cn was calculated by the formula (8) ,also Pn 
was calculated by the formula (9). 
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Decision variable mn was calculated by the formula (10) 
.      
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(10) 
In the system simulation parameter was set to 

channel model for the index fading channel, the number 
of packet length was 100,the number of group was 
1000,convolutional coding rate was R2/3, frequency 
error was 0kHz, modulation was BPSK and SNR was 
10dB. 

It can be seen from figure 7 the system bit error rate 
reflected the performance of the whole system. As the 
SNR increased, BER gradually reduced. The system's bit 
error rate had been a marked improvement,compared 
with the existing synchronization algorithms.According 
to data from structural characteristics of IEEE802.11a 
coarse synchronization was carried out by packet 
detection,fine synchronization was worked out by 
symbol synchronizing,and simulation estimation was 
realized by delay correlation algorithm. Experimental 
results demonstrated that the algorithm above in this 
paper can effectively overcome the frequency offset and 
effect of gaussian noise. Thereby,we can get accurate 
timing information so as to cchieve good communication 
results. 
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IV. CONCLUSION 
In wirelesscommunication system the research of 

synchronous technology had been current trends research 
hotspot.The Problem of synchronization in IEEE802.11a 
system was researched;timing synchronization and 
frequency synchronization algorithm IEEE802.11a 
system proposed was brought up and made a detailed 
description of achieving algorithm modules in this paper. 
Simulation results revealed that the algorithm can get 
good synchronization performance in low noise ratio and 
index of fading channel,which provided a good idea and 
simulation platform for taking a step forward study of 
OFDM system and synchronization in IEEE802.11a 
WLAN in the future.Also it provided a theoretical 
analysis basis for the chip design of the IEEE802.11a 
system.               
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Abstract— Optimization of relational schema is critical and 
difficult for designing a relation database system, the 
ultimate goal of optimization is to construct a good 
relational schema for database system. Article giving a 
systematic and detailed analysis on normalization theory, 
introduced a good optimization method of relational 
schema based on normalization theory, proved the 
feasibility of the method using a real instance.  
 

Index Term—sRelational database, Normalization, Schema 
optimization, Functional dependency 

Ⅰ. INTRODUCTION 

Establish a good relational schema is critical for the 
whole relational database system, because all of the 
programs and data of the relational database system are 
based on the relational schema. Relational schema is 
established in the primary stage for designing database 
system, it is the core and infrastructure of the whole 
database management system, all of the operations of the 
relational database system are executed according to the 
relational schema requirements. In other words, if the 
database schema we build out of order, this will affect 
the whole database system disastrously. The goal of 
optimization of the database schema is to ensure that the 
database schema is correct, good and health, a criterion 
of good database schema is that there does not exist data 
redundancy, update anomaly, insertion anomaly and 
deletion anomaly in the relational schema, the main 
theoretical basis for determining a relational database 
schema is healthy or not is normalization theory of 
relational database. 

Ⅱ. NORMALIZATION THEORY 

Relational schema normalization theory is a set of 
standards and protocols closely related to functional 
dependency, this theoretical system contains a total of 6 
paradigm (That is Normalization Function, referred to as 
NF), they are 1NF, 2NF, 3NF, BCNF, 4NF and 5NF, 
different paradigms corresponding to different schema 
optimization level, the higher-level paradigm related to 
the higher-level schema optimization, the following 
content give the details of the six paradigms. 

(1) 1NF: the minimum requirements to relational 
schema known as 1NF, it demands that all properties 
items in the relational schema are no longer sub-atomic 
item. 

(2) 2NF: if R ∈ 1NF, and all of the non-primary 
attributes of relation schema is entirely dependent on the 
key, then R ∈ 2NF. 

(3) 3NF: if R ∈  2NF, and all of the function 
dependencies which non-primary attributes depend on 
the key is not transitive function dependency, then R ∈ 
3NF. 

(4) BCNF: if each determining factor contains key, 
then R ∈ BCNF. 

(5) 4NF:for relational schema R ,if each non-trivial 

multivalued dependencies X →  →  Y ( XY ⊄ ), X 
contains a key, then R ∈ 4NF. 

(6) 5NF: if R ∈ 4NF, and does not exist connection 
dependency in the schema, then R ∈ 5NF. 

Ⅲ. OPTIMIZATION METHODS OF RELATIONAL SCHEMA  

The basic idea of relational schema optimization is 
gradually eliminate the inappropriate function 
dependency in relational schema, to make the various 
parts of the relational schema achieve a certain degree of 
"separation." The basic steps are: 

(1) Projection decomposition of 1NF relational 
schema, to eliminate the functional dependency of the 
original schema which non-primary attributes partly 
depend on the key,  so that 1NF schema will be 
decomposed into a number of 2NF relational schemas. 

(2) Projection decomposition of 2NF relational 
schema, to eliminate the transitive functional dependency 
which non-primary attributes depend on the key, so that 
2NF schema will be decomposed into a number of 3NF 
relational schemas. 

(3) Projection decomposition of 3NF relational 
schema, to eliminate the transitive functional dependency 
and the partial functional dependency which primary 
attribute depend on the candidate key that not including 
this primary attribute, so that 3NF schema will be 
decomposed into a number of  BCNF relational schemas. 

(4) Projection decomposition of BCNF relational 
schema, to eliminate the non-trivial and multi-valued 
functional dependency decomposition in the original 
relations, so that 3NF schema will be decomposed into a 
number of  BCNF relational schemas.. 

These are the basic methods of relational schema 
optimization based on normalization theory, 5NF is the 
ultimate paradigm, also the best schema that 
optimization can achieve to the state. But in fact, for the 

ISBN 978-952-5726-10-7
Proceedings of the Third International Symposium  on Computer Science and Computational Technology(ISCSCT ’10)

 Jiaozuo, P. R. China, 14-15,August 2010, pp. 041-043

© 2010 ACADEMY PUBLISHER 
AP-PROC-CS-10CN007 



 42

general relational database systems, it can meet the basic 
needs as long as the relational schema achieved to 3NF 
or BCNF, that is eliminate the partial functional 
dependencies and the transitive functional dependencies 
in the relational schema. Here's how to use the 
normalization theory to optimize the relational schema. 

A..Methods of elimination of partial functional 
dependency  
   If there are relational schema of R (U), U = (X, Y, Z1, 
Z2), X is the key of the relational schema , X1, X2 are two 
subset X, and X ∩ Y ∩ Z1 ∩ Z2 = φ. There are 
functional dependencies: X → Y, X1 → Z1, X2 → Z2. 
The relational schema R exists attribute set Z1 and Z2 that 
partly depends on the key X: 1ZX p⎯→⎯ , 2ZX p⎯→⎯ . 

   The decomposition steps are the following: 
The first step: See functional dependencies and 

decompose the schema attributes into two parts, one is 
entirely depend on the key, the other is partly depend on 
the key. So the result of the decomposition is: the first 
part of the attributes (Y) and the second part of the 
attributes (Z1, Z2). 

The second step: For the first part of the attributes, 
directly add into the key to form a new relational 
schema: R1 (X, Y). 

For the second part of the attributes, according to the 
different parts of the key on which these attributes fully 
depend, and then decomposed. Here, attributes Z1, Z2 are 
dependent on the X1, X2, and will get the following 
relations: R2 (X1, Z1), R3 (X2, Z2). 

Thus, we get three relational schemas R1, R2 and R3 
through schema decomposition, eliminating the partial 
functional dependencies in the original relational schema 
R. 

B. Methods elimination of the transitive functional 
dependency  

If there are relational schema of R (U), U = (X, Y1, 
Z1, Y2, Z2), assume that X is the key of the schema R.Y1, 
Y2 and Z1,Z2 are the attribute groups of the schema R, 
and X ∩  Y1 ∩  Y2 ∩  Z1 ∩  Z2 = φ . There are 
functional dependencies X → Y1, Y1 → Z1, X → Y2, Y2 
→ Z2 in the relational schema R, so attribute groups Z1, 
Z2 are transitively depends on the key X. 

The decomposition steps are the following: 
The first step: decompose the schema attributes into 

two parts, one part is direct functional dependency on 
key X, the other part is transitive functional dependency 
on key X. So the first part of the schema attribute is: (Y1, 
Y2), the other is: (Z1, Z2). 

The second step: For the first part of the attributes, 
directly add into the key to form the first new relational 
schema: R1 (X, Y1, Y2). 

For the second part of the attributes, according to the 
different attributes of the relational schema on which 
these attributes depend, then decomposition and 
combination. Here, the attributes Z1, Z2 are respectively 
depend on Y1, Y2, so get the following relations: R2 (Y1, 
Z1), R3 (Y1, Z2). 

Thus, we get three relational schemas R1, R2 and R3 
through schema decomposition, eliminating the transitive 
functional dependencies in the original relational schema 
R ,and decomposition is completed. 

Ⅳ. EXAMPLE APPLICATION 

   Assume that relational schema as follows: 
   SLC (Sno, Sname, Sdept, Mname, Sloc, Cno, 

Cname, Grade). Sno is the students number, Sname 
students name, Sdept is department of the students, 
Mname is the Head of Department, Sloc is the student 
residence, Cno is the number of course students selected, 
Cname is the course name, Grade is the result. A student 
can only learn in a department, a department has only 
one Head of Department, each student can select a 
number of courses, a course may also be selected by a 
number of students, each student has a score for each 
course, assuming that the students of one department live 
in one place. The key of the schema SLC is (Sno, Cno). 

First analyze and write the functional dependencies 
of the schema as following: 

(Sno,Cno)→Sname, (Sno,Cno)→Sdept, (Sno,Cno)→
Mname, (Sno,Cno) → Sloc,(Sno,Cno) → Cname, 
(Sno,Cno) → Grade,Sno → Sname,Sno → Sdept,Sno →

Sloc,Sno→Mname, Sdept→Sloc, Sdept→Mname, Cno
→Cname. 

 After analysis, we know that this relational schema 
exists following four exception issues: 

(1)Insert exception: can’t insert student information 
that no elective courses; 

(2) Delete Exception: when a students elective 
records were cleared, at same time the basic student 
information are deleted; 

(3)Huge data redundancy: if a student select 10 
courses, the value of Sdept and Sloc of the student must 
be storage 10 times; 

(4) Modify complex: if a student turn from 
Mathematics (MA) to Information Department (IS), 
originally only need modify the value of Sdept in the 
student tuple, but here also must modify corresponding 
residence (Sloc). 

Reason of the four exception questions is that there 
exist non-primary attributes(Sname, Sdept, Mname, Sloc 
and Cname) partly depend on the key (Sno, Cno).In the 
following, we will decompose the schema SLC 
according to the normalization theory and the above 
schema optimization methods to make the schema SLC 
achieve to BCNF. 

First, each attribute of the schema SLC are the basic 
data items that can not be separated, so SLC ∈ 1NF; 

Second, eliminate the partial functional 
dependencies, using the method described in 3.1 of this 
thesis. 

(1) See functional dependencies and decompose the 
schema attributes into two parts, one is entirely depend 
on the key, the other is partly depend on the key. 

The first part of the attributes is: (Grade) 
The second part of the attributes is: (Sname, Sdept, 

Mname, Cname, sloc) 
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(2) For the first part of the attributes, directly add into 
the key and form a new relational schema: 
SC(Sno,Cno,Grade). 

For the second part of the attributes, according to the 
different parts of the key on which these attributes fully 
depend , and then decomposed. After decomposition to 
the second part of the attributes, we will get two 
schemas: L(Sno,Sname,Sdept,Mname,Sloc), 
Course(Cno,Cname). 

Now, all of the three new schemas are belong to 2NF 
because there no any non-primary attributes partly 
depend on the key. And, according to the definition of 
paradigm, relational schema SC and Course have no any 
attributes partly or transitively depend on the key ,so 
they have already belong to BCNF. 

But for relation SL, abnormal problem is still existed, 
such as can not insert the information of a Department 
that have no students, much redundancy (such as 
information of a department only need stored just once in 
normal state, but in SL relation the department 
information must be stored as much times as the numbers 
of the students of this department). Following, we first 
write the functional dependencies of relation SL:Sno→
Sname, Sno→Sdept, Sno→Mname, Sno→Sloc, Sdept→
Sloc, Sdept→Mname. 

In relation SL exists non-primary attributes Sloc and 
Mname transitively depend on the key Sno, decompose 
the schema using methods described in 3.2 of this thesis: 

(1) Decompose the schema attributes into two parts, 
one part is directly depend on key, the other part is 
transitively depend on key. the first part of the attributes 
is (Sname,Sdept), the other is (Mname,Sloc). 

(2)Add Sno into first part of the attributes and 
formed the first relation SD(Sno,Sname,Sdept)， add 
Sdept into the second part of the attributes and formed 
the second relation DML(Sdept,Mname,Sloc). 

 Now, the new relations SD and DML dose not exist 
the non-primary attributes transitively depend on the key, 
so they have already belong to 3NF.In fact, relational 
schema SD and DML have already no any attributes 
partly or transitive depend on the key , according to the 
definition of paradigm they have already belong to 
BCNF. 

Ⅴ. CONCLUSION 

This article firstly given a detailed analysis and 
research of normalization theory, then puts forward a 
relational schema optimization method based on 
standardized theory, this method proved to be simple and 
feasible. Realized the relational schema optimization 
through eliminating the part and the transfer functional 
dependency in the relational schema. 
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Abstract—The concept of simple multi-layer safety 
protection, which fully dig for the ability of network 
facilities and multiple utilization of different network 
security technology, and specific protection plan put 
forward based on analysis of security of college campus net. 
 
Index Terms—simple multi-layer protection, network, 
security, college campus net 

I.  INTRODUCTION 

Along with the rapid development of computer 
networks, global information has become the main stream 
of human development, information has become the third 
of resource with the material and the ability to maintain 
human society, but the networks can be easily attacked by 
hacker, malicious software and other illegal acts, many 
new networks intrusion and attack methods happened 
because of the network openness, the diversity of forming 
connection, The uneven dispersion of terminal and 
Security Vulnerabilities of network communication 
protocol. So the networks security has also become the 
most important problem in network construction, and 
how to ensure security of networks system and build the 
solid security system, already become the important tasks 
and duties of designer and attendant of network 
system[1]. Therefore College campus networks also need 
to deal with network security as a part of Internet. 

II.  ANALYSIS OF COLLEGE CAMPUS NETWORKS PROBLEMS 

First College campus networks is the Intranet, which 
could be provided flexible, efficient, relax, fast, cheap 
and reliable ideal inner environment of information 
exchanges and sharing, college management, which 
through several network accessing methods to Internet 
and share its rich information sources, fully display the 
whole image of university and offer more service to 
society. The College campus networks are usually 
adopted mature or advanced technologies to build the 
high-bandwidth networks, which provided very favorable 
conditions for network attack and virus propagation. The 
main features of its network include the following  
aspects [2]:  

• Complex on structure level and difficult on 

management level. From the perspective of 
structure, campus network can be generally 
divided into three levels: the core, the 
convergence and the access. From the perspective 
of subnet type it can be divided into teaching 
subnet, office subnet, and dormitory subnet. In 
some universities, broadband access, wireless 
access, dial-up access and other various forms of 
access are all available. In addition, the campus 
network is more often than not with multiple 
linking ways, except for CERNET, netizens can 
also link to the internet through China Mobile, 
China Telecom, China Unicom. This multi-level 
linking feature makes the campus network faces 
the problem of more serious management and 
network security when enjoying the many 
conveniences brought by high technology and 
makes network security especially important. 

• Diversity of user types and active netizen groups. 
University network faces a variety of user groups, 
including students in the dormitory subnet, 
teachers in the teaching subnet and office 
personnel in commercial organizations subnet. 
Thus causes the difficulty in management. 
Meanwhile, there are a substantial number of 
students with high computer-related skills, active 
mind but comparatively weak awareness of law. 
When trying to use various technologies 
concerning network, these students are likely to 
influence and even undermine network security. 
In this case, university network is expected to 
provide rich internet resources to meet the 
demand of teaching and learning, while at the 
same time its also expected to ensure that the 
campus network is operated safely, which 
became a problem relatively difficult to handle. 

•  Multitudinous application systems with complex 
functions. Application is the core of 
establishment of campus network. The network 
campus should fulfill enormous demands in 
process of teaching and management which 
involves learning activities, teaching and research 
activities, educational administration 
management, information interchange, etc. 
Consequently, campus network should set up a 
great number of application systems, e.g. Web, 
Ftp, Mail, QA, Network teaching system, etc. 
While the campus network is provided with 
abundant functions by means of numerous 
application systems, there exist innumerable 
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Figure 2.  The secure architecture model of the PDRR network 

potential safety hazards in the web. In other 
words, campus network has become the target of 
many attackers. Thus, higher requirements have 
been raised on web safety administration. 

• Inadequate investment for web safety with a lack 
of administration. The beginning period of web 
establishment for colleges and universities saw a 
general tendency that attention had been paid 
more to technology than safety and 
administration owing to ideological and funds 
problems with preference for technology and 
inadequate operation awareness. To put it another 
way, the colleges and universities campus 
network establishing workers usually do not 
focus on safety, and make do with putting a 
firewall between intranet and the Internet. The 
workers for some colleges and universities even 
avoid doing so, which opens an easy access to 
viruses and hackers. Meanwhile, most colleges 
and universities suffer from insufficient workers 
in web safety administration. One worker 
generally should take responsibility for web 
establishment, management and safety, etc. Thus, 
it is extremely hard to guarantee safe web 
operation 

Based on the above web traits, the major problems in 
colleges and universities web safety are summarized in 
the following [3]: 

• Fragility of user computer. With the broadening 
discipline of campus network and more and more 
nodes to campus network, computer users are 
diversified in computer level. In addition, the 
vulnerable nodes of user computers can have 
some safety holes in their operating systems. 
What’s worse, these operating systems become 
key targets for viruses and Trojans because of 
absence of safeguard procedures. 

• Transmission of viruses, Trojans and hack tools. 
Such a problem is caused by consciously or 
unconsciously insecure visit of internal customers 
to outer net, e.g. browsing the website of the 
horse, receiving virus-carrying emails, 
transmitting viruses by means of chatting tools 
like QQ and hack tools spreading among the 
curious students. 

• Explosion of net viruses. Owing to advanced 
bandwidth and sharing characteristics of campus 
network, infection of one node in intranet 
becomes source of viruses, and contaminates 
other user computers in broadcast, multicast and 
unicast way, resulting in breakdown of intranet. 
For instance, security incidents, like DOS/DDOS 
attack and explosion of ARP virus, emerge one 
after another. 

III.  NETWORK SECURITY ARCHITECTURE 

A. PDRR model of the network security 
In order to protect your data and network resources and 

ensure the network availability, confidentiality, integrity, 
authenticity, non-repudiation, the most common style is 
the PDRR dynamic network security system model [4]. 

PDRR model is the combination of the first character 
of four English words: Protection, Detection, Response, 
Recovery. These four words constitute a dynamic cycle 
of information security, as shown in Figure 1. Each part 
of the security policy includes a group of appropriate 
safety measures to implement certain security features. 
The first part of the security policy is prevention, which 
makes preventive measures according to all known 
security system, such as the patch, access control, data 
encryption and so on. Prevention is the first front of 
security policy and the second one is detection. The 
detection system can detect the attacker which invades 
the defense system. This function of security front is 
designed to test out the identity of invaders, including the 
attack of resources, system loss, etc. Once being detected, 
the response system starts responding, include event 
handling, and other businesses. The last line of the 
security policy is system restoration. The system can be 
restored to its original state after the invasion. Every time 
the invasion occurs, the defense system will be upgraded, 
which ensures the same type of invasion cannot happen 
again. Thus the entire security strategies include 
prevention, detection, response and recovery, four of 
which compose of an information security cycle. 

PDRR model is demonstrated as the existence of the 
ultimate form of network security, that is to say, a kind of 
target system and model. It does not concern the 
engineering process of network security construction and 
failed to explain the ways and means to achieve the target 
system. In addition, the model is more focused on 
technology rather than emphasizes the factors, such as the 
management. Network security system should be the 
security architecture fused technology with management, 
which could solve security issues fully. It should possess 
the following characteristics: dynamic, progressive, 
inclusiveness, stratification and balance and so on. It is a 
true blueprint on which information security activities 
based. 

B. Computer Network Security Architecture 
Because of the particularity of network security and 

urgency, IS0 TC97 develops network security 
architecture NSA (Network Security Architecture) of IS0 
7498-2, according to the other models. Based on this 
standard, a wide range of security systems are designed to 
meet what different network environment needs for 
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security codes. In ISO 7498-2, it describes the 
architecture of open systems interconnection security, and 
brings forward five categories of security services in the 
basic structure of information systems security design and 
eight types of security mechanisms to support these five 
services [4]. Its security framework structure can be 
shown in Figure 2. 

 

Figure 1.  The 3D diagram of framed structure of ISO 7498-2’s  
network security 

In addition, this content will be mapped to the 7-layer 
models of OSI by ISO 7498-2. It should be noted that 
security services and security is not a one-to-one, and one 
security service may take one or more security 
mechanism to perform. In the OSI network model, a 
security service is provided by a particular layer, that is to 
say, the security services have the appropriate security 
mechanisms to support. The relationship between security 
services and network stratification can refer to table I. 

Table I The mapping of security service and OSI 
network protocol 

Security service 
Network protocol 

Authe-
ntication 

Access 
control 

Data 
confident-
iality 

Data- 
integrity 

Non-
reputation 

Physical layer N N Y N N 
Data link layer N N Y N N 
Network layer Y Y Y Y N 
Transport layer Y Y Y Y N 
Session layer N N N N N 
Presentation layer Y Y Y N Y 
Application layer Y Y Y Y Y 
 

IV.  CONCEPT AND APPLICATION OF SIMPLE 
MULTILAYERED PROTECTION 

A. concept of simple multilayered protection 
Model PDRR and IS0 7498-2 NSA depicts a blueprint 

which can be based on in information security practice. 
However, in college campus networks, because the level 
of the importance of data is not high, the shortage of 
funds, the specialty of the network users, PDRR and part 
of the NSA is not or needless to realize. For example, the 

core data (such as financial information, educational 
information, etc.) need rapid response and recovery when 
they are attacked, but for the common data, when 
attacked, the recovery time can be prolonged; we can cut 
off the network connection once the computers in the 
protection zone infect the virus, but many common users 
(such as computers in the computer rooms and 
dormitories) may continue online after the infection. If 
we cannot purchase the network security products as the 
firewall, anti-virus, IDS, encrypted system etc., it will be 
necessary to fully exploit the potential of existing 
network equipment, optimize the network to develop a 
simple multilayered protection. 

The simple multilayered protection refers to a 
protection whose uppermost aim is to promote the 
network efficiency, fully make use of the existing 
network equipment, offer a multilayered protection 
against the threats impacting the campus network security 
and network operation efficiency, and each level of the 
protection does not affect the network speed, but ensures 
the data transmit rapidly. 

B. application of simple multilayered protection 
1)  According to the principles of simple multilayered 

protection, it can offer the following protection 
a) In order to protect the server, it is placed behind a 

firewall. We establish strategies only allowing certain 
port to be visited. Since there is only one line connecting 
the firewall and the core equipment, if it protects too 
many servers, then the firewall will be a bottleneck 
confining the data transmission. As an alternative, we can 
set the server directly connected to the core equipment, 
meanwhile, reasonably set the server's own IP security 
policies, close the unnecessary port to ensure high-speed 
service. 

b)  Reasonably set the server account policies, such 
as confine the IIS anonymous user IUSR_Computername 
on the Web server, we can partly control the attack 
against the port 80; control of upload permissions to 
decrease the threats of the users’ uploading Trojans.  

c) Reasonably plan the server's IP address. Those 
are just visited internally can be set as private IP 
addresses, which the users outside the campus can’t visit; 
the data servers which allow a single server to visit also 
can be set as private IP addresses. 

d)  According to the importance of the data, 
requirements of the recovery speed, we can grade the 
methods of backup of different servers: the first-level 
data for hot backup, the second-level data for incremental 
backup, the third-level data for sub-period backup.  

Of course, the important servers may still need a 
firewall, IDS, and other equipments to get protected, but 
the principles of simple multilayered protection aims to 
adopt different levels of protection according to different 
servers to ensure the high efficiency of the data services. 

2) Under the principle of multi-layer simple 
protection, the following can be done to ensure the 
security of network in the structure and equipment of 
campus network 
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a) Try best to make the three alternative network 
structure of “core layer--convergence layer--access 
layer” replace the two network structure of “core layer--
access layer”.  

In the secondary network structure, “core layer--access 
layer”, the three-forward is fully completed by the core 
device, connected to the low-end switches in the network 
edge via a fiber-optic. The access switches are 10/100 M 
to the desktop. As the core network equipment directly 
exposed to the secondary network, the device must 
support large capacity of host and subnet routing table. 
Such a large secondary network is actually a broadcast 
domain, which makes most of the equipment assume lot 
of unnecessary flow, and the core switch is overloaded. 
Although the appliance of the technology, such as, 
VLAN isolation, ACL and so on, can limit certain 
amount of broadcasting, the cost and risk of the network 
management is increasing because of the multiple 
program allocations and the complicated allocations. As 
is known to all, the majority of viruses, Trojans, in a 
broadcast domain spread quickly. Usually with the virus, 
the computer in the entire VLAN is easy to be infected, 
making the efficiency of the core equipment decreased, 
causing the whole network speeds down. If the three-
network structure, “core layer--convergence layer--access 
layer”, is applied, it will transmit the virus to be 
controlled by VLAN in the convergence layer, 
simultaneously making the decrease of the network 
efficiency below the convergence layer. Now, several 
network companies put forward to make the three-layer 
access to the network model. It makes the function of the 
three layers down shift to the access layer, and the 
transmit of the three layer is efficiently shared by the 
access layer to reduce the stress of the core equipment. At 
the same time, the down shift of the broadcast domain 
forms a protection for the convergence layer and core 
layer. The stability and robustness of the network in 
enhanced. 

b)  Rational use for the ACL function of switch for 
virus isolation 

Access Control List is a list of instructions for router 
and switch interface to control the data pack from the If 
Index. ACL is applied to all routing protocols, such as IP, 
IPX, Apple Table, etc. The list contains the matching, 
condition and SQL. Through ACL, the non-authorized 
users can be ensured to access specific network resources, 
thus to achieve the controlling purpose for the accession. 

At present, the switch usually supports the function 
of ACL. ACL has been applied in many network 
administrators to control the commonly used ports by 
virus. However, with the increased virus, network 
administrators gathered more and more the controlling 
ports, which make the ACL greater. If the large ACL is 
applied to every switch interface, it is bound to affect the 
network speed. 

In response to the situation, according to the simple 
multi- layer protection principle, ACL should be 
deployed. First, sorting the collected ports, put the most 
common and most damaging virus on the top and not 
common and small ones on the below, which forms the 

ACL sequence, as ACL1, ACL2…ACLn, and make them 
access the switch from ACL1 to ACLi, ACLi+1…ACLj 
to the convergence switch, ACLj+1…ACLn to the core 
switch. So the switch actually applies the ACl controlled 
by i ports, the data interface into the access switch is 
“i+1” (suppose the last one is a permit statement), “j-i+1” 
for convergence switch and “n-j+1” for convergence 
switch about the controlling ports. According to different 
processing power, we should adjust the value of i and j to 
ensure the data through the interface of switch rapidly. 
For the experience, the general values of i and j can not 
be too large, such as i<10, j<40, so we can ensure the 
access and convergence switch not be cost much by ACL. 

After the ACL application, we should always 
observe the state of each ACL Strategy "hit" in the switch. 
According to "hit" on the ACL to sort in time, adjust the 
ACL of each layer. We should abandon the low “hit”, 
while also collect the new port to the ACL. 

c)  Switch use of new technologies, new features for 
viruses and attack defense. 

New technology will be added in the switch by the 
network equipment manufacturers, to provide some new 
ideas for security. Such as the formerly mentioned “three-
layer access to the network model”, which can effectively 
control the virus. Also the simple configuration command, 
can efficiently avoid the attack of ARP virus and other 
special ACL supported by switch can filter some illegal 
application. These new technologies and functions need 
the timely follow-up of the network administrators to 
apply them to the general network security system. 

V.  CONCLUSION 

With the continuous development of network 
technology, more and more emphases are put on college 
campus network security. Any networks security 
technology can’t be provided all the security services for 
a complex network system, and fend off any attacks. So It 
is inadvisable to pursuit high investment to ensure the 
security of network security, the simple multi-layer safety 
protection, which fully dig for the ability of network 
facilities and multiple utilization of different network 
security technology, is a “less input, high-income” 
security protection technology and fairly effective. 
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Abstract—Use heap sort to sort unlabeled nodes in 
geography network to improve the efficiency of Dijkstra 
algorithm. Provide separate solutions of path optimization 
based on Dijkstra algorithm in logistics distribution lines 
with barriers and no barriers. Propose modified Dijkstra 
algorithm given vehicle, weather and other factors.  
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I.  INTRODUCTION 

With the rapid development of e-commerce, the 
improvement and optimization of logistics distribution 
system has become a research hotspot of many 
enterprises, experts and scholars. Vehicle routing 
problem (VRP), as an important component in the 
optimization of logistics distribution system, has always 
been one of the most active topics in the field of 
operations research and combinatorial optimization. With 
the path optimization, efficiency of transport vehicles can 
be improved, which will save a lot of manpower and 
material resources. Currently, viewing from the point of 
the operation of enterprises in our country, transportation 
costs account for 30% of the total cost of the national 
economy, only 10% in developed countries. That is, only 
from the point of transportation costs, we have "20%" of 
such a space to develop. As long as we can reduce our 
transport costs by about 10% of existing cost, a new leap 
forward of our national economy will come true. 
Research on route optimization algorithm of logistics 
distribution can give positive and effective advices and 
solutions in cost reduction, reduce logistic cost, so as to 
promote the rapid development of the national economy 
[1].  

As the result of the analogy between the graphs of 
geographic network and graph theory, graph theory has 
been widely applied in logistics. Shortest path algorithm 
in graph theory is considered as a based effective 
algorithm to solute vehicle routing [2]. Logistics route 
(whatever by sea, land or air) is similar to the edge of 
graph, and a series of loading or transporting locations is 
similar to vertex. The weight of edge can express the 
distance between two locations 、 the journey time、
traffic expenses and so on [3]. Although shortest path 
algorithm (this paper we use Dijkstra algorithm) is a 
traditional and antiquated method, until now it is a hot 
issue of the optimal path research, because improved and 
extended algorithms emerge in endlessly. Now there are 
about 17 kinds of the shortest path algorithm proposed 
based on graph theory, of which three kinds are tested 

better by experts, these are TQQ、DKA and DKD. The 
latter two algorithms are based on Dijkstra algorithm, and 
the differences between the two different systems just lie 
on the different implementations of algorithms [4]. In this 
paper extended Dijkstra algorithm is used to try to solve 
the hot issues in Logistics route. 

II.  APPLICATION OF SHORTEST PATH ALGORITHM IN 
DISTRIBUTION LINES WITHOUT BARRIERS 

A. Question  
Given starting point and destination, and no barriers at 

each location in the road, how to obtain the optimal path 
of the distribution lines? Currently, basic problem that 
distribution center encounters is how to seek optimal 
routes, and the core algorithm of which is the shortest 
path algorithm. For the convenience to solve the problem, 
we establish a geographic network model that suits for 
logistics routes planning. The shortest path algorithm 
based on graph theory has approximately more than ten 
kinds, and three of which are tested better by experts, 
they are TQQ、DKA and DKD. TQQ is graph growth 
theory, and the latter two are based on Dijkstra algorithm 
[5]. Dijkstra algorithm is a graph search algorithm that 
solves the single-source shortest path problem for a graph 
with nonnegative edge path costs, producing a shortest 
path tree. This algorithm is often used in routing. Most 
current systems use Dijkstra algorithm as the basic theory 
to solve the shortest path issue. Different system has 
different means to realize Dijkstra algorithm. It is 
generally used in computing the minimum cost path from 
the source node to all other node. Here the authors use 
Dijkstra algorithm as the basis of selecting analysis 
algorithm of logistics routes. 

B.  Description of Dijkstra algorithm 
The basic idea of Dijkstra algorithm is to explore the 

shortest path from source point (labeled as s) to outside 
gradually. In execution process assign a number to each 
point (called the label of this point), which expresses the 
weight of the shortest path from s to this point(named as 
P label) or upper bound of the weight of the shortest path 
from s to this point(named as T label). In each step, 
modify T label, and alter the point with T label to point 
with P label, so that the number of vertex with P label in 
graph G increases one, then we can obtain the shortest 
path from s to each point only by n-1 steps (n is the 
number of vertexes in graph G). In order to optimize the 
algorithm, here we express Dijkstra algorithm in another 
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way. Suppose each point has a pair of label (dj，pj), dj is 
the length of the shortest path from the starting point s to 
the end point j, and pj is the front point of j in the shortest 
path from s to j. The basic process of solving the shortest 
path algorithm from the starting point s to point j is 
described as follows:  

(1) Initialization. Set the starting point as: ①ds=0, ps is 
null; ②all other points: di=∞, pi=?; ③mark the starting 
point s as k=s and all other points as unlabeled.  

(2) Examine the distance between the marked point k 
and unlabeled point j that is directly connected to k. Set 
dj=min[dj ， dk+lkj], lkj is direct connection distance 
between k and j. 

(3) Choose the next point. Choose the smallest i in di 
from all unlabeled points: if di=min[dj, all unlabeled point 
j], then i is selected as one point of the shortest path and 
set as marked.  

(4) Find the front point of i. Find j connected directly 
to i from marked points, make it as front point and set 
pi=j. 

(5) Mark i. If the target point has been marked or all 
points have been marked, then the algorithm is finished, 
otherwise set k=i and turn back to step (2) to continue. 

As can be seen from above, in the process of achieving 
Dijkstra algorithm, the core step is to choose an arc with 
the shortest weight from unlabeled points. This is a cyclic 
comparing process. If the unlabeled points are stored in a 
linked list or array in unordered form, we have to scan all 
the points to choose an arc with the shortest weight. It 
will affect computing speed in the case of large amount 
of data.  

C. Improved Dijkstra algorithm 
Combined with actual situation, in this paper heap sort 

is used to order the unlabeled points to improve the 
efficiency and the shortest path of the node as the key 
word of heap sort. The reason is shown as follows: 

(1) Make full use of existing heap data, and greatly 
reduce the frequency of data comparison. The run-time of 
heap sort is mainly consumed in constructing the initial 
heap. For Dijkstra algorithm, we only have to construct 
one heap in the whole process of seeking the shortest path 
with n times of heap sort. This can obviously overcome 
the main drawback of heap sort and show its advantage 
clearly. 

(2) Changes of the shortest path value in Dijkstra 
algorithm are always smaller than original value. So we 
use small root heap, namely, the heap root is the node 
with the smallest keyword value. While refreshing the 
operation of the heap after modify key word of some 
node (the shortest path value), we only have to determine 
whether the node is needed to adjust the position to its 
parent node. Thus the rearrange operations of heap in 
Dijkstra algorithm are more simple and efficient than that 
of traditional heap. 

(3) Heap sort requires only an auxiliary space of one 
record, quick sort requires O(logn) and merge sort 
requires O(n). 

III.  OPTIMIZATION OF PATH IN DISTRIBUTION LINES WITH 
BARRIERS 

The above optimal solution is calculated based on the 
known conditions. Its optimality will be changed when 
conditions vary. The method to obtain optimal path in 
changing conditions is designed as follows: 

A. Question 
Suppose logistics distribution center need to deliver 

goods from initial location O to the destination D. Ideally, 
logistics distribution center can regard the whole urban 
traffic network as a plane graph to calculate the shortest 
path between O and D, so as to save transport costs and 
time. Actually, there is often such a problem: while a 
transport truck get to location A in the shortest path and 
the driver find it can’t pass because of road breakdown in 
the front location B, they must change the route and also 
ensure the selected path be optimal. 

B. Mathematical model 
Suppose urban traffic network is a plane graph marked 

as G. Each location in traffic route corresponds to each 
vertex in graph G. Set G= (V, E) as undirected graph with 
weighted edge, where V is the set of vertices and E is the 
set of edges. In plane graph, as we know, the sum of the 
length of two edges is greater than that of the third edge 
in a triangle. That is called triangle inequality. Here O 
represents the starting point of the transport, D represents 
the destination, SP represents the shortest path without 
barriers and E(SP) represents transport costs spent on the 
shortest path. Discussions in the following are all based 
on two assumptions:  

①Graph G is still connected after remove choke point. 
②It can be found that the latter point can’t be get 

through because of blockage only when vehicle gets to 
the previous point. 

C. Algorithm design 
Dijkstra algorithm uses the data structure with two 

sets to deposit vertices of graph. Set s represents the set 
of marked nodes, and set (G-S) represents the set of 
unlabeled nodes. The label of a node shows the shortest 
distance between this point and the source point. The 
main idea of this algorithm is: select node W with the 
smallest label from set G-S, then put node W in the set S. 
Adjust all the path value of node v (T[v]) which pass 
through the node W and is connected to the source node 
in set G-S. If the path value of node v is bigger than the 
sum of the path value of labeled node W and the distance 
between v and W, then adjust all the path value of the 
nodes which are connected to node v. Repeat this process 
until all the points are entered into set S.  

From the above analysis we can see, all the nodes will 
be labeled after operating Dijkstra algorithm. First, we 
give symbols and definitions that will be used in this 
paper. Use WOA to represent the shortest distance 
between node O and node A, W(SPAD) represent the 
distance between node A and node D along the optimal 
path SPAD, Wij represent edge weight from node i to 
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node j, and T[v] represent the label value of node v. The 
algorithm is as follows: 

①For the given plane graph G, use Dijkstra algorithm 
to get the optimal path SP from the source node O to the 
end D. 

②When vehicle gets to node A and finds it impossible 
to get through B because of barriers, compute sub graph 
G-{B}. 

③Reuse Dijkstra algorithm to get the optimal path 
SPAD from node A to node D. 

④The cost from node O to node D is the sum of cost 
WOA(from node O to node A) and cost W(SPAD)(from 
node A to node D). 

IV.  APPLICATION OF A CASE 

In accordance with the requirements of customers, a 
logistics company transports a batch of fresh fruit from A 
city to B city. To maintain fresh and value, the fruit 
should be delivered to B city with the shortest time and 
optimal path. Based on Dijkstra algorithm, we can easily 
obtain the most convenient and efficient route SP with the 
cost of W(SP). Staffs start from A city, go along route 
SP, and get in trouble in intermediate V city because of 
road congestion caused by floods. In such case, staffs 
have two choices, one of which is staying put for the 
bridge repaired and the other is finding another way to go 
on. This is a comprehensive and complex problem. 
Sometimes staying put is more appropriate because staffs 
prefer to walk on according to the optimal path calculated 
in advance thus distribution team don’t have other 
expenses to choose another path. But its adverse factor is 
time cost consumption. The value of fresh fruits is their 
fresh feature, so we must transport them to the destination 
at the shortest time. If staffs stay put, the value of goods 
will be lost. Thus staffs reselect path to move on. Now, 
problems staffs face is how to reselect path to ensure the 
timely arrival. The road graph is as follows: 

In this case, we assume that the time from start to 
finish is proportional to the cost from start to finish. So, 
we can calculate the optimal path SPAVB from V city to 
the end city B basing on above algorithm. Namely, at the 
point V, use Dijkstra algorithm to obtain the optimal path 
SPVB from V city to B city. Here, WAV+W(SPVB) is 
the shortest time.  

In the era of diversified transportation, logistics 
company can’t control the cost better if simply consider 

the distance between the two cities. In distribution 
process, logistics company and staffs need to consider not 
only the route but also other possible factors, such as road 
condition, weather, holiday and so on. Reconsider this 
case. Staffs start from A city, go along SP and get in 
trouble when get to intermediate city V because floods 
make bridge break. Staffs need to consider not only the 
proximity of the road but also the road condition and so 
on when staffs reselect route. At the same time, staffs can 
choose railway, waterway to complete distribution task 
with the lowest cost and the fastest speed.  

We follow a more practical significance of this case to 
modify the algorithm. The factors original algorithm 
considers is too little, so the solution obtained may be not 
the optimal. In the case of more selectable variables, it is 
possible to obtain a better solution. We amend the 
algorithm designed according to the shortest distance as 
follows: fully consider convenient traffic conditions, road 
conditions, weather, distance, transport costs and so on. 
In the new case, change the weight of the path into 
comprehensive weight. Namely, Wij shows not simply the 
distance between i and j but an integrated factor. Wij=f(aij

，bij，cij), aij expresses distance between i and j, bij 
expresses weather between i and j, cij expresses vehicle 
between i and j. 

 For the case in this paper, staffs need to consider 
vehicle, weather, distance, cost and other factors when 
they come across floods in V city and have to reselect 
other route. When reselect the desired mode of transport, 
the crucial problem is how to balance speed and cost of 
transport services. With the full use of road transport 
which is fast and flexible, carry out short distance 
railway, waterway and road diversion to increase the 
transport capacity of the blocked point and achieve more 
comprehensive and efficient transport means. 
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Abstract—In mobile situations, consumers’ perceived risk is 
the important determinant of whether they adopt the mobile 
banking service. Meanwhile the root cause of consumers’ 
perceived risk is the existence of system usability of mobile 
banking service. After reviewing relevant literature, this 
text pointed out the system usability of mobile banking 
service is the important factor of consumers’ perceived risk, 
introduced perceived risk into the study of adoption 
behavior of mobile banking service, and proposed a 
research model of the adoption willingness of mobile 
banking service based on perceived risk and system 
usability. This model framework can help scholars to 
understand the perceived risk and usability issues of mobile 
banking service can also help mobile banking provider to 
improve the product and service quality of mobile banking 
service, further promote consumers’ acceptance and 
adoption willingness of mobile banking service. 
 
Index Terms—mobile banking service; perceived risk; 
system usability; adoption 

I.  INTRODUCTION 
As the development of communication technology in 

recent years, mobile banking service, as a typical 
application of mobile commerce, is developing rapidly. 
Mobile banking service takes advantage of mobile 
communication technology and equipment to provide 
various banking and financial services such as account 
management, remittance transfers, payment services, 
mobile stock market, foreign exchange operations, 
etc.[1]. 

Mobile banking service can provide consumers a 
variety of banking services anywhere anytime, but at 
present this service is not adopted by consumers broadly. 
According to iResearch’s lasted investigation, only 
14.3% of mobile phone users are using mobile banking 
service [2]. This adoption rate is much lower than other 
mobile value-added services. Some scholars attributed the 
reasons why consumers were not willing to use mobile 
banking service to some obvious obstacles, such as safety 
problem, privacy concerns, etc. Most studies on the 
adoption factors of mobile banking service are based on 
Theory of Reasoned Action , Theory of Planned Behavior 
(TPA) or Technology Acceptance model . TAM is the 
most widely used among them. But, in the framework of 
consumer behavior, the discussions of the adoption 
willingness of mobile banking service are rarely seen, and 
the potential impact of these obstacles on adoption 
willingness of mobile banking service is unclear. 

Perceived risk, or consumers’ subjective expectations 
of the possible loss, provides a convincing analysis 
framework which can be explained consumers’ adoption 
behavior of mobile banking service. Thus, perceived 
risk is the important determinant of consumers’ 
adoption willingness, the research on perceived risk of 
mobile banking service is conductive to understand the 
determinants of consumers’ adoption willingness, gain a 
more profound grasp of the nature of consumers’ 
behavior. It is noteworthy that in mobile situations 
mobile banking service is highly dependent on system 
usability. System usability not only impacts the quality 
of mobile banking service, but also gives rise to the 
perceived risk of consumers, further affects the adoption 
willingness of mobile banking service. 

Thus, this paper researched the perceived risk of 
mobile banking service adoption behavior and its root 
cause systematically and deeply from the perspective of 
perceived risk and system usability, proposed a research 
model of mobile banking service adoption willingness 
based on perceived risk and system, in order to attract 
more attentions of academic community on perceived 
risk and system usability of mobile banking service 
adoption willingness, further to understand the adoption 
factors of mobile banking service more 
comprehensively. 

II.  LITERATURE REVIEW 

A.  Perceived risk and its facets 
In year 1960, Harvard scholar Bauer introduced the 

concept of “perceived risk” from psychology into the 
study of consumer behavior. Bauer professed that all 
behavior of consumer could result in uncertain 
consequences which cannot be foreseen by themselves, 
and some of the consequences is likely to be unpleasant, 
therefore consumer behavior involves risk from this 
sense [3]. Bauer specifically pointed out that he was 
concerned only subjective risk (i.e. perceived risk), not 
care about the real risk. Soon afterwards this field 
attracted a large number of the attention of scholars. 
Cox and Rich said that perceived risk is the perceived 
nature and quantity of the risk when consumers consider 
specific purchase decisions [4]. Stone and Gronhaug 
defined perceived risk as consumers’ subjective 
expectation of loss, the more certain they perceive the 
subjective expectations of loss, the greater they 
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perceived the risk [5]. Cunningham divided perceived 
risk into two factors: uncertainty and consequence. 
Uncertainty refers to consumers’ subjective probability 
of something occurs or not. Consequence is the hazard 
of the results after decision-making [6]. This view was 
endorsed by most scholars. 

When Bauer put forward the concept of perceived 
risk, he did not indicate the specific types of perceived 
risk. In the following 40 years, a large number of 
scholars have done systematic studies on the dimensions 
of perceived risk. Jacoby and Kaplan chose 148 students 
as research objects, measured perceived risk of 12 
different consumer goods, the result showed that 
economic risk, functional risk, physical risk, 
psychological risk, social risk these five dimensions 
explained 61.5% of the variances of the overall risk[7]. 
In the year 1993, Stone and Gronhaug in their research 
verified the existence of these six dimensions including 
economic risk, functional risk, physical risk, 
psychological risk, social risk and time risk, and found 
that it was not necessarily independent of each other 
between the various dimensions. Since all risks are 
perceived by individuals and perception is concerned 
with psychological activity, the psychological 
dimension of perceived risk should be highly correlated 
with other dimensions [5]. Later, Featherman and 
Pavlou predicted consumer acceptance level of 
electronic services from the perspective of perceived 
risk; their works verified that economic risk, functional 
risk, psychological risk, social risk, privacy risk and 
time risk are the six dimensions exist in the internet 
consumer adoption [8].  

B.  System usability of mobile banking service 
The concept of system usability first appeared in the 

field of software engineering in 20th 70s, and then it has 
been widely applied to many other areas. Until now the 
definition of system usability has not reached a 
unanimous view among academic community and 
industry community. According to international 
standards ISO 9241211[9], system usability is the 
effectiveness, efficiency and satisfaction of specific 
products which provide specific services in specific 
situations. System usability is a basic natural properties 
expressed in the interaction course between product and 
its users. It is the quality of products seen from the 
users, embodies the core competitiveness of products. 
Through the research of system usability, the final 
product must be well in line with the target users’ 
cognitive thinking, behavior and demand, improve the 
system usability level and satisfaction level of products. 

At present the studies on system usability of mobile 
banking are rarely seen, but the studies on system 
usability of mobile commerce has been mature. Mobile 
banking as a specific application of mobile commerce, 
there are many similarities in system usability between 
mobile banking service and mobile commerce. It is 
justifiable to take example by existing research to study 
on the system usability of mobile banking service. In the 
studies of mobile commerce usability, the most studied 
conclusions regard to the limitations of mobile devices 

and the characteristics of WAP site in mobile 
applications [10]. Later, Olavarr and Maguirem 
respectively considered mobile communication network 
and situational factors into the system usability factors 
of mobile commerce [11][12]. Qingfei Min summarized 
the previous research results, proposed an integrated 
model combined with the four factors mentioned above 
[13]. 

III.  ADOPTION MODEL OF MOBILE BANKING 
SERVICE BASED ON PERCEIVED RISK AND 

SYSTEM USABILITY 
After systematically reviewed the literature about 

perceived risk and usability of mobile banking service 
adoption, it is discovered that the studies on the impact 
of perceived risk on mobile banking service are rarely 
seen. In reality, perceived risk is indeed existed when 
users decide whether to accept mobile banking service. 
Therefore, on the basis of Featherman and Pavlou’s 
research result about the dimensions of perceived risk, 
this paper introduced perceived risk from the fields of 
traditional offline shopping and online shopping into the 
field of adoption factors of mobile banking service, with 
a view to recognize the impact factors of mobile 
banking service adoption more comprehensively and 
more systemically. 

Meanwhile, owing to the differences between mobile 
banking service and traditional online and offline 
shopping, the usability of mobile banking service not 
only affects the service quality level, but also directly 
impacts on all dimensions of perceived risk of mobile 
banking service. In a sense, it is rational to believe that 
the usability of mobile banking service is the root cause 
of consumers’ perceived risk, and usability holds an 
overall influence on consumers’ perceived risk. 
Therefore, summing the analysis mentioned above, 
considered the perceived risk factor and usability factor 
of mobile banking service adoption, this text proposed 
an adoption model of mobile banking service based on 
perceived risk and usability 

A.  Perceived risk of mobile banking service 
Perceived risk is the psychological feeling and 

subjective understanding of various objective risks, it 
derives from the objective risk but distinct from the 
objective risk. The research on the dimensions of 
perceived risk is the basis of research on perceived risk. 
At present, perceived risk has been used to explain the 
risk of offline and online shopping behavior. In these 
related studies, the study conclusion made by 
Featherman and pavlou has been widely recognized. 
They researched the buying behavior of consumers who 
accept electronic service provided in the internet, they 
concluded that perceived risk includes economic risk, 
functional risk, psychological risk, social risk and time 
risk these six dimensions [8]. In mobile situations, 
consumers’ perceived risk also exists the six dimensions 
mentioned above, but its specific meanings are 
inevitably different. Therefore, on the basis of 
Featherman and Pavlou’s research result about the 
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dimensions of perceived risk, this text made the 
following new interpretation of the six dimensions. 

Economic risk is the possibility of financial losses 
due to the use of mobile banking service, such as 
financial losses caused by password theft or wrong 
operation etc. functional risk is the possibility of 
unavailable service or the service cannot satisfy users’ 
needs which provided by mobile banking service. 
Privacy risk is the occurrence possibility of loss of 
personal information in the course of using mobile 
banking service. Social risk is the possibility of users 
who are not accepted or agreed by other people due to 
the use of mobile banking service. Time risk is the 
possibility of the loss of time due to the use of mobile 
banking service, such as the long period of transaction 
processing, the long latency of customer service, etc. 
Psychological risk is the possibility of mental stress of 
the users due to the use of mobile banking service. This 
spirit pressure may come from the outside world such as 
the non-recognition of their friends and family, and may 
also come from themselves such as the irritable mood of 
financial losses when the response time of a certain type 
is too long. 

B.  System usability of mobile banking service 
The system usability of mobile banking service is the 

effectiveness and satisfaction degree of the users who 
accept the mobile banking service. The mobile banking 
service is provided by mobile device terminals, the 
stability of mobile communication network and the 
convenience and security of WAP site will be also 
impact on the usability of mobile banking service. 
According to the previous research results of system 
usability, this text divided the usability of mobile 
banking service into three dimensions: the usability of 
mobile devices, the usability of WAP site, the usability 
of mobile communication network. 

The usability of mobile devices is the usability of the 
input-output devices, computing speed, storage space 
and response speed, etc. [14]. The usability of WAP site 
is the usability of content display, content navigation, 
and human-computer interaction of the WAP Site. The 
usability of mobile communication network is the 
stability of network access, network coverage and data 
transfer rates [15]. 

C.  Influences of system usability on perceived risk 
Mobile devices are the carrier of mobile banking 

service which can provides high-quality service; the 

usability of mobile devices has an important impact on 
consumers’ adoption of mobile banking service. 
Compared with traditional desktop computer and laptop, 
the usability of mobile devices exist obvious defects, 
these defects will affect consumers’ perceived risk. For 
example, the screen size of mobile device and key 
region are small, this brings inconvenience when users 
make input-output operations. The limitation of battery 
capacity may shut down the service in the course of 
using mobile banking service. Besides, due to the 
continuous spread of mobile viruses, the stability of 
mobile devices system are suffered grave threat, this 
bring users privacy risk and economic risk. To sum up, 
it is convincing to say that the usability of mobile 
devices inevitably affect all dimensions of consumers’ 
perceived risk. 

The technology achievement of mobile banking 
service has a variety of solutions; among them the 
solution based on WAP is more convenient and 
practical than others. At present, the usability of WAP 
site includes following several aspects: first, it is 
inconvenient for users to view information and easily 
overlook the key messages because of the limitation of 
screen size; second, the poorness of human-computer 
interaction. The buttons of mobile device are small, and 
the amount of information displayed is limited, when 
consumers are making a certain type of operations, it is 
likely to cause the puzzlement of consumers operations 
if WAP site cannot provide necessary tips and 
navigations. WAP site is the interface of high-quality 
mobile banking service provided for consumers; the 
operability, reliability and convenience of WAP site 
directly affect all dimensions of consumers’ perceived 
risk. 

Mobile communication network is the foundation and 
platform of mobile commerce. The quality of mobile 
communication network is another key factor of the 
usability of mobile banking service. In mobile 
situations, the consumers’ locations are constantly 
changing at any time, if consumers choose the use of 
mobile banking service, it must be ensured the 
connection of communication network, and this puts 
forward a higher requirement of the stability and 
coverage of mobile network signal. At the same time, 
data transfer rates will also be a great impact on the 
consumers’ satisfaction sense of mobile banking 
service. 

 
Figure 1.  The research model of the adoption willingness of mobile banking service based on perceived risk and usability 
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IV.  ENLIGHTMENT AND DISCUSSION 

To take effective measures to reduce consumers’ 
perceived risk not only attracts widely attentions of the 
experts, but also has a positive role in promoting the 
development of mobile banking service, it is of great 
practical significances. Perceived risk is the important 
determinant of consumers’ adoption willingness of 
mobile banking service, and the usability of mobile 
banking service is the root cause of consumers’ 
perceived risk. Therefore, to promote the adoption of 
mobile banking service must get start from improving 
the usability and reducing the perceived risk. 

The improvement of the usability of mobile banking 
service. Because the differences of consumers’ 
handheld mobile devices, the improvement of the 
improvement of the usability of mobile banking service 
becomes extremely important. In the design and 
development of WAP site, it should be simplify 
consumer operation as far as possible, provide popular 
concise content navigation, enhance the readability of 
web content and must ensure the safety and reliability of 
WAP site. Second, the mobile banking service providers 
should choose mature technical standards and safe, 
reliable communication network to ensure the stability 
and coverage of communication network. 

The decrease of consumers perceived risk. Perceived 
risk is consumers’ subjective feeling in the course of 
using mobile banking service. In order to effectively 
reduce consumers’ perceived risk, besides improving 
the usability of mobile banking service, the following 
aspects should also be noted: first, mobile banking 
service provider must establish a sound credit system 
and security system in order to make consumers 
produce a trust sense of accepted products and services 
and ensure the safety and integrity of consumers’ 
information; second, to strengthen the positive publicity 
guide, take necessary marketing tools and popularize the 
mobile banking service knowledge are helpful to dispel 
misunderstanding and enhance the awareness of mobile 
banking service; third, to introduce the third-party 
certification, enhance the trust sense of transactions and 
website security are good to reduce consumers’ 
perceived risk. 

V.  CONCLUSIONS AND LIMITATION 

In mobile situations, consumers’ perceived risk is the 
important determinant of whether they adopt the mobile 
banking service. Meanwhile the root cause of 
consumers’ perceived risk is the existence of system 
usability of mobile banking service. After reviewing 
relevant literature, this text introduced perceived risk 
into the study of adoption behavior of mobile banking 
service, and pointed out that the usability of mobile 
banking service is the important factor of consumers’ 
perceived risk. On the basis of previous research results 
of perceived risk and system usability, this text 
proposed a research model of the adoption willingness 
of mobile banking service based on perceived risk and 
system usability. This model framework can help 

scholars to understand the perceived risk and system 
usability issues of mobile banking service can also help 
mobile banking provider to improve the product and 
service quality of mobile banking service, further 
promote consumers’ acceptance and adoption 
willingness of mobile banking service. 

The limitation of this text is the proposed preliminary 
model needs to be further improved and empirical test. 
However, it is believed that this model has certain 
reference significance for the future research on the 
adoption willingness of mobile banking service, and the 
research from the perspective of perceived risk and 
system usability will bring new impetus to the adoption 
of mobile banking service. 

ACKNOWLEDGMENT 

The authors wish to thank the anonymous reviewers 
for their work. 

REFERENCES 
[1] Tiwari. R, “Mobile Banking as Business Strategy: Impact 

of Mobile Technologies on Customer Behavior and Its 
Implications for Banks,” PICMET 2006 Proceedings, 
2006, pp. 1935-1946. 

[2] iResearch, “China mobile internet behavior research 
report,” 2003, http://news.iresearch.cn/Zt/83611.shtml. 

[3] Bauer, “Consumer Behavior as Risk Taking,” Proc 
AmerMarkAssoc, 1960, pp. 389-398. 

[4] Cox. D. F and Rich. S. J, “Perceived risk and consumer 
decision making,” Mark Res, vol. 1, 1964, pp.  32-39. 

[5] Stone, Robert. N, Gronhaug, Kjell, “Perceived Risk: 
Further Considerations for the Marketing Discipline,” 
European Journal of Marketing, vol. 27,1993, pp. 39-51. 

[6] Cunningham. S.M, “The Major Dimensions of Perceived 
Risk, In F.C.Donald (Ed.), Risk Taking and Information 
Handling In Consumer Behavior,” Boston: Harvard 
University Press, 1967, pp. 82-108. 

[7] Jacoby. J and Kaplan. L, “The components of perceived 
risk ,in Venkatesan,M. (Ed.),”Proceeding of the 3rd 
Annual Conference, Association for Consumer 
Research,Chicago,IL, 1972, pp. 382-393. 

[8] Featherman Mauricio S and Pavlou Paul A, “Predicting 
e-services adoption: a perceived risk facets perspective,” 
Human-Computer Studies , vol. 59, 2003, pp. 451-474. 

[9] Nielsen. J, “Usability engineering,” San Francisco: 
MorganKaufmann, 1994, pp. 875. 

[10] Wade. V. P and Ashman. H and Barry. S, “Adaptive 
hypermedia and adaptiveWebbased systems,” Proc of the 
4 th International Conference on AH, 2004, pp. 732. 

[11] Olavarr Ietald and Navaa. A, “Wireless communications: 
a bird’s eye view of an emerging technology,” Proc of 
International Symposium on Communications and 
Information Technology, 2004, pp. 541-546. 

[12] Maguirem, “Context of use within usability activities,” 
Int J Human-Computer Studies, vol. 55 , Otc 2001, pp. 
453-483. 

[13] Qingfei Min and Shuangming Li, “From usability to 
adoption: new m-commerce adoption study framework,” 
Application Research of Computer, vol. 5, 2009, pp. 
1799-1082. 

[14] Mennecke. B. E and Strader. T. J, “Mobile commerce: 
technology, theory, and applications,” Hershey PA: Idea 
Group Publishing, 2002, pp. 849-856. 

[15] Leuven. B, “Wireless communications,” Piscataway, 
2006, pp. 934-943. 



 55

A Rate Control Scheme of the Even Low Bit-rate 
Video Encoder 

Gan Yong 1, Zhang Li 2, and Liu Yingfei 2 
1 Depa. of Computer Science Zhengzhou University of light industry Zhengzhou China 

Email: Ganyong@zzuli.edu.cn 
2 Depa. of Electronic Science Henan Information Engineering School Zheng zhou China 

Email: {zhangli, Liuyingfei}@zzuli.edu.cn 
 
 

Abstract—According to the application demand of remote 
surveillance system based on PSTN, the paper puts forward 
a rate control strategy of very low bandwidth. The strategy 
presents the rate control arithmetic of I frame and 
introduces quadratic rate distortion mode, which solves the 
problem of the rate control used at very low bandwidth 
preferably. The results of experiment show that the 
arithmetic reduces the delay of encoder buffer greatly, and 
improves the quality of reconstructed images clearly at the 
same time. 
 
Index Terms— bit rate control, video encoder，even low bit-
rate, verification model 

I.  INTRODUCTION 

Virtual code rate control strategy is the key for low 
delay and high Quality video under narrow bandwidth 
conditionCode rate control has frame level and 
macroblock level for code rate control. Code rate control 
in frame level uses one and the same quantized value 
within a frame, macroblock is opposite. 

This article provided a new approach of video encoder 
for long range video transmission based on extreme low 
bandwidth line(like PSTN)and this strategy leads in two 
steps: code rate control model and realization of I frame 
code rate control, and improve on P frame code rate 
control algorithm ， effectively increase precision and 
code rate of image transmission for video encoder. 

II.  EVEN LOW CODE RATE CONTROL ALGORITHM 

Code rate control algorithm of VM8[1] only provide 
control model for P frame，not I frame. The reason is 
that the algorithm hypotheses the first coded frame for I 
frame， the rest are P frames. In practice, it need a 
certainty number of I frame to adapt transmission fault 
toleration and information retrieval coding. In long range 
video frequency supervisory control application ， we 
increase I frame code rate control in order to gain 
optimized output code stream. 

If then the second order R- D Model[2] can be 
expressed as ： 

2
1 2 0t tQ a r Q a r+ + =                     (1) 

where 1a , 2a  are the first and second order coefficient 
respectively, r is related to the digit of present frame 
object, occupied digit of basic information and image 
absolute dispersion, derived as below: 
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Where the digit of present frame object， t t Code rate 
is primarily controlled by adjusting tQ which can be 
obtained by solving second order equation (2) below: 
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(3) 
In equation (3), and linear regression technology 

according to actual quantized value and coding digit of 
encoded frame. After each encryption,  and  In addition, 
as encryption of first frame proceed, and  are usually 
unknown, Equation(3) can not be used for calculating , 
here we assume and assign it to be a certain value (typical 
15) ,then again use coded real quantized value and its 
digit to obtain and  by linear regression technique. 

Code rate control strategy of video encoder falls into 
four phases：  initialization phase , precoding phase , 
encrypt phase as well as aftertreatment Phase[3-5]. The 
core of code rate control is quantized parameter and 
model renewal. 

A.  Code Rrate Control Algorithm for I Frame 
I frame is established by a second order distortion 

model similar as P frame, and its code rate control 
involved with primal problem as following ：
determination of initial quantized value, distribution of 
target digit and determination of quantized value. 

 a. Determination of initial quantized value 
Both initial quantized value for I and P frames are 

constant (typically ), since the image content and 
transmission bandwidth are different, filling ratio and 
image quality in buffer are varied significantly at the 
beginning of the first several frames. Shown in equation 
(1), when ，code rate control model degrades into a first 
order model (seen equation 1)，this model only has one 
parameter  with empirical value (typical value 130)，then 
using equation(3)to acquire initial quantized value. 

by equation(3), target digit of I frame (method of 
computation is described in details in subsequent 
chapter), MAD value , the head digit model 
coefficient(empirical value )could work out initial 
quantized value.The first quantized value of P frame after 
I frame, has access the same value as   

b.  Distribution of target Digit 
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I, P, and B are frames of distributed target digit 
provided by TM5 of MPEG-2 , but this calculation is 
complex and closely related to other R-D models. This 
text offered a target digit distribution method for 
combining the second order rate distortion model  

In order to simply equation (1)，I and P frame has: 

I
t

I

I
t

I
t

Q
a

M
B 1=                                       (4) 

P
t

P

P
t

P
t

Q
a

M
B 1=                                       (5) 

The notation I and P in the right upper corner of every 
variable in the two equations above are only used to 
distinguish which belongs to I or Q parameter. In one 
video frequency sequence, it has: 

   t
PI

t
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t rTNBNB ⋅=⋅+⋅              (6) 

Where IN is number of I frames. PN is number of P 
frames, T is successive period of video sequence 
(second), tr is output bit rate(bit per second). 

Assume image quality is constant in one video 
sequence (quantized value of I and P frames are the 
same), then power. 
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Combine equation (4),(5),(6),(7):  
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Target digit of I frame I
tB  can be calculated by 

equation (8), where I
tM and P

tM  are the same type 

frame of MAD value, then Ia1 、
Ia2  and Pa1 、

Pa2  are 
calculated by linear regression technique. 

c. Quantized Value Calculation 
Calculation for quantized value tQ of I frame has the 

similar method as P frame. 
With respect of given values, target digit tB , current 

frame MAD value tM , 1a and 2a ,then tQ  is obtained by 
solving the quadric equation in this variable. 

B.  Improved Code Rate of P Frame 
a. Target digit distribution 

Target digit distribution of P frame has access to 
equation(9)，when only I frame in sequence and the rest 
are equal to P frame，equation(6)can be transferred into 
simplified form: 
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tA  is actual coding digit of I 

frame. 
Compared with results P

tB , we need filling ratio of 
buffer zone to do the adjustment which is described in 
literature [2] and [6]. 
b. Quantized value adjustment 

In order to stay picture quality stable and limit 
regulatory amplitude peak that is not exceeding 0.25 
times of previous frame( 1−tQ ).In this way，if quantized 
value of previous frame is small and   current frame 
calculated is large，after the adjustment, the current one 
become smaller, that results in over size of actual coding 
digit of current frame，increase transmission delay. 

This article improved algorithm of quantized value  of 
P frame in order to solve this problem: 

If 175.0 −< tt QQ , 175.0 −= tt QQ   

If 125.1 −> tt QQ , three steps are taken as follows: 

a)Firstly, assign 125.1 −= tt QQ , use equation (1) to 

work out code digit tB  of quantized tQ . 

b)If Pt RB 2>  ( PR is deleted digit from coded frame 

in buffer zone), assign Pt RB 2= , then turn to c, 

otherwise, assign 125.1 −= tt QQ  to directly finish this 
process. 

c)According to tB ，use equation (1) to calculate new 

tQ  as quantized value of current frame. 

III.  EXPERIMENTAL RESULTS AND ANALYSIS 

A.  Experiment Instruction 
Sequences are tested as five different code rates at 

9.6kbps, 28.8kbps, 33.6kbps, 44.8kbps, and 56kbps 
respectively. The benchmark: GOP height is 15, frame 
rate 3fps, and GOP height is 30 at 9.6 kbps of code rate. 
The diagram displayed below shows the testing results 
between the new algorithm and VM8 algorithm in 
MPEG-4. Compared with curve 3, obviously, new 
algorithm takes on distinct dominance in code rate line. 

Figure 1.   Image Quality of VM8 
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Figure 2.   Image Quality of improved algorithm at 33.6 kbps 

In figure 2, it displays that basketball images received 
in terminal and was very obvious that the transmission 
quality in improved algorithm is much smarter than that 
in VM8 at 33.6 kbps (typical PSTN bandwidth).  

B.  Result Analysis 
Define abbreviations and acronyms the first time they 

are used in the text, even after they have been defined in 
the abstract. Do not use abbreviations in the title unless 
they are unavoidable. 

Experiment results could be concluded from figure 1: 

TABLE I.   EXPERIMENT RESULTS 

Test 
code 
rate 
(kbps) 

Algorithm 

Actual 
code 
rate 
(kbps) 

Average 
PSNR-Y 
(dB) 

Maximum 
buffer 
delay 
(s) 

Code flow 
deviation(%)

Number 
of 
overflow

9.6 Initial 10.85 31.62 21.845 65.75 75 
Improved 9.49 32.15 2.673 31.23 0 

28.8 Initial 32.53 31.54 6.924 62.58 75 
Improved 29.07 31.64 1.151 43.00 0 

33.6 Initial 36.21 31.83 6.356 68.20 75 
Improved 33.92 32.42 1.249 41.38 0 

44.8 Initial 44.96 32.93 3.272 55.42 10 
Improved 44.47 33.65 0.506 39.12 0 

56 Initial  56.09 33.76 2.603 50.04 1 
Improved 54.88 34.59 0.55 46.21 0 

 a. Some improvement are taken into account such as 
appropriate arrangement of quantized value of I frame, 
adjustable amplitude for P frame and dynamic adjustment 
of GOP length to largely decrease delay of maximum 
buffer and avoid overflow in buffer zone. 

b. PSNR values in improved algorithm are all higher 
than those in initial one in all different bandwidths. 
Furthermore, seen from figure 1 it is observed that in 
identical bandwidth, PSNR of reestablish video in 
improved algorithm is higher and code digit is less in 
improved algorithm in the same quality of picture. 

c. Analyzed from the view of output code stream 
deviation( bD ), mean deviation of output code rate in 
improved algorithm is even smaller. 

IV.  CONCLUSION 

This article is based on the application of low 
bandwidth line，I frame code rate control algorithm is 
raised by VM8 code rate control algorithm and discussed 
in selection of initial quantized value , distribution of 
target digit, determination of quantized value. Meanwhile 
the strategy for the improvement of initial algorithm 
assigns appropriate quantized value with its change. 
Experimental results indicate that the new method 
improved control precision and whole reestablish video 
quality, and decrease the delay of output buffer. 

REFERENCES 

[1] “Information technology – coding of audio-visual objects, 
part 1: systems, part 2: visual, part 3: audio,” ISO/IEC 
JTC1/SC29/WG11, FCD 14496, Dec. 1998.J. Clerk 
Maxwell, A Treatise on Electricity and Magnetism, 3rd ed., 
vol. 2. Oxford: Clarendon, 1892, pp.68–73. 

[2] T. Chiang and Y. Q. Zhang, “A new rate control scheme 
using quadratic rate distortion model,” IEEE Trans. On 
Circuits and Systems for Video Technology, vol. 7, no. 1, 
pp. 246-250, Feb. 1997. 

[3] Dapeng Wu, Y. Thomas Hou, Wenwu Zhu, et al, “On End-
to-End Transport Architecture for MPEG-4 Video 
Streaming over the Internet,” IEEE Trans On Circuits and 
Systems for Video Technology, vol. 10, no. 6, pp. 923-941, 
Sep. 2000. 

[4] Sun Yu, and Ishfaq AHMAD, “A new rate control 
algorithm for MPEG-4 Video Coding,”Accepted by Visual 
Communication and Image Processing, SPIE, San Jose, 
Jan. 2002.. 

[5] “MPEG-2 Video Test Model 5,” ISO/IEC 
JTC1/SC29/WG11 MPEG93/457, Apr 1993. 

[6] B Zhou, X Li, “Bit rate control strategy based on MPEG-4 
standard ”, Computer Science,Vol.30,No.10,2003. 

 
 



 58

A New Penalty Function Algorithm in 
Constraints Posynomial Geometric Programming 

Jing Shujie1 , Han Yanli2 , Han Xuefeng2 
1Institute of Mathematics and Information Science, Henan Polytechnic University, Jiaozuo,China 

Email: jsj_jjj@hpu.edu.cn  
2Institute of Mathematics and Information Science, Henan Polytechnic University, Jiaozuo,China 

Email: hanyl@hpu.edu.cn,hanxuefeng@hpu.edu.cn 
 
 

Abstract—Geometric programming is a special nonlinear 
programming ,it’s application is very extensive.Using the 
existing results and characteristics of constraints 
posynomial geometric programming and penalty function 
technique, the author designs a new algorithm for 
constraints posynomial geometric programming and proves 
the convergence of the algorithm.  
 
Index Terms—constraints posynomial,geometric progra-
mming,exponent penalty function,convergent theorem 
 

I.  INTRODUCTION 

Geometric programming is a special nonlinear 
programming, it’s application is very extensive. There are 
many applied examples in economic analysis and other 
economic activities, chemical balance, the engineering 
analysis and engineering design.And the application 
examples of geometric programming are also increasing. 
However, the development of it’s theory and algorithm 
has been slow, it is because that the difficulty of 
posynomial geometric programming are mostly greater 
than zero,at the same time the theoretical and practical 
calculations of generalized geometric programming who 
belongs to DC programming and whose duality 
programming belongs to non-smooth optimization are 
very difficult. Therefore, researching the theory of 
geometric programming algorithm has great significance. 

Consider the following geometric programming: 
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where tijij dC ,0>  are any real numbers, lT are non-
negative integer. 

In [3] and [4], the author transformed the general 
constraints posynomial geometric programming problem 
into the problem (P) using the duality theory. In this 
paper, the author attempts to find a new algorithm for the 
geometric programming (SGP) using penalty function. 
Based on [3] and [4] ,the author constructs a new 

algorithm for geometric programming through the 
problem (P). 

Penalty function methods are important and more 
practical methods for solving constrained optimization 
problems. Its basic idea is transforming a constrained 
problem into a single unconstrained problem or into a 
sequence of unconstrained problem and by solving these 
unconstrained problems to solve the constrained problem. 
To use unconstrained optimization problem instead of 
constrained optimization problem, the objective function 
of the unconstrained optimization problem must be a 
proper combination of the objective function of the 
constrained optimization problem and constraint 
functions. Usually the constraint functions who construct 
a penalty item are placed into the objective function via a 
penalty parameter in a way that penalizes any violation of 
the constraints. The construction principle of penalty 
items are: if the current iteration point is not feasible, it is 
necessary for its implementation of punishment, and the 
punishment value is increasing with the improving of the 
infeasibility of the point; no penalty for feasible points. 
The role of penalty items is to force the iterative point 
closer and closer and finally in the feasible domain with 
the progress of iteration. Constructing different penalty 
items corresponds different penalty function methods. 
Therefore, research on the different penalty items has 
important theoretical and practical value. 

Consider the following constraints positive define 
geometric programming  P: 

        Minimize  ( )xf  
       subject to  0, >= xbAx   ,  

where 
)(lnlnln)(
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pdxexexxxCxf
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where 1m − is the dimension of the optimization 

variable t ， (1,0, ,0)T mb R= ∈ ， 

( ) nT
l Re ∈= 0,,0,1,,1,0,,0

， 0,1, ,l L= ,  
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that is the lT components of le  are  1 from 

the ∑
−

=

+
1

0

1
t

k
kT component to ∑

=

t

k
kT

0
 component ， the 

remaining components are 0. 
In [1],the author refer to the function 
( ) ( ) )(, xxfxL µαµ += as the auxiliary function, 

where penalty item α  is of the form 

∑ ∑
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)(α  and p is a positive 

integer and 0>µ  is a pe0ired of references [5] and [6], 
we use good natures of the exponent functions to 
construct a class of new penalty function. In section 2 , 
we constructs the new penalty function and gives the 
corresponding algorithm. In section 3, in the weaker 
conditions convergence theorem of the algorithm and its 
proof are given. 

II.  NEW PENALTY FUNCTION AND ALGORITHM 

A.  New penalty function 
We select exponent function as penalty function, as 

follows: 

         ∑ ∑
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Then auxiliary function is  

       
( ) ∑ ∑

=

+++

=

−−+=
m

i

TTT

j
ijij

L

bxaxfxL
1

2

1

1exp),(
10

µµ
 

B.  Algorithm  
 To figure axis labels, Initialization Step  Let 

0>ε be a termination scalar. Choose an initial 
point 1x ,a penalty parameter 01 >µ ,and a scalar 

1>β . Let 1=k , and go to the Main Step. 
 Main Step  

a)  Starting with kx ,solve the following problem: 
Minimize   ( ) ( ) )(, xxfxL kk αµµ +=   

Let 1+kx  be an optimal solution and go to Step b. 

b)   If  εαµ <+ )( 1kk x  or ( ) εµ <∇ + kkx xL ,1
 , stop: 

otherwise, let kk βµµ =+1 , replace k  by 1+k ,and go to 
Step a. 

III.  CONVERGENT THEOREM 

A.  Lemma 
Suppose that hf ,  are continuous functions on 

nR .Let ( ) ( )[ ]∑
=

−=
l

i
i xhx

1

21expα ,and suppose that 

for each µ ,there is an nRx ∈µ such that 

( ) ( ) ( )µµ µαµθ xxf += .Then, the following 
statements hold true: 

               1. ( ) ( ){ } ( )µθ
µ 0
sup0:
≥

≥=xhxfInf , where 

( ) ( ) ( ){ }xxf µαµθ += inf . 

        2. ( )µxf  is a nondecreasing function of 

0>µ , ( )µθ  is a nondecreasing function of 

µ ,and ( )µα x  is a nonincreasing function of µ . 
Proof   

Consider feasible point x , then ( ) 0=xα .        
Let 0≥µ ,then 
( ) ( ) ( ) ( ) ( ){ } ( )µθµαµα =∈+≥+= Xyyyfxxfxf :inf . 

Thus, ( ) ( ){ } ( )µθ
µ 0
sup0:
≥

≥=xhxfInf . Statement 1 

follows. 
To establish Statement 2, let µλ < . 

By the definition of ( )λθ  and ( )µθ , we have  
                     ( ) ( ) ( ) ( )λλµµ λαλα xxfxxf +≥+  (1)            
                     ( ) ( ) ( ) ( )µµλλ µαµα xxfxxf +≥+   (2)               
Adding these two inequalities and simplifying, we get  
                      ( ) ( ) ( )[ ] 0≥−− µλ ααλµ xx  . 

Since µλ < ,  

then ( ) ( )µλ αα xx ≥ .  

It then follows from (1)  that ( ) ( )λµ xfxf ≥  for 

0≥λ . 
By adding and subtracting ( )µµα x  to the left-hand side 
of (1), we get 
( ) ( ) ( ) ( ) ( )λθαµλµα µµµ ≥−++ xxxf . 

Since µλ <  and ( ) 0≥µα x , the above inequality 

implies that ( ) ( )λθµθ ≥ .This completes the proof. 

B.  Theorem 
Consider Problem P: where hf ,  are continuous 

functions on nR . Suppose that the problem has a feasible 
solution.Furthermore, suppose that for each µ  there 

exists a solution nRx ∈µ to the problem to minimize 

),( µxL ,and that { }µx  is a contained in a compact 

subset of nR .Then  
         

( ) ( ){ } ( ) ( )µθµθ
µµ ∞→≥

=== limsup0:
0

xhxfInf Further

more, the limit 
_
x  of any convergent subsequence of 
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{ }µx  is an optimal solution to the Problem P, and 

( ) 0→µµα x  as ∞→µ .  
Proof 
     By Part 2 of Lemma, ( )µθ is monotone, so that 

( ) ( )µθµθ µµ ∞→≥ = limsup 0 . 

 We first show that  ( ) 0→µα x  as ∞→µ . Let 1x  be 

an optimal solution to the problem to minimize ),( µxL  
for 1=µ .  

If ( ) ( ) ( )[ ] 21 1 +−≥ xfyfεµ , then  we have 

( ) ( )`1xfxf ≥µ . 

    We now show that ( ) εα µ ≤x .By contradiction, 
suppose that ( ) εα µ >x . Noting Part 1 of Lemma , we get   

( ) ( ){ } ( ) ( ) ( )
( ) ( ) ( ) ( ) ( ) ( )yfxfyfxfxxf

xxfxhxfInf

>+−+>+≥

+=≥=

εµα

µαµθ

µ

µµ

2

0:

111

The 

above inequality is not possible in view of the feasibility 
of y .Thus ( ) εα µ ≤x  for 

( ) ( ) ( )[ ] 21 1 +−≥ xfyfεµ .  
Since 0>ε  is arbitrary, ( ) 0→µα x  as ∞→µ . 

Now let { }
k

xµ
 be any convergent subsequence of { }µx , 

and let 
−

x  be its limit.  
Then 

( ) ( ) ( ) ( ) ( )
kkk

xfxxf kk µµµ
µ

αµµθµθ ≥+=≥
≥0

sup Since 

−

→ xx
kµ

 and f  is continuous, hence ( ) ⎟
⎠
⎞

⎜
⎝
⎛≥
−

≥
xfµθ

µ 0
sup  

(3)  

Since ( ) 0→µα x  as ∞→µ , 0=⎟
⎠
⎞

⎜
⎝
⎛ −

xα ; that is 
−

x  is a 

feasible solution to the Problem P. In view of (3) and Part 

1 of Lemma, it follows that 
−

x  is an optimal solution to 
Problem P and that ( ) ⎟

⎠
⎞

⎜
⎝
⎛=
−

≥
xfµθ

µ 0
sup . 

Note that  ( ) ( ) ( )µµ µθµα xfx −=  as 

∞→µ , ( ) ⎟
⎠
⎞

⎜
⎝
⎛→
−

xfµθ  and ( ) ⎟
⎠
⎞

⎜
⎝
⎛→
−

xfxf µ
 Then  

( ) 0→µµα x  as ∞→µ . This completes the proof. 
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Abstract—Solar power has become the fastest growing and 
most widely application in the view of solar energy 
application. A novel stand-alone photovoltaic system 
topology is proposed in this paper, in which push-pull 
output circuit is adopted. The system consists of battery 
array, CUK charger,    battery, boost transformation and 
inverter. Charging strategy based on the battery current 
regulation principle is adopted in CUK charger, by the way 
which proposed, a 100% battery state of charge is reached 
in shorter time. Boost topology using push-pull structure 
transformation. Closed-loop control method is simple and 
effective; it is conducive to reducing the system volume and 
further improves efficiency.  
 
Index Terms—Solar, stand-alone photovoltaic, inverter, 
topology 

I.  INTRODUCTION 

With the increasing human demand for energy, fossil 
energy reserves are becoming exhausted, while the use of 
fossil fuels has brought serious consequences to the 
human environment. In the world today, with the energy 
crisis and all kinds of soaring energy prices, every 
country have looked into the renewable energy. Solar is 
undoubtedly the most impressive in all kinds of 
renewable energy resources. Solar energy shows 
superiority on many aspects, such as a reserve of 
"infinity," the universality of existence and utilization, the 
economic efficiency revealed gradually and so on. Its’ 
exploitation is a effective approach to resolve the energy 
shortage, the environmental pollution , the greenhouse 
effect and other problems ultimately caused by the energy 
of conventional energy, especially fossil energy .It is a 
ideal substitute energy of human ,as in [1]. 

 
 
 
 
 
 
 
 

At present, in the stand-alone photovoltaic power 
generation system, the universal adoption of the structure 
is shown in Fig. 1. First, collect solar energy using solar 
cells, then charge battery through the DC / DC converter. 
As the voltage of storage battery is too low, which often 
can not meet the requirements of inverter, so it still needs 
a boost converter to raise the DC voltage .And finally 
transform the DC into the 220V/50Hz AC through the 
inverter for users. 

II.  SYSTEM DESIGN AND WORKING PRINCIPLE 

As the design is independent of type of photovoltaic 
conversion system, it is essential part of the battery by 
adding a DC / DC converter (charger) to achieve the 
maximum power point tracking and battery charge and 
discharge management between the solar cells and 
batteries. As the battery voltage is low, can not meet the 
requirements of the DC bus voltage inverter, need to join 
a boost circuit to increase the DC voltage between the 
input of the battery and inverter. Therefore, with the final 
inverter, the output from the solar cell output to the 
system, solar energy through the three transformation, 
namely DC / DC conversion, boost conversion, inverter, 
as in [1-3]. 

Therefore, the design use this more traditional three-
tier systems architecture, system block diagram shown in 
Fig. 2. This architecture is characterized by reliable, 
independent control of a simple, easy system of modular 
software and hardware design. 

 
 
 
 
 
 
 
 
 

 
 
 
A.  Topological charge 

In this paper the design of the independent operation of 
photovoltaic conversion system, with the need for battery 

 
Figure1. Stand-alone photovoltaic power generation system 

block diagram 

 
Figure2. Stand-alone photovoltaic power generation system 
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storage of solar energy to prepare for the case without the 
use of sunlight, the battery becomes an essential system 
component. As the battery voltage of the solar cell when 
maximum power is greater than the selected voltage, so 
this paper based on CUK circuit (shown in Fig. 2) for 
photovoltaic power generation system MPPT charge 
control strategy, and the solar cell board output in series a 
diode VD1, to prevent the battery's energy to the solar 
cell anti-irrigation and damage PV panels.  

 
 
 
 
 
 
 
 
 
 

 
Fig. 3 shows the photovoltaic battery charging strategy 

of basic idea, which C1, C2, C3, Cn for the battery 
charging rate; C for the battery capacity (Ah); V for the 
battery charge voltage； SOC for the battery factory real-
time capacity and the percentage of rated capacity, It 
reflects the relationship between the battery charge 
voltage and battery level status of the capacity, as in [4-
5]. Charge control process is as follows. 

1）  Use current sensors continuously detect the actual 
battery charge current, if the current is less than the 
maximum allowable charge current setting (initial setting 
value C/100, C is battery capacity), then call the MPPT 
process to achieve the maximum use of solar energy; or 
by adjusting the DC / DC open circuit switch duty cycle 
to limit it is not greater than the maximum allowed 
charging current set value. 

2)  Using voltage sensors continuously detect the 
battery voltage at both ends and compared with the 
overshoot voltage, when it is greater than the set value of 
overcharge voltage, reduce the maximum allowable 
charge current set value, and repeat the process 1). 

3)  When setting the maximum allowable charge 
current decreases from C/10 to C/100, and reached the 
overcharge voltage point, it shows that the batteries is full 
and should end of the process. 

4)  When the battery charge current to C/100, maintain 
a small current charging the battery in order to 
compensate for battery self-discharge losses. When the 
detected power is re-allowed to the maximum current to 
the battery is charging. 

The traditional control strategy charged photovoltaic 
system, only used in the fast-charge stage MPPT control, 
but the system is, whether for which charge stage, as long 
as the actual charge current is not greater than the 
maximum allowable charge current setting, that is, can be 
used MPPT charge control, which makes the utilization 
of solar array output power can be greatly enhanced. The 
charge control can not only make full use of the PV array 
output power, and combined with MPPT technology 

allows short period of time can make the battery fully 
charged state to prolong battery life. 

B.  Boost topology change 
Boost voltage can used by a Boost converter, push-pull 

converters, full bridge converter, half-bridge converter 
and two-transistor forward converter and so on. Boost is 
not an input-output isolation and the other five were 
isolated in the converter, so the Boost converter is 
excluded in order to achieve step-up and isolation. Full 
bridge, half bridge, two-transistor forward converter are 
relatively the occasion high pressure to low pressure 
change, but the system input is the battery voltage while 
the output is AC 380V, the input side of the lower voltage 
and current greater than some converters they are not 
suitable. So only the most suitable for such low voltage 
high current input and large output and can play an 
electrical isolation of the push-pull converter. 

Transform part of the step-up in Fig. 2 shows, the 
push-pull side of the current, input from the battery 
supply voltage full-bridge side as the output DC high 
voltage bus connected. At the boost mode, VT2, VT3 
work as a switch, VD3 to VD6 work as a rectifier worked 
for the whole bridge, because the presence of L, VT2, 
VT3 duty cycle must be bigger than 0.5, that is, VT2, 
VT3 can overlap the work of conduction. Assume that all 
switches and tubes, diodes are ideal devices, all the 
inductors, capacitors, transformers are ideal components, 
and the transformer secondary winding turns of the two 
equal, that is, W31 = W32. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig. 4 shows how it works in a switching cycle T.  
1）  0 ~ t1 stage 
At time 0, VT3 and VT2 turning, transformer primary 

being in short-circuit condition, the inductor current flow 
through W2, VT3, and W1, VT2 is turning at the same 
time due to the coupling end of W2 and W1 of the non-
coupling side flows to the coil, when the synthesis of the 
two primary coil magnetic potential is zero, core 
magnetic state of the same, no induction coil potential, 
push-pull input voltage Uin added to the L3, the inductor 
current rise, inductive energy storage, the inductor current 
reaches the maximum when t1 while output voltage 
decline. 

2）   t1 ~ T/2 stage 

 
Figure3. Battery charging strategy principle 

 
Figure4. Boost working waveform 
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At time t1, VT2, the inductor current constitute a loop 
through W2, VT3, then the core is magnetized, induction 
EMF Ew2 generated by W2 coupling is positive, as a 
result, VD4 and VD5 is turning and the output voltage 
rise. 

3）  T/2 ~ Ton stage 
At time T/2, VT2 and VT3 still turning, transformer 

primary is short circuit and inductance store energy, the 
working state of this period is similar to the 0 ~ t1 stage.  

4）  Ton ~ T stage 
At time Ton, cutoff VT3 but VT2 still turn on, the 

inductor current flow through W1, VT2 , the core is 
demagnetized, inductor current down, the working state 
of this period is similar to the t1 ~ T / 2 stage. 

By V second of the inductor in a half cycle points to 
zero, the circuit's input-output relationship are as follows: 
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D is VT2 and VT3’s duty cycle. 

D.  Inverter topology options 
Common topologies of inverter are full bridge and half 

bridge. Full-bridge inverter circuit characteristics are 
suitable for high-power, high-voltage input places, while 
it also has the advantage of high DC voltage utilization. 
Considering a higher utilization ratio of DC voltage, so 
this system uses the full-bridge inverter circuit. As a 
classic inverter circuit, the principle of the full-bridge 
inverter circuit had detailed in a number of specialized 
books, so this paper will not repeat them. 

In addition, the capacitor C5 as the connection with the 
inverter and DC step-up transformation (Dclink link), 
whose main role is to maintain the input voltage of 
inverter is 380V approximately, in order to ensure the 
output is 220V/50HZ AC. 

Ⅲ.  CONTROL STRATEGY 

The topology mainly included two parts, the former 
DC-DC converters and the latter DC-AC inverter, the part 
of the DC-DC including CUK transform and step-up 
transform while the CUK part makes maximum power 
point tracking (MPPT). A detailed analysis of two-tier 
control theory is as follows: 

 
 
 
 
 
 
 
 
 
 
 
 

The flow chart of CUK converter control section is 
shown in Fig. 5. The A / D sampling by the solar array 
output voltage and current compare with previous voltage 
and current then according to MPPT control algorithm 
get the reference voltage at optimum operating point, then 
subtract the reference voltage and output voltage from A / 
D sampling of solar array, let the output through a 
proportional integral part, and then compare with the 
output and a fixed frequency triangle wave to get a PWM 
control signals, and finally the PWM control signals 
control CUK converter switch state through the drive 
circuit; while the step-up change is also controlled by 
adjusting the duty cycle of switch to achieve, so it is not 
discussed here. 

 
 
 
 
 
 
 
 
 
 
 
 

 
Fig. 6 is for DC - AC inverter control part of control 

chart. DC-AC tracking control DClink to maintain a 
constant output voltage, output voltage of DClink set here 
constant value is 380V. Subtract Dclink reference voltage 
and Dclink actual voltage get from the A / D sampling, 
and then get through a proportional integral part get DC-
AC inverter output current amplitude I0 , and then 
inverter output current vector Iref will be obtained by 
multiplying a given reference unit sinusoidal signal sinωt 
and I0, then subtract the Iref and Iout from A / D 
sampling ,let the output through a proportional integral 
part, then add to the given reference voltage signal Vs, 
then compare with the output and a fixed frequency 
triangle wave to get a PWM control signals, and finally 
the PWM control signals control the DC-AC inverter 
switch state through the drive circuit, as in [6-8]. 

Ⅳ.  SIMULATION AND EXPERIMENTAL 
VERIFICATION 

In order to verify the proposed topology and control 
strategy is effective, according to Fig.  2 the main circuit 
topology and Fig. 5 and Fig. 6 Control system block 
diagram ,we can simulate and experimental study the 
system. 

Experimental test system is shown in Fig. 7, solar cell 
array consists of eight 50W polysilicon solar array in 
series, the open circuit voltage of which is about 170V or 
so, and it’s rated input power is 400W. On the input side , 
we use an ammeter and a voltmeter to measure the input 
voltage and current of solar cell; on the output side we 
use FLUKE 43B power quality analyzer to detect 
parameters and waveforms of the output AC voltage and 
current of the inverter. Since the output AC current value 

 
Figure5. DC-DC control flow chart 

 
Figure6. DC-AC control flow chart 
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is too small, we adopt the measurement with the current 
probe around 8 turns. 

 
 
 
 
 
 
 
 
 

 
At 11:00 am the inverter output experiment waveform: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Test results are that the inverter's input voltage is 122V 

and input current is 2.0A, and its input power is:   
WPin 2442122 =×=  

Fig. 8, Fig. 9 and Fig. 10 respectively are the output 
voltage and current waveforms, the output current 
harmonic analysis of maps and the power factor. Seen 
from the Fig. 8, the inverter’s output voltage is 
230.9V,output current is 6.23/8A and output power is:   

WPout 2.181
8

1045.1 3

=
×

=  

Therefore, the inverter efficiency is: 
74.0244/2.181P/P outin1 ===η  

As can be seen from Fig. 9 and Fig. 10, inverter output 
power factor is 0.97 and the fundamental component of 
output current take the total current 99.6%. It can be said 
inverter output power quality is satisfactory. 

 
 
 
 
 
 
      
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

MPPT control results are shown in Fig. 11 and Fig. 12. 
Fig.  11 shows the voltage tracking control results of the 
solar array at the control of MPPT from 8 am to 17 
pm .As is shown in the chart, most of the time the best 
operating point voltage of the solar cell has no obviously 
change. Fig.  12 shows the tracking control results of 
output power of the solar array. We can be see that the 
output power varies equably with time (light intensity) , 
and the maximum output power occurs at about 12:00. 

Comparing the maximum power tracking control 
results described above with the measurement data of 
output characteristics of solar arrays to, the results shows 
that the output power of the solar array with MPPT 
control and the maximum power voltage by measuring 
volt-ampere characteristics of solar arrays is equal 
basically. we use FLUKE 43B power quality analyzer to 

 
Figure7. Sketch map of testing 

 
Figure8. Output voltage and current waveforms 

 
Figure9. Stand-alone photovoltaic power generation system

 
Figure10. Harmonic analysis of output current 

 
Figure11. Changing course of PV voltage with MPPT 

control 

 
Figure12. Changing course of PV power with MPPT 

control
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detect parameters and waveforms of the output AC 
voltage and current of the inverter. And the result shows 
that the output power quality is good. 

Ⅴ.  CONCLUSION 

This paper presents a new type of push-pull output 
independent PV power circuit topology, which uses 
SPWM modulation and closed loop control strategies. 
Through modeling and simulation and experimental study, 
the results have shown that the theoretical analysis is 
correct, and verified that we can get the 220V/50HZ 
stable power by this method. 
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Abstract—Interval matrix based on AHP is typical security 
assessment model and wide utilization in all fields. How to 
generate interval reasonable and confidence interval is 
scarcely. With the help of expectation and entropy of the 
backward cloud to construct a certain confidence interval 
matrix [Ex-3En, Ex+3En], the paper proposed a model of 
fuzzy comprehensive evaluation matrix with confidence 
interval. This model has been applied to our design security 
assessment tools. Application shows that the model is 
effective generation interval matrix, and can avoid the 
uncertainty of interval matrix and theoretical proof that 
interval matrix with the 99.74% confidence. 
 
Index Terms—Security Assessment, AHP, interval matrix, 
confidence interval, backward cloud  

I.  INTRODUCTION 

AHP (Analytic Hierarchy Process) is mainly 
qualitative and quantitative evaluation model for multi-
objective, multi-criteria security assessment, not only to 
provide a simple and effective decision making, but also 
is currently the major traditional security/risk assessment 
methods [1]. Traditional AHP method is concerned with 
the experts, in the judge matrix generation process, 
uncertainly of expert parameter seriously and expert 
subjective assessment affected the accuracy of the 
conclusions, credibility of the results. Scholars to carry 
out a series of studies on shortage of judge matrix. [2, 3] 
put forward interval matrix to improve Matrix defects 
caused by human factors. [4] developed seven kinds of 
evaluation criteria to increase objectivity of judge matrix. 
[5] using the accumulation factor gives the weight of 
each index, from a purely quantitative point of view sort 
the results are given, better to avoid bias caused by 
subjective factors. With the help of fuzzy assessment 
method is good at handling imprecise and ambiguous 
information, [6] proposed information security risk 
assessment method based on AHP and fuzzy 
comprehensive evaluation. [7] pointed out that the 
judgments given by experts to determine the value of the 
table is not linear, but the relative importance of any two 
interval-valued form which on this basis by Sugihara, 
Maeda and Tanaka's interval model. 

Although the AHP has done a lot to improve, but the 
establishment of interval matrix is still constrained by the 
expert subjectivity. In short, there are still plenty of 

shortcomings in AHP and its improved algorithm. 
1) Credible of interval matrix. Most of the algorithms 

used nonlinear interval matrix to describe the uncertainty 
of expert, but in how to generate interval matrix and 
interval matrix on the credibility of quantitative research 
does not give the corresponding results. 

2) The random and fuzzy of assessment parameters. 
Although the above algorithm to a certain extent make 
up for shortage of AHP, but judge matrix parameters and 
the interval matrix is still man-given, there is still 
considerable ambiguity and randomness, and thus 
influence the calculation results. 

How to resolve the uncertainty caused by experts 
assessment and how to generate a credibility interval 
matrix, based on backward cloud , this paper proposed a 
confidence interval of fuzzy comprehensive evaluation 
matrix model  to achieve above two shortage. 

II.  SCHEME  

A. Concept 
Cloud [8] is an effective tool in uncertain transforming 

between qualitative concepts and their quantitative 
expressions. 

Cloud , set U is a value space that  expressed in 
precise quantitative, X U⊆ ,T is qualitative spatial 

concepts on space U, if the element x ( x X⊆ ) there 
exists a stable tendency of random numbers ( ) [0,1]TC x ∈ , 
called the X is degree of membership on T,  denote 

( ) : [0,1], ( ), ( )T TC x U x X X U x C x→ ∀ ∈ ⊆ → , the concept 
of T from the space  U to the [0,1] mapping the 
distribution of the data interval, called the cloud. 

Cloud (Ex, En, He) is one-dimensional cloud which 
representation with the expected value Ex, entropy En, 
hyper entropy He, reflects the qualitative features of the 
concept of quantitative. Backward cloud is an algorithm 
which can convert qualitative concepts into quantitative 
values. 

confidence interval, set ( , )F x θ  is the distribution 
function of X, setθ  is a location parameter on X, θ ∈Θ  
(Θ is all possible values), for a given value (0 1)α α< < , 

1 2( , , , )nX X Xθ θ
− −
= and 1 2( , , , )( )nX X Xθ θ θ θ

− − −

−
= < are  two sample of 

X , if the two statistics meet 
1 2 1 2{ ( , , , ) ( , , , )} 1n nP X X X X X Xθ θ θ α

−

−
< < ≥ − , so [ , ]θ θ

−

− is interval 
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Figure 2.  Backward cloud assessment model . 

which the confidence level is 1 α− ,for short confidence 
interval. 

Confidence interval remedies for the accuracy of 
deficiencies that concept of a single qualitative convert 
into the concept of a single quantitative. From the point 
of view to judge, if a given parameter is a confidence 
interval on the parameters, judge matrix is made more 
objective and credible. From the number of cloud 
features known that the concept of entropy reflects the 
uncertainty of qualitative, which is a range of acceptable 
size that qualitative concept can be described in domain 
space. Statistics show that interval[ 3 , 3 ]x n x nE E E E− +  is best 
description to qualitative concepts, in this paper also uses 
[ 3 , 3 ]x n x nE E E E− +  as confidence interval. 

B. Idea and soluation 
Use all experts assessment parameter as cloud droplets, 

based on backward cloud generator; we can get three 
figures to describe the characteristics of clouds. Then use 
[ 3 , 3 ]x n x nE E E E− +   we can get a confidence interval .Based on 
confidence interval, and use fuzzy comprehensive 
assessment model, we can get a judge evaluation interval 
matrix. Make this judge parameter is not a linear, 
certainty but reflects range of qualitative concept and 
nonlinear interval parameters. 
     After get interval comparison matrix, we should 
converter interval comparison matrix to the general 
comparison matrix. Use paper [2] method, this paper 
proposed a digital approximation program to create judge 
matrix. At the same time, if judge matrix consistence can 
not be satisfy ,then need two strategies to adjust matrix 
with maximum value of CI(Consistency Index) based on 
single order and total order. 

Therefore, based on confidence interval of fuzzy 
comprehensive assessment matrix model, digital 
approximation program and automatically adjust the 
Matrix program together constitute the qualitative and 
quantitive model. Show in Figure 1. 

 

Figure1：Backward cloud assessment model 

C. Fuzzy Comprehensive Assessment Matrix Model 
In the risk assessment based on backward cloud 

algorithm, how to generate fuzzy comprehensive 
assessment matrix with confidence interval is a key 
algorithm of the model. At the comparison matrix is 
constructed, the first thing is to collect experts, 

administrators, technicians judge parameters based on 
two objects comparison. Second, human factors in order 
to minimize the uncertainty, using reverse cloud 
generator for Cloud (Ex, En, He). Then introduce 
confidence intervals to enhance the credibility of the 

judge matrix. As shown in Figure 2. 
Based on interval number of fuzzy comprehensive 

assessment matrix model, making quantitative 
assessment of experts on indicators is not a specific score, 
but the non-linear range interval, such as the 
form [ ]ijijij ula ,= . In this solution, compared parameters 
falls within the range of 99.73% confidence level interval, 
namely: [ ] [ ]nxnxijijij EEEEula 3,3, +−== .Algorithm flow is 
as follows: 

Algorithm, Fuzzy Comprehensive Assessment matrix 
generate algorithm based on Confidence intervals  
     Input  N experts have given judge matrix samples  
     Output a confidence interval of the fuzzy 
comprehensive assessment matrix 
    1) First obtain N experts’ judge matrix samples 

  ( 1,2,... )ix i n= ; 
2) Use corresponding parameters sample as cloud 

droplets, and calculate average value uses formula (1) 

1

1 N

x i
i

E x
Nx

−

=

= = ∑        (1) 
 The value is Ex that expectation of convert qualitative 

concepts into quantitative values. 
   3) Calculate first order central moment and the sample 
variance use formula (2), formula (3). 

1

1 N

i
i

B x x
N

−

=

= −∑                               (2) 
2

2

1

1 ( )
1

N

i
i

S x x
N

−

=

= −
− ∑

                           (3) 
 

4) The calculation reflects the fuzziness and 
randomness of entropy uses formula (4). 

2E ( / 2)n Bπ= ×                                     (4) 
5) Calculate entropy uses formula (5). 
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12 2 2( E )e nH S= −                               (5) 
6) Use [ ] [ ]nxnxijijij EEEEula 3,3, +−==  generates interval 

matrix parameters. . 
     So, based on backward cloud, we can generate a 

confidence interval of the fuzzy comprehensive 
assessment matrix. 

Ⅲ.APPLICATION AND PROOF 

A. Application 
Zhengzhou Key Laboratory of Computer Network 

Security Assessment proposed a multi-level data fusion 
and analysis of the hierarchical assessment model, from 
11 categories and 36 items, to assess host security 
situation [9]. To the common service as an example, 
using this algorithm to construct fuzzy comprehensive 
evaluation matrix based on confidence interval. Suppose 
three experts give follow judge matrix based on the 
impact of the service version, service hole and security 
configuration three aspects, As follows: 

1 1/5 1/3 1 1/4 1/2 1 1/4 1/4
5 1 3   4 1 4   4 1 3
3 1/3 1 2 1/4 1 4 1/3 1

⎛ ⎞ ⎛ ⎞ ⎛ ⎞
⎜ ⎟ ⎜ ⎟ ⎜ ⎟
⎜ ⎟ ⎜ ⎟ ⎜ ⎟
⎜ ⎟ ⎜ ⎟ ⎜ ⎟
⎝ ⎠ ⎝ ⎠ ⎝ ⎠

 

Though above algorithm, we can obtain En matrix and 
Ex matrix. As follows: 

1 0.233 0.361 0 0.028 0.116
Ex= 4.333 1 3.333            En= 0.557 0 0.557

3 0.305 1 0.835 0.046 0

⎛ ⎞ ⎛ ⎞
⎜ ⎟ ⎜ ⎟
⎜ ⎟ ⎜ ⎟
⎜ ⎟ ⎜ ⎟
⎝ ⎠ ⎝ ⎠

 

Based on Ex and En, using  [ ]3 , 3x n x nE E E E− +  interval, 
we can construct a fuzzy comprehensive evaluation 
matrix with confidence interval, as follows: 

[1 1]            [0.150 0.317]       [0.013 0.709]
 [2.663 6.004]   [1 1]    [1.663   5.004]

[0.494  5.506]   [0.167  0.444]    [1 1]

⎛ ⎞
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎝ ⎠

 

Then with reference [3] to make a consistently 
approximate general digital judgment matrix, as follows: 

1 0.121 0.359
8.23 1 2.95
2.79 0.339 1

⎛ ⎞
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎝ ⎠

 

Finally, uses AHP process ,do not adjust matrix as 
CR= 1.32009E-8 <0.1, we gain approximate weight of 
every elements on common service as follows table 1： 

Table1. shows the weight result 

common service weight distribution  
version hole configuration 
0.083 0.685 0.232 

Examples show distribution results are conform to 
reality. So, the algorithm can effectively generate an 
interval matrix with certain degree possible, and can 
reflect uncertainty degree of expert parameter subjective. 

B. Proof 
Set (1 )α− as an uncertainty degree of confidence, 

due to cloud obey normal distribution of 2( , ( ) )x nN E nE , so 
with the central limit theorem can be obtained: 

2
2

2

2 2

1lim 1
2

tZx
Z

n

X Ep Z e dt
E

α

α α
α

π

−

−

−

⎧ ⎫−⎪ ⎪≤ = = −⎨ ⎬
⎪ ⎪⎩ ⎭

∫
 

xE  , where X
−  is the unbiased estimate, and there 

is ~ (0 ,1)x

n

X E N
E

−

−
. The x

n

X E
E

−

−
 obey distribution (0,1)N  

does not depend on any unknown number, according to 
the definition of the standard normal distribution 
1 α− as follow: 

2
1x

n

X Ep Z
E α α

−⎧ ⎫−⎪ ⎪≤ = −⎨ ⎬
⎪ ⎪⎩ ⎭  

Where 2
Zα  is the standard normal distribution of the 

bilateral point position. 
So we get a confidence interval 

2 2
[ , ]n nX Z E X Z Eα α

− −

− +  of 
xE with  1 α−  confidence level, in order to facilitate 

data processing, making 2
Zα  as integer value, by the look-

up table, we can get 2
0.0026 3Z Zα = = . So get a confidence 

interval with 0.9974 confidence level. Also because X
−

 is 
an unbiased estimate of xE  , the interval can be changed 
[ 3 , 3 ]x n x nE E E E− + .Proof is completed. 

Ⅳ.CONCLUSION  

Due to subjective of human structure matrix 
parameters and thinking of expert’s random, resulting in 
assessing parameter uncertainty. Therefore, this paper by 
the help of expert group judge and cloud theory, from 
confidence interval view, proposed a cloud-based inverse 
matrix generation program, and gives the key to 
confidence intervals based on fuzzy comprehensive 
evaluation matrix generation algorithm. Greatest 
contribution of this Paper is that how to generate interval 
comparison matrix with a degree of 
confidence .Application and proof show that this 
program is feasible, and the interval matrix with 99.73% 
confidence level, thus better solve the credibility 
problem of interval matrix. 
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Abstract—This article studies the performance optimization 
of the large-scale cluster system by the performance test for 
Dawning Tiankuo high performance cluster system. The 
efficiency of this system is exhibited through the test and 
analysis for this cluster system by running the test software 
in different parallel environment. Results prove that the 
high performance computer cluster has acceleration 
function and stability. These results offer a foundation for 
the exploiture and study. 
 
Index Terms—-performance, PCG, parallel computing, 
MPI, Open MP, PGI 

I. INTRODUCTION 

With the development of scientific, research, 
researching objects are becoming ever more complicated. 
Especially in that numerical simulation, because of 
researching model becoming more complicated, 
emulation of data and calculating quantity is becoming 
more and more. In the face of enormous calculated load, 
make use of cluster system and parallelism resolving the 
calculating time is a ideal schemes [1]. 

For large-scale numerical calculation in the project and 
shorten scientific period, we purchase Dawning series 
large-scale parallel calculate cluster system. For testing 
work calculating capacity of this system, implementing 
frequently-used large scale linear equations parallel 
algorithm, testing and analyzing the calculated time of 
different parallel models and its functions, adopting 
optimize measure. 

 II.  SYSTEM HARDWARE ARCHITECTURE 

The function of computer system lies on the 
distribution of its software and hardware. Before 
target-oriented optimizing system, we need understand 
the composition of computer’s software and hardware. 

A  Distribution of Hardware 
At present there are many kinds of large scale parallel 

computer system, many Dawning high performance 
computer have sky-high calculating speed. but these 
computer hardware are expensive, managing and 
maintenance cost much, ordinary institution is hard to 
bear all the costs. With the development of network 
technique, many computers are connected together 
through network, the methods of parallel calculation 
consisting with cluster system are becoming a 
development tendency of parallel computer. There are 
two ways to Construct cluster system :one is to make use 

of LAN technology connecting many computers and 
servers together, this way may make the best of 
computing resource in LAN (Local Area Network) and 
decreasing cluster system cost, Another way is to make 
use of  professional Net and connect server optimized to 
cluster system. The cost of this way is too high, but 
compare with before, it is possessed of higher 
computational efficiency and larger communications 
network and lower time delay of data communication and 
more stable system service. Dawning Tiankuo is a kind 
of high-end product in Tiankuo series Server. Its VLAN 
(Virtual Local Area Network) configuration is shown in 
table I. 

 This system has 35 compute nodes in number 
including two I/O nodes, and its theoretical compute peak 
value of floating-point arithmetic can come up to 2.9 
trillion times  per second, Internal memory of this 
system is up to 560GB, total capacity of storage is up to 
10 TB. 

B  Software Platform 
Operating system of every node in this system adopt 

Suse Enterprise Server 10, making use of Gridview 2.0 
serve as job scheduling system, and in order to carry on 
convenient scientific calculation, this system install 
current math library for example ACML、LAPACK、

ScaLAPACK、BLAS、GOTO、Atlas、FFTW and so 
on. In order to improve performance about concurrent 
compiler, this system install the compiler as Intel C++、
Fortran etc. In addition this system also install current 
frequently-used parallel environment in parallel 
computing fields like OpenMp and MPI. 

 

TABLE I.  CLUSTER SYSTEM HARDWARE CONFIGURATION 

Node 
type 

N
o
d
e 

CPU type 
CPU 
numb
ers 

mem
ory Hard disk 

comp
ute 

node 

3
0 

Intel Xeon E5
530 four 

nuclear 64bit 
processor 

2 16G 
146GB 15000R

PM hot 
plugSAS 

mana
geme

nt 
node 

1 

Intel Xeon E5
530 four 

nuclear 64bit 
processor 

2 16G 
146GB 15000R

PM hot 
plugSAS 

SMP 
big 

node 
2 

Intel Xeon 74
40 four 

nuclear 64bit 
processor 

2 32G 
300GB×2 15000

RPM hot 
plugSAS 
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Ⅲ.  PARALLEL COMPUTING CAPABILITY JUDGE 
STANDARD 

Want to test the capability of the cluster system, it 
needs to judge standard. Universal method is to record 
response time α  of running program in different 
environment and compute the speed-up ratio pS  and 
parallel efficiency pE  and obtain a testing result.  

A   Response Time  
The main standard of testing computing capability is 

time. Response time is also called turnaround time, it 
means spending the full time about completing a task. Its 
formula is 

/c I ot tα = +                                (1) 

In this formula, ct  is the time about a program of 
CPU. It contains user CPU et  executive time and 
system CPU time st  operating system’s spending. /I ot  
is I/O time of system, it contains the I/O time of input 
/output unit and the exchange time about the page of  
auxiliary memory and main memory as well as the time 
of internetwork communication. Because of continually 
exchanging data between different nodes in the process 
of executing the task of cluster system, internetwork 
communication usually is the most important factor in 
program efficiency. For this reason, if it wants to cut 
down the response time, it must cut down to the utmost 
the time of communication and to use to the greatest 
advantage of CPU. 

B  Speed-Up Ratio pS  and Parallel Efficiency pE   

Speed-up ratio pS  is the main testing target about 
efficiency of parallel processing system. it formula is 

 p s pS α α=                                    (2) 

In this formula, sα  is the response time about giving 
program on the single processor, pα  is the response 
time about the same program on parallel operating 
system containing the many processors. Speed-up ratio 

pS  reflect the speedup times being obtained by 
computing speed on parallel. In the case of theory, if 
program are executed completely, the same p  
processors can reach Speed-up ratio p , but in the case 
of reality, Speed-up ratio pS  usually less than p  
[2][3]. 

In order to reflecting the parallel efficiency, define and 
come into being parallel efficiency pE , the formula as 
below 

p pE S p=                  (3) 

As a general rule, range of pE  value is 0 to 1. If pE  
is nearer to 1, the parallel efficiency of algorithm is much 
higher. 

Ⅳ.  PARALLEL TESTING PROGRAM  

For effectively testing the efficiency of parallel system 
and can choice typical testing program. Because of most 
scientific calculation as finite element calculation, finite 
difference calculation and so on, they need to solve large 
linear equations, making use of solving the large linear 
equation is the wonderful representativeness. It adopt 
basing on domain decomposition parallel preprocessing 
conjugate gradient method to solve linear equation set 
[4][5]. 

Frequently-used parallel schema have three kinds 
about MPI, OpenMp and MPI+OpenMP. MPI is a 
distributed storage model basing on message passing and 
has favorable communication capability; OpenMP is a 
memory parallel storage model basing on sharing and can 
make best of computing resource of single node many 
computing core; MPI+OpenMP is a blended parallel 
model and can achieve two-stage of distributed and 
memory sharing model [6]. 

Preconditioned Conjugate Gradient method (PCG) is a 
well-rounded and higher parallel efficiency iteration 
arithmetic solving linear equation set. So PCG is a basic 
arithmetic about solving linear equation set, the parallel 
arithmetic of solving equation about Ax f=  and its 
arithmetic describe as follows. 

Step1: initialization: 
    ( ,0) ( ,0) ( )0,i i ix r f= =                          (4) 

( ) ( )i j

j
M m

φ

ε
∈

= ∑                               (5) 

Step2:� 
( ,0) ( ) 1 ( ,0) ( ,0) ( ,0)( ) ,i i i i j

j
z M r s z

φ

ε−

∈

= = ∑            (6) 

( ,0) ( ,0) ( ,0) (1) ( ,0)
1 1 1. ,i i i i

i

r sα α α
∈Ω

= = ∑               (7) 

        (1) (1) ( ,1) ( ,0)
2 1 , i ip sβ α= =                       (8) 

Step3:  For the k  time iteration ( k =1,2,3…) 
(1, ) ( ) ( , )k i i ku A p=                             (9) 

 

( , ) ( , ) ( , )
2
( ) ( ,0)
2 2

( ) ( )
1 2

,

,

/

i k i k i k

k i

i
k k

p uα

α α

α α α
∈Ω

=

=

=

∑            (10) 

( , ) ( , 1) ( , ) ( , ) ( , 1) ( , ),i k i k i k i k i k i kx x p r r uα α− −= + = −  (11) 
( , ) ( ) 1 ( , ) ( , ) ( , )( ) ,i k i i k i k j k

j

z M r s z
φ

ε−

∈

= = ∑        (12) 

( , ) ( , ) ( , ) ( ) ( , )
1 1 1,i k i k i k k i k

i

p sβ β β
∈Ω

= = ∑           (13) 

If ( ) (0)
1 1

kβ εβ< , iteration is over and input x , ε  is a 
quantity controlling residual error. 

Otherwise: 
( ) ( ) ( , 1) ( , ) ( , )

1 2
k k i k i k i kp s pββ β β+ = +        (14) 

( 1) ( ) ( 1)
2 1 1 1

k k k kβ β α β+ += =                       (15) 
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In case 1k k= + , repeat step 3. 
In this formula: the right mark ( , )i k  of Variable 

stand for the k  times iteration of the i  proceeding; 
The sign of 

j φ

ε
∈
∑  show boundary local communication 

summation; The sign of 
i∈Ω
∑ show global 

communication summation; 
For insure that coefficient array of linear equations is 

nonsingular, it contains package process of coefficient 
array in the program. 

Ⅴ.  PARALLEL CLUSTER SYSTEM TEST AND 
OPTIMIZATION  

A  Test Scheme 
MPI parallel model need input some configuration 

item when program is running and allocate corresponding 
environment, so then realize normal deserialize. In which 
"-np" option behind number appoint scale of program 
parallel, that is how much proceeding this system 
contain; "-machinefile" option behind file appoint a 
configuration file used to allocation system calculate 
resource, this file contains calculate node where every 
process is going to be running. The same program can be 
tested in different environment through smoothly making 
use of two kinds of configuration properties [8][9]. 

Beneath MPI+OpenMP mixed parallel model, if 
parallel on 2n calculate unit and use "-machinefile" 
collocate n nodes, every node using two threads put in to 
effect parallel calculate. 
 For knowing the specific properties of this high 

performance parallel computer platform at a different 
angle, test program is compiled to four kinds of versions. 
Every version specific compile condition is shown table 
II . 

B  Performance Test 
To length running time and adopt different order of 

coefficient matrix to solve as testing, f of right side of 
equation Ax f=  is divide into ten times to load and 
contrast their performance in different condition. 

(2) PGI compiler performance optimize test  
The version program of Serial and Optimize Serial are 

running respectively, testing result is shown to table III. 
(2) Sharing memory model parallel performance test 
Compared running response time through  adopting 

optimize version and OpenMP parallel version on a 
compute node, obtaining the histogram is shown figure1. 

 

  

   
(3) Contrast performance of parallel model 
Making use of MPI and MPI+OpenMP mixed parallel 

model and respectively computing 1500order, 1800order, 
2500order, 3000order and 3500order arrays on 4, 10, 20 
compute units, the speed-up ratio are obtained being  
shown in table III . 

C  Analyzing parallel performance 
  Through the data of table III, and we can know 

influence of program running efficiency on the PGI 
compiler optimized. The efficiency of optimized program  
is raised 15 times over, when keeping watch on system 
process, we can obviously find that program without 
optimizing engrosses 50% resources of CPU and 
optimized program engrosses 100% resources of CPU, it 
can be seen from this that PGI can Optimize running 
codes and improve availability of CPU. 

Through figure 1, we can see that OpenMP can dig 
computing potential of many core CPU and enhance 
running speed. 

Through figure 2, we can see that parallel program can 
enormously enhance computing speed. As nodes reduce 
to pure and simple MPI parallel, program can obtain 
speed-up ratio near node number and make best use of 
computing resource of many modes, but joining OpenMP 
mixed programming model, speed efficiency of parallel 
computing is weaker than pure MPI. When node number 
is proved to 20 nodes over, efficiency of MPI parallel 
program gradual decline but mixed model program is 
gradually advancing. Thus it is clear that node number is 
less and MPI communication burden is less, efficiency of 
MPI is better than mixed method, but node is more and 
MPI communication burden is more, using mixed 
method again, making use of OpenMP to decrease the 
number of node, reducing communication burden 
between nodes and make use of thread to advance 
efficiency go a step. 

TABLE II.  EVERY VERSION THIS PROGRAM COMPILE OPTION 

 PGI MPI OpenMP 

Serial no no no 

Optimize Serial Yes no no 

Pure OpenMP yes no yes 

Pure MPI yes yes no 

MPI+OpenMP yes yes yes 

TABLE III.  PGI OPTIMIZE CONTRAST 

 1500 order 
array 

1800order 
arrays 

2500order 
array 

3500order 
array 

Serial 60.49s 84.06s 109.21s 171.59s 

Optimize 
Serial 23.01 31.25s 41.84s 66.25s 

Running 
velocity 

ratir 
2.63 2.69 2.61 2.51 
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Figure 1.   Single node OpenMP parallel respone contrast 
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Ⅵ.  TAG 

Parallel testing program is developed based on parallel 
preprocessing conjugate grad arithmetic and on different 
parallel model, and test parallel efficiency about high 
performance  parallel cluster ,and study optimized 
method of high performance, parallel calculate test result 
comes up to fact, it takes on reference to some extent . 

Through testing, we can get below some understands 
about high performance computer cluster: 

(1) Speed-up radio of cluster and node numbers of 
calculates are kept with regulation relations, that is that 
speed-up radio increased with node numbers increasing . 

(2) Communication time delay is one of main factors 
that influence speed-up radio, data communication 
should be decreased between nodes in order to obtain 
better speed-up radio, thereby decreasing communication 
time to obtain better speed-up radio. 

(3) AS too many compute units are used, we can use 
OpenMP coordinate MPI to lower communication 
between processes and advance the speed-up radio, but 
degree of advancing is not obvious. 

(4) Cluster computer can shorten time of processing 
information in the large data processing fields and 
advance work efficiency go a step and possess large 
processing technology and method to better use at one 
time. 
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Abstract—Real-time is the core of configuration software. It 
is the prerequisite for the normal operation of the 
coal-mining control configuration. The article describes the 
configuration software for mining real-time database 
system’s design and implementation methods, provides the 
method for using the dynamic-link library to build 
real-time database system, and gives the way of the data 
model and interface. Using this method to establish 
real-time database system is full of openness and versatility. 

 
Index Terms—Real-Time Database, Data Model, Dynamic 
Link Library 

I. INTRODUCTION 
Present, there is more function which the common 

configuration software have. For coal enterprises, it is 
high degree of redundancy, expensive and the focal point 
which is not protrusion. So it is necessary to research the 
Mining configuration software. Because the real-time 
database is the key to the configuration software and it is 
a direct impact on the performance level of success or 
failure of the configuration software. So this article 
describes the real-time database system’s design and 
implementation, which is for mining configuration 
software. 

II. THE INTRODUCTION OF REAL-TIME DATABASE 
SYSTEM 

Real-time database system is the core configuration 
software. The data Defined in the configuration software 
is different from the traditional data or variables, it not 
only contains the variable value characteristics, but also  
packages the data together with the data's attributes and 
data related to the operation method as a whole, providing 
services as the form of an object. The values, attributes 
and methods defined as one of the data call data objects. 
In the design, it uses the data objects to express the 
system in real-time data and uses the object variable to 
replace the traditional sense of the value of the variable. 
We use the database management of all data objects as a 
collection of real-time database. 

III. THE DESIGN OF REAL-TIME DATABASE 
SYSTEM 

A. The Storage Strategies Of Real-Time Database 
Due to taking full account of the requirements of 

real-time system among the design of system, 
establishing the data storage strategies should be bases of 
the Different  
types of data which are required to respond to the speed 
and the size of the amount of data. Therefore, the SQL  

 
 
database system, the Memory Database and the 
Document Management System are used to conceive the 
Construction of Real-Time Database System in the text.            

1) Using the SQL database save those shared data 
which are largeness and no special requirements, 
meanwhile it is operated by the Interface functions which 
is provied by the Real-time database interface functions.  

2) The memory database stores the data which access 
to high frequency data. As the memory access time than 
disk access time in multiples of the number of low-level 
105-fold, So taking memory database to deal with 
real-time collection of data can eliminate I / O 
bottlenecks.The document  
management system save those data which is in need of 
long-term preservation of shared. 

3) The data,which requires long-term preservation 
and share, will be saved with document management 
systems. 

B. The Functional Modules Of Real-time Database 
The text uses object-oriented technology and defines 

the Real-time database as the form of class. The function 
module achieves the association with the real-time 
database by calling the Real-time database interface 
functions. The design of Real-Time Database class 
includes to the initialization module, the object search 
module, the Content modify and update module, the 
Alarm Modules, the Calculation and shows module and 
so on. 

 
 

 
 
 

C. The Structure Of Real-time Database 
The memory real-time database is full advantage of 

database and relational database, the Memory Database 

 
Figure 1. The Real-Time Database function module 

The Real-Time Database function module
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processes on-site real-time data, viewing, alarming and 
analysising the data on this basis. The relational database 
deals with the historical data and realizes the retrieval of 
historical data and online analysis capabilities, the 
specific real-time database structure diagram is as 
follows: 

 
 
 

 

IV. THE REALIZATION OF REAL-TIME 
DATABASE SYSTEM 

A. Real-Time Database Model 
It is necessary of considering the characteristics of the 

field of coal mine monitoring in this paper, the field data 
of mining companies are mainly gas concentration, 
Carbon monoxide, Dust Concentration, temperature and 
Device Status so on. The Database records are base on 
measurement points. The unit which Real-time database 
stores is not only the Variable values, but also Including 
the variable attributes and variable operation methods. 
The real-time data type as the underlying class structure: 

Class Conter 
{ Public: 
Cstring point_kind;               
// point type 
   Cstring point_name;             
// point name 
   Int point_index;                 
// dot 
   Char DeviceName; 
//device Name 
   Bool StoreMark; 
// the sing of storing in the database 
   …… 
  Public: 
   Bool CopyToFile(point_index);   
 // add a point to the file 
   Bool LoadFromFile(point_index);  
 //load a pint from the file 
   Bool IsStore(); 
  //store the data 
   Void Alarm(float Value, bool AlarmMark); 
//alarm 
}； 

B. The Use Of DLL Build System Is Running Real-time 
Database 

Dynamic Link Library (DLL) is a Windows program 
in a special unit and is referred to as non-mission-oriented 
executable module, which is by the caller of the 

task-driven. In order to improve the system's real-time 
performance, the run-time and real-time database is 
created by DLL in this text. The Real-time database 
stored in a DLL-owned global memory, then it provides 
the interface functions to achieve the database read-write, 
query and management functions. This system has a 
comprehensive open and high Real-time. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

C. The Interface Mechanisms For Real-time Database 
Real-time database is based on dynamic link library in 

the global memory, it accesses to the real-time database 
by a set of API interface functions which is provided by 
dynamic link library. The operational program is 
responsible for starting the dynamic link library through 
the system running. Other applications can access 
real-time database through the interface function. The 
real-time database interface is an open interface 
specification for users and it allows users to make use of 
the interface to directly access the database, so it provides 
a convenient method for users to develop input-output 
interface driver and the user module. The Interface type 
system is filled with openness and secondary 
development function. 

 
TABLE I.  

FUNCTION FEATURES 

Function Prototype Function Description 

RTData ReadDate(); Read real-time data object 
values 

RTData CollectData(); Get the device data collected 

Bool LoadFromFile(point_index); Read point information from 
the file 

Int GetIndex(Cstting IndexName); 
Through the data object's 
name to obtain the serial 
number 

V. SUMMARY 
In this paper, Coal-mining real-time database 

configuration software has done a detailed study of and 
proposed the method using the dynamic-link library to 
build real-time database system. Using this way 
establishing real-time database system has a 
comprehensive open. At the same time the text gives the 
data model and interface mechanisms for the 

 
 
Figure 2. The Schematic diagram of real-time database  

Figure 3. Real-Time Database Dynamic Link technology 

The Real-Time Database function module 
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implementation method, which is relatively strong 
versatility. 
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Abstract—To detect mine gas concentration effectively in the 
temporary working location of underground, This paper 
introduces a mine gas sensor based on ZigBee which is 
adapting to environment of coal mine underground, then 
gives the overall design of physical structure of  system, 
network topology and its hardware and software 
designed of the composed module. 
 
Index terms — mine gas sensor;Atmega128L; CC2420; 
ZigBee stack 

I.  INTRODUCTION 
At present the mine gas concentration is detected  by 

fixed gas sensor  which   mounted at fixed locations in 
China coal mine, and then connect to the working station 
through the  underground cable ,at last connect to  the 
monitoring center. With the extension of the mining face, 
The distance between the main roadway and the mining  
face can stretch to several hundred meters or  several 
kilometers, a large number of  gas emission will cause 
gas overrunning and abdominal mass near the mining 
face in the process of mining, The  gas concentration can 
not be  detected effectively  in the  conditions of 
movement and the on-site maintenance of big mechanism 
equipments in the temporary working location, including 
laying the communication lines out of time, sensor can 
not meet the requirements of dynamic detection, real-time 
transmission and rapid deployment[1][2]. 

We propose a wireless mine gas sensor based on 
ZigBee which mainly monitor mine gas concentration 
where the staff and machines operating location is and the 
exploitation of the monitoring of surface, can be installed 
in the miner lamp, mine car, excavators and other 
machinery and equipment, or the position of gas emission 
to make up for the lack of wired communication systems 
[3]. 

At present ZigBee technology is more and more 
widely used in industrial and agricultural production, 
ZigBee(IEEE 802.15.4 standard) is a rising wireless 
network technology which is of short space, low 
complicacy, low power consumption, low data rate and 
low cost.  
    The ZigBee stack architecture is made up of a set of 
block called layers. Each layer performs a specific set of 
services for the layers. The IEEE802.15.4 standard 
defines the two lower layers: the physical (PHY) layer 
and the medium access control (MAC) sub-layer. The 
ZigBee Alliance builds on this foundation by providing 
the network (NWK) and the framework for the 
application layer. Which includes the application support 
sub-layer (APS), the ZigBee device objects (ZDO) and 

the manufacture defined application objects [4]. The 
outline ZigBee stack architecture can be shown in fig. 1. 

Application (APL) Layer 

Network (NWK) Layer

Medium Access Control 
(MAC) Layer

868/915MHz
Physical 

(PHY) Layer

2.4GHz
Physical 

(PHY) Layer

 
Figure 1. Outline ZigBee stack architecture 

II. SYSTEM  OVERVIEW 
Two different type devices are a full-function device 

(FFD) and a reduced-function device (RFD) in ZigBee 
networks. The FFD can operate in three modes serving as 
a personal area network (PAN) coordinator, a coordinator 
or a device. An FFD can talk to RFDs or other FFDs, 
while an RFD can talk only to an FFD. An RFD is 
intended for end device that are extremely simple such as 
sensor. They do not have the need to send large amounts 
of data and may only associate with a single FFD at a 
time [5]. 

The arrangement and the scope of the wireless sensor 
nodes constantly change on the march of coal mining and 
advancement, which can cause serious power 
consumption of node in long-distance data transmission. 
In order to ensure the network data transmission 
efficiently and save energy consumption, we use the 
cluster tree network is a special case of a peer-to-peer 
network in which most devices are FFDs. An RFD may 
connect to a cluster tree network as a leave node at the 
end of a branch, because it may only associate with one 
FFD at a time. Any of the FFDs may act as a coordinator 
and provide synchronization services to other devices or 
other coordinators[6].The network topology is can be 
shown in fig. 2. 

A number of wireless gas detection nodes spread over 
the entire monitoring area by the cluster tree network, 
System will class as a cluster in a certain region of the 
nodes, the cluster head is elected in the cluster by the 
clustering algorithm, receives the gas sensor information 
from each node in the cluster t and send information to 
the coordinator through a hierarchical routing protocol. 
Meanwhile it can receive the command of the coordinator 
and send it to the other node in the cluster [7]. 
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Figure 2.   cluster tree network topology 

III. SYSTEM  HARDWARE DESIGN  
The system can be divided into two parts: the sensor 

nodes and the coordinator node [8]. Hardware design 
should consider carefully several factors such as 
reliability, energy and cost. The specific designs are in 
detail as follows. 

A. Sensor  node 
Mine gas sensor consists of electrical bridge, signal 

conditioning circuit, Alarm circuit. Block diagram of 
mine gas sensor hardware architecture can be shown in 
Fig. 3.  

CC2430

Battery

Signal 
conditioning 

Electrical 
 bridge 

alarm
 

Figure 3. Block diagram of  mine gas sensor hardware architecture 

In fig.3, the CC2430 is used for controller of mine gas 
sensor. The CC2430 is a true system-on-chip (Soc) 
solution specifically tailored for IEEE 802.15.4 fully 
compatible with the hardware layer and physical layer. 
And ZigBee application produced by TI company [9].The 
CC2430 combines the excellent performance of the 
leading CC2420 RF transceiver with an industry-standard 
enhanced 8051MCU.Combined with the industry leading 
Zigbee protocol stack. 

1) Collecting  and conditioning module 
The mine gas sensor is very important of detecting the 

mine gas concentration. We choose MJC4/3.0J sensor 
with supporter catalyst filled element which can detect 
coal mine methane with 3V power supply and can change 
physical quantity to electrical quantity [10]. The 
collecting and conditioning circuit can be shown in fig.3.  
The measure bridge consists of D2 (black component, 
also called catalytic component), D1 (white component, 
also called compensation component), resistors R1 and 
R2. The variable resistor RW can be adjusted to ensure 
the bridge is in a state of equilibrium. When the gas is 
zero, the voltage outputs zero. When there is gas, the 
electrical bridge breaks the balance to produce a 
differential output signal which is proportional to gas 

concentration. Differential output signal is relatively 
week, so we can  constitute a differential input to  
amplify the signal by LM324 operational amplifier, direct 
be linked to  voltage differential input. The fig.4 can be 
shown as follows. 
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Figure 4.  Block diagram of  coordinator Hardware architecture 

In fig.4, RW is the zero potentiometer which can 
realize zero point correction. The different 
amplificationfactor can be attained by adjusting R. The 
CC2430 has an internal 10 bit A /D converter, Voltage 
output signal directly connect to the CC2430 pin to 
execute internal A/D conversion, which can fully meet 
the precision requirements. 

B. Coordinator   node 
The coordinator use ATmega128L as the controller. 

ATmega128L is a low-power CMOS based on the AVR 
enhanced RISC architecture 8 bit microcontroller [11]. 
The block diagram of hardware structure can be shown in 
fig.5. 

ATmega128L

CC2420
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Figure 5.  Block diagram of  coordinator hardware architecture 

1) CC2420 module 
The CC2420 is a true single-chip 2.4GHz IEEE 

802.15.4 compliant RF transceiver with baseband modem 
and MAC support designed for low-power and low-
voltage wireless application produced by Ti company 
which is suitable for both RFD and FFD [12]. CC2420 
application circuit can be shown in fig.6. 

CC2420 is configured via a simple 4-wire SPI-
compatible interface (pins SI, SO, SCLK and CSn) which 
is   used to read, write buffered data, and read back status 
information. 

CC2420 is connected with the Atmega128L with SFD, 
FIFO, FIFOP and CCA pins which can indicate state of 
sending or receive data. RESETn pin can make CC2420 
reset, VREG_EN  pin can start up voltage comparator of 
CC2420 and generate 1.8V voltage so as to put it into  
proper condition. 
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Figure 6.  Block diagram of  coordinator Hardware architecture 

2) Power supply 
Power supply voltage of ATmega128L is 3.3V, and we 

can convert 5V to 3.3V by LM1117 which is a low 
dropout voltage regulators features with 3.3V voltage 
output.  It can be shown in Fig. 7. 
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Figure 7.  power supply 

3) RS485 communication 
The coordinator communicates the data with the wired 

workstation by RS485 interface. So we choose MAX485 
to realize communication. MAX485 is a 5V low power 
the RS-485 transceiver and can meet the RS-485 serial 
protocol requirements [13]. The RS485 communication 
can be shown in fig.8. 

U1

TLP521-1

5V

U3

TLP521-2

U4

TLP521-3
2.2K

R9

RO1

/RE2

DE3

DI4 GND 5A 6

VCC 8

B 7

U2

MAX485

510
R5

2.2K
R1

120
R6

510
R8

510
R2

+5V

5V
20

R4

20

R7

3.3V

3.3V

1
2

P1

2.2K
R3

RXD

TXD 3.3V

CTRL

 
Figure 8.  RS485 communication 

RXD0 and TXD0 Pins of ATmega128L are connected 
to MAX485's RO and DI Pins through TLP521-4 which 
is the phototransistor optically coupled isolators. I /O pin 
of ATmega128L is connected to  DE and /RE pins of  
MAX485 to control data receiving and sending to 

improve the immunity from interference.also we should 
place a termination resistors in the two point to improve 
the reliability of the RS485 communication.  

4) LCD display  
LCD display is the interactive platform between the 

user and the coordinator, which can display function 
menu by the key-press option. OCM12864-9 is a 128×
64 dot-matrix liquid crystal display modules with 
controller by ST7565P produced by Gold Palm 
Electronics CO.,Ltd, which can show the current terminal 
node parameters from data collection terminal, such as 
device type, network ID. LED+ connecting to 
ATmega128L can control shading value of OCM1284-9 
by connecting with 9015.The LCD display module can be 
shown in fig.9. 
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Figure 9.  LCD display 

5) Keyboard  control 
Keyboard control is designed by 4×4 matrix key array 

including number key and function key. Number key can 
set the environmental parameters upper and lower limits 
of the end device, group number while functional key can 
provide configuration and inquiring information of data 
collection terminal. Key control module can be shown in 
fig. 10. 
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Figure 10. Key control module 

IV. SOFTWARE DESIGN  
Software of system uses IAR Embedded Workbench

（EW）for MCS-51 produced by IAR System company 
which is a set of  high sophisticated and easy-to-use 
development tools for programming embedded 
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application[15]. Software system use ZigBee 2007/PRO 
Zstack-2.0.0 of TI Company, Which can be managed by 
adding the operating system (OS). 

The OS Abstraction Layer (OSAL) API allows the 
software components in the Z-stack to be written 
independently of the specifics of the operating system, 
kernel or tasking environment. OSAL is independent of 
ZigBee stack. But it whole stack can run based on OSAL 
System build a task and allocate task ID and functions. 

Software design consists of sensor node and 
coordinator node. The specific design is in detail as 
follows. 

A. Mine gas sensor softwre design 
After power up, Mine gas sensor first initialize ZigBee 

stack including designated device type and network 
parameter configuration, become a beaconless terminal, it 
can search coordinator of designated channel and request 
to join, send its network address which is a unique 64 bit 
extended addresses used for direct communication with 
the coordinator when joining successfully, and is 
exchanged for a short address allocated by the 
coordinator. Collect the mine gas sensor concentration 
data every one second. The sensor node can shut off 
when there is no data transmission and go into the sleep 
mode so as to save the power consumption [14]. The flow 
chart of its software design can be shown in fig.11. 

 
Figure 11.  Flow chart of  sensor node software  design 

B. Coordinator   software design  
The coordinator automatically build network after 

initialization and allows end devices to join the network. 
After end devices successfully join the network, it boots 
binding by key and waits for end device binding request. 
The key can configure network node and functions, such 
as network joining, address binding, routing, data 
collection, encryption selection node increasing, 

decreasing and disconnection from the network [15]. The 
flow chart of its software design can be shown in fig.12. 

 
Figure 12.  Flow chart of  the coordinator software  design 

V. CONCLUSION  
The underground mine gas concentration detection 

based on the ZigBee network can realize the wireless data 
transmission and greatly improve the intrinsic safety of 
the mine gas detection system with the advantage of the 
low cost and flexibility. It will play a great role in the 
Coal Mine Safety Monitoring systems as a supplement to 
the present wire transmission [16]. 
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Abstract—Emergency events have been known more quickly 
and attained more attention than they did ever before. 
However, the public opinion on Internet usually exerts a 
heavy impact on the development of the emergency events 
as well as the social psychology. Aiming to provide a 
practical methodology for the management of Internet 
spread of emergency events, this paper presented a cycle 
model to describe the spreading process, and applied the 
Tobit model to research the influence factors in that process. 
Further, a life-cycle emergency management strategy was 
discussed for the achievement of healthy spreading 
environment on Internet.  
 
Index Terms—emergency event, Internet spread, emergency 
management 

I. INTRODUCTION 

The popularization of Internet has led to the fact that 
news can be published and shared at any time and place, 
and has become the first choice of channel for the public 
to have discussions and make comments. Emergency 
events have been known more quickly and attained more 
attention than they did ever before. However, the public 
opinion on Internet usually exerts a heavy impact on the 
development of the emergency events as well as the 
social psychology. 

With these considerations, scholars have made a large 
number of researches on the Internet spreading 
mechanism and netizens’ psychology and behavior. 

On the aspect of Internet spreading research, J. 
Zhang[1] and L. J. Jiang analyzed the formation process 
of network opinion. W.H.Wei[2] and L. Wang[3] 
illustrated the impacts of Internet opinion from both the 
positive and negative side. X.F.Hu[4] established the 
small world network model that realized the regional 
simulation of network opinion. And L.Y. Li[5] presented 
the cellular automata model to analyze the specific 
factors’ effect on Internet spread. Y.C. Liu[6] later built 
an agent-based Internet model, working out the different 
reactions of individuals that play the different roles in 

Internet spread of emergency events.  
On the side of the social psychological impacts of 

emergency events, G.H. Guo, H.Y. Bi, Y. Hu, etc[7]-[12] 
have made some significant contributions to some special 
phenomena on netizens’ behavior in emergency events,  
such as the opinion leader phenomenon, the group 
polarization phenomenon, the network violence  
phenomenon, etc. Y.M. Liu, Z.R.,etc[13]-[15] have 
concentrated on the public psychological impacts of 
emergency events and achieved some results in social 
psychology formation mechanism, changing features, 
impact factors, etc. Q.L. He, A.B.Zhou, etc[16]-[18] 
pointed out the psychological impact mechanisms and  
several psychological intervention modes. 

Aiming to provide a practical methodology for the 
management of Internet spread of emergency events, this 
paper presented a cycle model to describe the spreading 
process, and applied the Tobit model to research the 
influence factors in that process. Further, a life-cycle 
emergency management strategy was discussed for the 
achievement of healthy spreading environment on 
Internet. 

II. INTERNET SPREADING CYCLE MODEL OF 
EMERGENCY EVENTS 

A. Internet Spreading Cycle Model 
The basic composition of Internet spread of emergency 

events are the information source, spreading platform, 
and the participants. The information source can either be 
the Internet itself or be the traditional channel, but both 
spread through the network platform. The spreading 
platform ranges from the major media network, such as 
portals, network forums, to blogs and various social 
media networks, etc. The participants of Internet spread 
are usually the netizens, which can be furtherly divided 
into controller, opinion leader, follower and observer. 
They play the different roles in that spread.  

The Internet spread of emergency events is featured to 
be anonymous, technically versatile, and very fast. It is 
the major reason that netizens’ identification is unknown, 
which leads to the wide popularization and heavy impacts 
of the emergency events on Internet. The technical 
versatility, consisting of words, pictures, video and other 
forms, is another feature of the Internet spread that makes 
public favor of such way of taking in information and 
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expressing opinions. Besides, the Internet spreading 
scope and influences are used to being magnified in a 
shortest time because of the technological reason. Last, 
opinions appear complicated and hard to distinguish on 
the Internet because its spread lacks a regulated spreading 
procedure.  

Concerning to the Internet spreading process, this 
paper has referred to the corporation crisis life-cycle 
theory presented by Steven Fink[19], who divided the 
corporation crisis into five stages of incubation stage, 
outbreak stage, diffusion stage, decaying stage, and 
aftermath stage, and formed an Internet spreading cycle 
model of emergency events as figure 1. 

 

 

Figure 1. The cycle model of Internet spreading of emergency events  

As the model shows, the whole Internet spreading 
process of emergency events can be divided into five 
stages: the incubation stage, the outbreak stage, the 
diffusion stage, the decaying stage, and the aftermath 
stage. The spreading scale and influences are different 
among each stage. In the first stage of incubation, the 
emergency occurs and affects only the related persons 
because it has not been spread around. In the second 
stage of outbreak, the information concerning the 
emergency is published on the Internet and gets some 
netizens’ attention. In the next stage of diffusion, the 
information about the emergency gets forwarded and 
commented in large number of times, accelerating the 
spread of opinions. In the forth stage of decaying, the 
emergency comes to the end and the opinions decrease to 
the least. In the final stage of aftermath, some long-term 

social effects still exist, for example, the Internet popular 
phrases, the new regulations, etc. 
 
B. Influence Factors 

As it has been pointed out in the cycle model of the 
Internet spread, the prevention of information spread 
should be started from the period of opinion outbreak. In 
order to take the Internet spread into control, we use the 
Tobit model, which was presented by the American 
economist James Tobin in 1985, to calculate the extent of 
different key factors of the emergency events that may 
cause the netizens’ attention. In Tobit model, the 
explaining variables are observable while the explained 
variables are able to be observed in a restricted range. 
With this model, we firstly selected some variables and 
quantitative measuring method, and collected the sample 
data from major websites and forums, calculating their 
involvement values. After that, we found out the relevant 
factors of netizens’ involvement level, using a group of 
influencing variables to make regression, and figured out 
the major influence factors of Internet spread.  

The model variables we selected can be listed as table 
1. 

TABLE I. 
. Model Variables 

Variables Name Definition 

BBS Type 1.hot forums 2.potal sites 3.major media network 
version 

News Type 1.fact  2.commentary  3.Inquiry  4.joking 

Visit Quantity number of post clicks 

News Word 
Quantity number of post characters 

Opinion Leader 1 for existing, 0 for none 

Stage of 
Spreading Cycle 

1.incubation stage 2.outbreak stage 3.diffusion 
stage 4.decaying stage 5.aftermath influencing 

stage 

 
With these variables, we set the model quotation as 

following: 
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yi = β0 + β1BBS + β2News + β3Visit + 

β4Newsword + β5Opileader + β6Stage + εi   (2) 

 In the quotation, β0 refers to the intercept, βi refers to 
the coefficient to be estimated, εi refers to the differential,  
yi refers to the replying number of the ith post. 

With the software of Stata 9.0, we calculated the 
relevant coefficients of the influencing factors. The 
results are showed in table 2. 
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TABLE II. 
. The Relevant Coefficients of Variables 

 

 
According to the results, all the absolute values of the 

coefficients in the table are below 0.6, meaning that the 
explaining variables are in small relevance. 

Further with the State 9.0 and Tobit regression method, 
we made regression analysis of all 1896 sample data. 
Table 3 shows the regression results.   

 
TABLE III. 

. Tobit Regression Results 

 

According to the results, the factors that pass the T-test 
are the BBS type, the visit quantity and the opinion leader. 
For the BBS type factor, the result shows that the 
netizens’ involvement extent is relavant to the website 
type. The netizens are more likely to participate in the 
forums that are closer to the public forum. For the visit 
quantity factor, its coefficient is close to 0, indicating that 
the post click numbers have no relationship with the reply 
numbers. This is because the fact that the overload of 
Internet information let the netizens pay more attention to 
the quality of the information. The numbers of post click 
do not affect the netizens’ involvement level, either. For 
the opinion leader factor, the result proves that the 
opinion leader effect is obvious in promoting the Internet 
spread.  

Besides, factors of the news type, of the news word 
quantity and of the spreading stage do not pass the T-test, 
indicating that these factors do not have much 
contribution to the Internet spread of emergency events.  

  

III. THE EMERGENCY MANAGEMENT OF 
INTERNET SPREAD 

Since the Internet spread has both the positive and 
negative impacts on the society, it is essential to build a 
correspondent emergency management mechanism. As is 
talked about above, the process of the Internet spread of 
emergency events can be concluded into a cycle model, 
which contains five phases. In this section we will 
present a life cycle emergency management strategy for 
the achievement of healthy spreading environment on Internet. 

To treat the Internet spread as a special emergency, its 
management can be divided into the same five phases as 
the ones of the Internet spreading life-cycle model. In the 
first incubation stage, monitoring and warning of the 
Internet information about the emergency events is the 
major task for the management department. In the second 
outbreak stage, it should be put in the primary place to 
publish and to get the feedback of the emergency event 
information. In the stage of the opinion diffusion, to 
collect information and analyze the emergency caution 
constitutes the main responsibility of the management. 
The related department of government should be 
involved in controlling and guiding the opinion directions. 
In the following opinion decaying stage, emergency 
events that caused Internet spread of opinions should get 
emergency processing, and mass media starts to make 
conclusion and review of the whole process. In the last 
aftermath stage, the emergency management effect is 
evaluated and the governmental regulations are revised to 
improve.  

In this life-cycle emergency management of Internet 
spread, corresponding measures and intelligence 
information system procedures are presented with each 
phase of the Internet spread of emergency events in 
details.   

V. CONCLUSION 

This paper researched the Internet spreading 
mechanism, presenting an Internet spreading cycle model 
and working out the influencing factors. On such basis, a 
life-cycle emergency management strategy was 
presented. 

How to make use of the Internet opinion power to 
improve the governmental policy is our future research 
direction. 

ACKNOWLEDGEMENT 

This research was supported by the National Social 
Science Foundation of China (No.06BJL043), National 
Natural Science Foundation of China (No. 90924013), 
and Shanghai Leading Academic Discipline Project 
(No.B210). 



85 

REFERENCES 

[1] J. Zhang, “On the general discipline of the formation of 
Internet opinion,” Marketing Modernization, vol.3, pp.189, 
2005. 

[2] W. H. Wei, “On the influence of Internet 
opinion,”  Journal of Adult Education of Gansu Political 
Science and Law Institute, vol.6, pp.170-171, 2006. 

[3] L. Wang, “On the Internet opinion of emergency event,” 
Youth Journalist, vol.15, pp.89, 2008. 

[4] X. F. Hu, “Public opinion propagation model based on 
Small world networks,” Journal of System Simulation, 
vol.18(12), pp.3608-3610, 2006. 

[5] L. Y. Li, “Research of network transmission factory about 
public opinion based on cellular automata,” Science 
Technology and Engineering, vol.8(22), pp. 6179-6183, 
2008. 

[6] C. Y. Liu, “Study on agent-based communication network 
model of public opinion on Internet,” Computer 
Simulation, vol.26(1), pp.20-23, 2009. 

[7] G. H. Guo, “On the new subject of public opinion: Internet 
citizen,” Journal of Social Science of Hunan Normal 
University, vol.33(6), pp.110-113, 2004. 

[8] E. H. Wang, “The composition and activities of Internet 
users of china,” Statistical Research, vol.7, pp.55, 2005. 

[9] H. Y. Bi, “Analysis on the netizen behavior in Internet 
intelligence,” Guangxi Social Sciences, Vo.4, pp.157,  
2007. 

[10] Y. Hu, “Leader formation model during public opinion 
formation in Internet,” Journal of Sichuan University 
(Natural Science Edition), Vol. 45(2), pp. 347-351, 2008. 

[11] X. Luo, “Research on the formation mechanism of Internet 
opinion violence,” Contemporary Communications, vol.4, 
2008. 

[12] Q. Li, Development of the Internet Opinion Violence and 
Its Response, Xiamen: Xiamen University, 2008. 

[13] Y. M. Liu, “Research on the effect factors of the 
psychological carrying ability in the emergency event,” 
Journal of Inner Mongolia Agricultural University, 
vol.6(4), pp. 150-151, 2004. 

[14] Z. R. Liu, “Review of the netizens’ psychology From the 
irrational Internet opinion,” Modern Communication 
(Journal of Communication University of China), 
vol.2007(3), pp.167, 2007. 

[15] Y. Liu, “The simulation of the public psychology in SARS 
on complexity adaptation System,” New Research in 
Management Science and System Science, pp.721, 1995. 

[16] Q. L. He, “Psychological stress of critical incident and 
crisis intervention,” Occupational Health and Emergency 
Rescue, vol.26(5), pp. 252-254, 2008. 

[17] A. B. Zhou, “The psychological impact mechanism of 
critical incident and individual responding strategy,” 
Journal of Hexi University, vol.21(1), pp.106, 2005. 

[18] H. J. Dong, “On psychological influence and individual 
coping with vital emergent events: a case of India Ocean 
tsunami,” Journal of Natural Disasters, vol.15(4), pp. 
88-91, 2006. 

[19] S. Fink: Crisis Management: Planning for the Inevitable, 
New York: American Management Association, 1986. 

 



86 

Research on Handoff for Mobile IPv6 
Jia Zong-pu,Wang Gao-lei 

School of Computer Science and technology/Henan Polytechnic University, Jiaozuo 454003, China 
jiazp@hpu.edu.cn,   wglwgl123@sina.cn 

 
 

 Abstract—The handoff delay of Mobile IPv6 seriously 
affected the real-time communication service quality, 
therefore various improvement methods based on the basic 
Mobile IPv6 protocol are proposed. The working principle 
of Mobile IPv6 is described， the current main switch 
methods are summarized and the typical methods are 
detailed and compared in this paper. And at last the future 
research hot-spots are proposed.  
 
Index Terms—Mobile IPv6, FMIPv6, HMIPv6, FHMIPv6, 
FHMIPv6, W-MPLS 

I.   INTRODUCTION 

 With the rapid development of multimedia technology, 
the demands of video, audio and other information are 
also increasing. But higher requirements are needed by 
Qos mobile user’s frequent handoff, and limited 
bandwidth and other factors. So, Mobile IPv6 switching 
schemes are eager to study further.  

In November 1996, IETF announced a draft agreement 
on Mobile IPv6. After 24 versions of the improvement, it 
was submitted as the standard Mobile IPv6 protocol, 
which still has more problems to be solved, such as 
security, AAA, handoff delay, multicast and so on. In 
order to achieve seamless roaming, switching 
performance, the basic Mobile IPv6 protocol switch 
method had to be improved. 

Currently, Mobile IPv6 switching research is very 
active. IETF has also set up the MIPSHOP working team, 
who is responsible for solving the standard Mobile IPv6 
protocol switching delays and developing appropriate 
standards. Fast handovers for Mobile IPv6 (FMIPv6) 
scheme and Hierarchical Mobile IPv6 management 
(HMIPv6) scheme have been made with some improved, 
combined and other switching schemes. The main Mobile 
IPv6 switching is summarized and other schemes is 
analyzed and compared.  

II.  THE PRINCIPLE OF MOBILE IPV6 

In the basic Mobile IPv6 protocol, when switching 
between different subnets, Mobile Node (MN) needs to go 
through mobile testing, the new address configuration, 
duplicate address detection, binding the registration 
process, resulting in a lot of switching delay. The 
handover operation is showed as Figure 1. 

The mobile node’s address obtained in the hometown 
network is called the hometown address, obtained in the 

outside areas network called the transmission address, the 
MN in the hometown network correspondence through 
the hometown address. When the MN roams to other 
networks or switches during the different network, after it 
examines already being in the new network, it configures 
the current network of transmission-address, through 
duplicate address detection to validate the uniqueness of 
the addresses, it sends a bind update to Home Agent 
(HA). After receiving updated information, the HA 
returns a confirmation information, in the future, the HA 
can easily establish a connection with the MN directly. 

 

 
In the basic Mobile IPv6 protocol, problems of big 

switching delay, high data loss rate and heavy signal load 
etc are appeared in the switching process. In view of this, 
many improvement schemes are made from all angles of 
the research. Today, the most typical schemes are as the 
following categories: fast handover scheme, hierarchical 
management scheme, fast handover for hierarchical 
scheme, the mechanism based on MPLS and flow label. 

The above plans make the improvement separately 
from the different angles, and also have their own 
advantages and disadvantages, so we evaluate whether a 
program is good or bad, from a comprehensive 
consideration contains the switching delay, packet loss, 
signal load and design complexity. Under different 
demand, we should choose programs based on specific 
circumstances and as far as possible meet our needs. 

III.  FAST  HANDOVER SCHEME 

 The main idea of Fast handover scheme improves the 
switch performance by introducing link layer mobility 
prediction or link layer trigger mechanisms, through 
altering the basic Mobile IPv6 protocol in motion 
detection, new care-of address configuration, and 
duplicate address detection process. The benefit of such 
programs is that it effectively reduces handoff latency and 
data loss rate, while increasing a new signal load. 

H
HA

H
R

A
R

B

I
Internet

Move A

AP

HA   Home Agent A  Mobile Host

R   Router H   Fixed Host  
Figure 1. The working mechanism of the Mobile IPv6 
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At present, representative scheme in fleetness eager 
exchange is Mobile IPv6 fleetness eager exchange for 
scheme (FMIPv6) [2]. To further enhance the cutting 
performance, Enhanced Forwarding from the previous 
care-of address (EFWD) program [10], and Router-based 
switching program [4] has been proposed, the former 
design is which through introducing link layer trigger 
mechanism and establishing the tunnel between the old 
and new networks to reduce switching delay and data loss. 
The latter is designed to access the router instead of the 
use of the MN to do motion detection, care-of address 
configuration and duplicate address detection work. 

FMIPv6 basic operation as shown in Figure 2 :(1) 
When the MN as the second level trigger being aware of 
the need to enter a new subnet, the router will send a 
request broker news RtSolPr to the old router. (2)The old 
router receives and later returns a cut initiate news HI to 
the new access router. (3)The new access router receives a 
message, and then it sends a confirmation message HACK. 
(4)As an agent on a router solicitation message response, 
old access router will send a Proxy Router Advertisement 
(PrRtAdv) message to MN and MN will get the care-of 
address. (5)MN receives    PrRtAdv message sent by the 
old router and gives a fast binding acknowledgment 
message F-BACK to MN and to the network in which the 
old router is located and also to the new access router 
network through the tunnel. (6)When the MN get to a new 
subnet and has worked with a new subnet established after 
the second layer connection, MN issued a fast neighbor 
advertisement messages F-NA, then new access router can 
forward data to MN. 

 
Through analysis of the switching process, we can find 

FMIPv6’s handover delay is smaller than the basic Mobile 
IPv6, data loss is low, but it increase the load of signaling 
interaction and also the complexity of protocol design and 
implementation. 

IV.  HIERARCHICAL MANAGEMENT  SCHEME 

Hierarchical Management is registered through the 
introduction of local management mechanism to amend 
the basic Mobile IPv6 protocol in the binding registration 
process, reduce the registration frequency of the MN to 
the remote HA and CN, thereby reducing switching delay. 
The advantage of such schemes is effectively reduces 
signal load. 

At present, the level switch scheme (HMIPv6) [5] 
become a classic hierarchical management class switch 
program. It is better than FMIPv6 in improving the overall 
performance. After years of hard work, so many this kind 
of methods have been proposed based on different aspects. 
For example: Care-of address pool based on Hierarchical 
Mobile IPv6 handoff scheme [12],  the main idea of this 
scheme is to introduce address pool in the access router 
and Mobile Anchor Point(MAP), the address used in this 
network is stored in the address pool, eliminating the need 
for care-of address of the DAD operation. Adaptive 
Active forecast neighbor unicast handoff scheme for 
Mobile IPv6, it uses adaptive and active prediction 
algorithm, and full account of special circumstances such 
as ping-pang effect, it combines hierarchical mobility 
management approach, while uses predictive neighbor 
unicast, in order to reduce the network load, and reach fast 
smooth handoff. Hierarchical management of MAP 
discovery protocol [8], this agreement improves MAP 
protocol of the HMIPv6, achieves the function that the 
MN chooses the MAP agency intelligently and selects the 
MAP discovery protocol on the router to make 
transparent, which is easy to promote. Switch based on 
PMIPv6 domain management method [11], this method 
updates message by  sending messages in PMIPv6 inter-
domain binding PBU, which makes switching objectives 
PMIPv6 domain ahead of time that the home network 
prefix of MN, and avoids the participation of the MN 
mobility management and re-configured care-of address, 
which is effective to reduce the handover latency.   
Switching HMIPv6 of improved DAD policy [3], this 
scheme uses link layer to assist network layer switching, 
and adopts distribution of effective management of care-
of address new strategies, in order to avoid the DAD 
operation during switching process. 

HMIPv6 handover process is as follows: (1)If moving 
locally, the MN only needs to register a new care-of 
address to MAP, MAP as a local home agent at this time, 
it accepts all the packets which are sent to the home agent 
, and sends to the MN's current address. (2)When the MN 
moves to a new MAP management area, MAP discovery 
operation will be conducted, and gets two care-of 
addresses through the access router uses stateless way: 
regional care-of address and link care-of address. (3)MN 
sends a binding and updating message to the MAP, the 
message forms new regional care-of address in the field of 
home address, link care-of address as source address 
binding update message, and binding update message is to 
bind the MN’s region address and link care-of address. 
(4)MAP returns the binding confirmation message to the 
MN, to show the success or failure of the registration. 
(5)After MN receives the confirmation message, MN will 
bind the regional care-of address and MN's home address, 
notices HA and CN, and write to the home agent and the 
binding cache of the CN. 

It can be seen from the above process, HMIPv6 in 
signal load increased significantly and in the switching 
delay and data loss slightly higher than the MIPv6. In the 
implementation complexity aspects, HMIPv6 introduced 
the MAP agency, an increase of implementation 

 
Figure 2.  FMIPv6 switching process 
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complexity and easily form a network bottleneck when 
there are too many Mobile Nodes. 

 

 

V.  FAST HANDOVER FOR HIERARCHICAL  SCHEME 

 Program combines the former two types of such 
switching programs and optimizes them to achieve in the 
switching delay, data loss and signaling aspects of the 
performance of the combination of increased load. 

At present, more extensive application of such 
programs, Mobile IPv6 application layer management 
structure use the fast switching scheme which effectively 
combines the fast switching scheme and hierarchical 
management program that FHMIPv6 (Fast Handover 
Support in Hierarchical Mobile IPv6), and shows good 
switching performance. To further improve the switching 
performance, it made for Mobile IPv6 handover latency, 
high packet loss problem, a hierarchical information 
exchange based Mobile IPv6 fast switching (IFHMIPv6) 
mechanism[7], an information exchange mechanism 
designed to enable mobile node can predict the areas of 
access routers within the relationship between the 
neighbors and the corresponding second and third tier 
information; combination of layered switching and fast 
switching, hierarchical mobile IPv6 in Mobile IPv6 adjust 
the speed of signaling processes, simplifying preparation 
phase switching operation; by setting the tunnel timer, 
remain in the original router to establish the tunnel. The 
results show that: IFHMIPv6 radio access network 
discovery in reducing delays and the candidate routers 
based on the discovery delay, further reducing the overall 
switching latency and pack loss. 

The main principle of FHMIPv6 is to apply both 
FMIPv6 and HMIPv6 in the basic Mobile IPv6 protocol at 
the same time, but is not a simple combination of the two, 
which will cause triangular routing problem.  

As is shown in Figure 4, the data packet sent to MN 
will be transferred to the pre-access router through MAP 
agent, the pre-access router then transfer the packet to new 
access router, in the hierarchical network topologies, the 
data packet will go through the MAP agent again to form 
a triangle routing, FHMIPv6 chooses MAP agent instead 
of pre-access router to realize the optimization of data 
flow, in Figure 5, the data packet sent to the MN is sent to 
new access router directly through MAP agent other than 
pass the pre-access router, thus avoid the triangle routing. 

 

 

 
The process of fast level switch is shown in Figure 

6.(1)Because the trigger in level two indicates that MN 
will move to a new subnet in the same area, MN will sent 
a router agent request message to MAP to get the 
information about the new access router and the new 
forward address.(2)MAP will return a router agent 
announcement to MN as soon as it receives the message, 
then MN will configure a new transfer address and send a 
update information about the fast binding to 
MAP.(3)After receives it, MAP begins the switching 
process between the access routers through a initial 
message to the new access router.(4)The new access 
router receives the switching initial message, examines 
effectiveness of the new forward address, and sends a 
acknowledge information to MAP, the two-way tunnel 
between the new access router and the MAP is set 
up.(5)After receiving the information, MAP sends a 
acknowledge message of fast binding to MN.(6)As soon 
as MN knows the connection information, it sends a 
updated fast binding information to the new access router. 
The new access router can transfer data to MN then. 

The fact that FHMIPv6 combines the advantages of 
FMIPv6 and HMIPv6 can be learned above, it works very 
well in the aspects of reducing the switch delay, data loss, 
and the signal load, also avoids the triangle routing 

 
Figure 4.  Data flow of simple combination of HMIPv6 and FMIPv6 

 
Figure 5.  Effective data flow in FHMIPv6 
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Figure 6.   The process of  FHMIPv6 

 
Figure 3.  The structure of HMIPv6 
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problem, but increases the complexity of designing a 
MAP agent and the burden of MAP agent. 

VI.  THE MECHANISM BASED ON MPLS AND FLOW LABEL  

 This method has two switching strategy: the 
integration of MPLS and Mobile IP, insert flow label to 
Mobile IP. The previous one takes advantage of MPLS, it 
does not need tunnel package, and it improves the 
performance of switch by using MPLS label to achieve 
fast switch. The latter one uses the flow label mechanism 
to realize redirection of data packet and reduce the data 
loss. 

Recently, with more and more ISP and users moving to 
the MPLS network, many suggestions on the integration 
of MPLS and Mobile IP are proposed, such as [13], [14], 
[15], [16], the integration plan does not need the tunnel to 
transfer the data, instead, it takes advantage of the fact that 
search the label takes less time than search IP address, to 
reduce the network burden and improve the switching 
performance. Micro-mobile plan for MPLS is proposed by 
people, such as [17], [18], [19], [20], [21]. 

At present, many improvements have been made to this 
plan, a 2 5 mobility scheme for fast handover based on 
MPLS forwarding mechanism and a virtual interface 
architecture (W-MPLS) is detailed and discussion as 
follows [9]. In addition, in order to achieve seamlessly 
switching, the seamless switching scheme of Mobile IPv6 
network relying on MPLS networks is proposed [22], the 
scheme accomplishes switching of low delay and 
grouping loss by limiting reconstructed domain of label 
switched path (LSP) and dual broadcasting data for host 
during switching, meanwhile an algorithm that we can fast 
find the nearest public point, through which group data is 
delivered, before and after host switched is employed to 
minimize delay of LSP reconstructing and redundancy of 
dual broadcasting. For the existing scheme of combining 
multi protocol label switching (MPLS) and IPv6, there 
have been some problems like how restoration of label 
switching path without mistake is established, so 
Predictive fast switching IPv6 base on MPLS arises [6], 
the scheme may minimize switching delay by defining 
forecast information table and algorithm of predictive 
MPLS transmitting and switching, furthermore by 
improving LSP topology construction and adopting dual 
broadcasting mechanism, data packets loss rate reduce 
effectively and ability of error recovery improves. 

W-MPLS structure shows in Figure 7, RG(Root Gate) / 
FA is the root gateway of MPLS domain (i.e. FA); 
LER(Label Edge Router) is the labeling boundary router, 
connecting MN as first hop access router and responsible 
for label insertion between the data packet link road layer 
and network layer; LSR(Label Switch Router) is the label 
switching router, forwarding data depending on MPLS 
labels, most routers in network support MPLS protocol, 
LSP (label Switched Path) among FA, MN, CN and HA 
all transmit messages by looking for tag, instead of IP, 
using MPLS routers and switches that are both established 
ahead according to label distributing protocol, by this 
means higher speed can be obtained than that in which 
every router searches IP address in router transmitting 

table. The basic design concept of MPLS is that, when 
MN accesses router in turn, as shown in the graph, when 
A-LEAR1 is switched to A-LEAR2, binding registration 
messages are sent to new A-LER2 from MN, and then A-
LER2 finally transmits the messages to FA by established 
LSP ahead, FA updates binding information from MN. A-
LER2 at the same time notifies the front access router A-
LER1 new care-of address of the MN, thereby A-LER1 
transmits the data packets sent to MN packets to the new 
care-of address. In order to reduce the load on the RG and 
switching latency, optimization solution has been raised in 
this article that enhanced mobile LSR (i.e. ME-LSR) is 
introduced between MN and RG. When MN switches 
from the pre-network to the new network, from A-LER1 
to A-LER2 as shown in the graph, ME-LSR1 receives the 
registration messages from MN, updates them to MN 
binding information table, establishes LSP about MN with 
new access router A-LER2 and then deserts the 
registration messages, not to forward them to FA/RG. 
ME-LSR1 intercepts the data packets and the new care-of 
address sent to MN. 

 
W-MPLS method makes use of MPLS label to forward 

data, instead of finding IP addresses, and it no longer 
needs to forward data by tunnel like Mobile IP, thereby 
speeds up the rate and effectively reduces forwarding 
delay. In the signal load aspects, MN does not need to 
deliver binding update request frequently to the distant FA 
and HA, which dramatically reduces signal load compared 
with MIPv6. Simultaneously due that the header of MPLS 
is smaller than that of IP and that W-MPLS does not 
require tunnels to forward data, thereby such characters 
reduce load of router and network; in the implementation 
complexity aspects, the scheme requests router to support 
MPLS, which increases entities of ME-LSR, thereby more 
complex than MIPv6 in designing. 

VII.  COMPARISION 

Through above analysis of various schemes, it comes to 
conclusion clearly about the advantages and 
disadvantages of various options, the following 
comparisons are carried out according to the criteria of 
Mobile IPv6 from switching delay, data packets loss, 
signal load and design complexity. 

Depending on actual demand and actual network 
characteristics, we can select the appropriate switching 
scheme to meet the needs of users as possible. 

 Figure 7.  MPLS-optimized architecture 
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VIII.  CONCLUSION 

As wireless technology develops, traditional Internet 
ways gradually do not meet the demands for the modern, 
so Mobile IPv6 technology becomes great concernment. 
Because of various problems on basic Mobile IPv6, it is 
not able to meet the needs of mobile users either, and then 
various modified handover methods are proposed. 

As network technology evolves, the following areas 
will become the next hot research topics: 

(1)Wireless access fast Switching based MPLS, 
switching strategy based on flow label [25], switching 
strategy base on multicast [23] 

(2)Fast seamless switching, utilizing MN to cache TCP 
ACK to improve switching performance [24] 

(3)Pursuing switching technology of low latency, 
simple to implement and easy to promote switching. 

(4)With the diversification of wireless technology, such 
802.11 series, GPRS, WCDMA have actualized seamless 
roaming of MN in different access network. 
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Abstract—A modeling language xKL is designed based on a 
thorough study of Model Driven Architecture (MDA), Meta 
Object Facility (MOF) and Model Execution method, 
combined with an analysis of the effect of MOF in modeling 
language field.  It is then implemented in two stage model 
building.  The conclusions are: 1) xKL accords with MOF 
criterion in modeling structure.  2) xKL breaks the un-
executable limitation in action and 3) xKL can incarnate the 
descriptive ability of Object Constraint Language (OCL) in 
model distraction.  This paper interprets and explains the 
design and implement of executable method based on MOF 
model. This tools can be used in CSCW field widely. 
 
Index Terms—MDA, MOF, xKL, Model Executable 

I.  INTRODUCTION 

Nowadays, the complexity, diversity and volatility of 
software can be developers’ nightmare. UML(the Unified 
Modeling Language)is the most popular modeling 
language at the moment, which can bring huge amount of 
financial benefits. But it has the limitation of inexecution. 
MDA[1] (Model Driven Architecture) is regarded as 
program language rather than design language.  The 
advantages of development software by modeling 
language are efficiency, quality improvement and 
prolonging the software life.  MDA defines a series of 
standards, among them the core is MOF[2](Meta Object 
Facility).  MOF proposes a hiberarchy concept in 
modeling field: meta-metamodel layer, metamodel layer, 
model layer and instance layer. 

OMG (Object Management Group) constitutes a series 
of standards such as MOF, XMI(XML-based metadata 
Interchange), CWM(Common Warehouse Metamodel), 
QVT(Query Views Transformations) and so on.  
However, OMG has a big limitation, that is, it proposes a 
whole structure but not makes it into practice.  Therefore, 
it is necessary that the new modeling technology, theory 
and practice of model execution should be further 
studied. 

II. THE RESEARCH OF MODEL EXECUTION  METHOD BASED 
ON MOF 

 A.  Definition of Model 
The definition of model is: the formalized criterion of 

system function, structure and action [3]. First, model is a 
kind of system criterion to regulate system structure, 
function or action.  Second, this criterion must be 
formalized, a strict definition without ambiguity.  

Therefore, a model must be bind with a modeling 
language which has been strictly defined with syntax and 
semantics. Model mainly includes two aspects: semantic 
information (semantic) and visible expression method 
(representation) [4]. 

B.  Two Phases Modeling and Modeling Language 
There are two kinds of traditional modeling method: 

common modeling and field modeling. Common 
modeling is widely applied, however, its descriptive 
ability is deficient in special fields. Field modeling can 
describe field problem accurately, but its application is 
limited. All those problems promote research on two 
phases modeling method. 

For a big complex problem, modeling should be 
constituted step by step in different layers, thus to result 
in common and accurate modeling. Under such a 
circumstance, MOF 4-layer structure needs modeling for 
three times. However, given the metamodeling module 
provided by MOF, that is, the modeling between layer 
M3 and M2 has been completed by MOF, there are just 
two times modeling in need(two phase modeling).  

The module of M2, M1 and M0 layer are meta-
metamodel, metamodel and model. The modeling 
between M2 and M1 is metamodeling and the modeling 
between M1 and M0 is modeling. The hiberarchy of two 
phases modeling is shown as Figure 1 as follows. Two 
phases modeling can be described as: 

(1)Metamodeling: According to the field knowledge, 
metamodel can be created by metamodeling module 
(meta-metamodel) provided by MOF, in other word, field 
model/ language [5].  This can make two phases 
modeling flexible and applicable in different fields, thus 
to create various field models.  

(2)Modeling: Similar to yet more detailed than 
metamodeling, modeling is an object class modeling. At 
the same time, it is restricted by metamodel. The final 
model is executable under the circumstance of two phases 
modeling.  

However, the ability of defining modeling language by 
MOF just stagnates on definition to structure. In other 
words, MOF only defines what to execute, but not how to 
execute. In one way this is an advantage: specific 
modeling languages can be implemented in a wider 
space.  

xKL proposed in this paper is a modeling language 
whose abstract syntax model generated by MOF. And it 
focuses on the modeling field.  xKL’s abstract syntax 
structure model (structure metamodel) can be abstracted 
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first, and then xKL’s abstract syntax action model (action 
metamodel) can be abstracted according to their action 
characteristics. OCL (Object Constraint Language) 
expression abstract model is the basis of designing xKL 
action metamodel. xKL is not an ordinary program 
language, but a text mode language. It can describe not 
only various modeling elements such as packet, class, 
attribute, method etc. but also restriction.  

 

 
Figure 1 The Hiberarchy of Two Phases Modeling 

Ⅲ. DESIGN AND IMPLEMENT OF MODEL EXECUTION 
METHOD BASED ON MOF  

A.  System Structure 
The system structure (5 parts) of model tool is shown 

as Figure 2: 
(1)Model: The generation of model needs object, 

socket, quotative value, enumerate value and various 
simple type value. These conceptions are named 
modeling elements which are executable.  

 

 
Figure 2 The System Structure of Model Tool 

 
(2) Metamodel: The generation of metamodel needs 

packet, class, attribute, operation, restriction, interaction, 
condensation and inheritance. These concepts are called 
elements of metamedel. 

(3) xKL: It is the basis of metamodel generation, and it 
provides suitable text description support for 
metamodeling elements. That is to say, metamodel 
elements can be mapped to xKL language one to one and 

vice versa. xKL also imports OCL expression criterion, 
one of the expression concepts, as basis of xKL. 

(4) EMF: EMF is a modeling tool on Eclipse platform 
as a kind of implement of EMOF. Its Ecore model is 
based on EMOF, therefore, it can be used to generate 
EMOF model and expression model of OCL under EMF. 
These two models ensure the abstract syntax basis of 
xKL, in other word, xKL meatmodel. 

(5) EMOF: The criterion of EMOF2.O proposes two 
new concepts, EMOF and CMOF (Essential MOF and 
Complete MOF). When EMOF is used for simple 
metamodel, it has a simple structure mapping MOF 
model to material implement. 

B.  xKL Metamodel Structure 
The ultimate aim to design xKL is for providing MOF 

model an action semantic. Thus the generated model is 
not only based on MOF but also executable. Therefore, 
the idea of designing xKL abstract syntax is: first to 
generate the structure model of xKL abstract syntax 
based on MOF model ( the structure metamodel of xKL), 
and then an executable action metamodel (the action 
metamodel of xKL) is supplemented.  

 

 
Figure 3 the Metamodel Structure of xKL 

 
According to the idea of designing xKL abstract syntax 

shown as the left part of Figure 3, the xKL metamodel 
can be totally compatible to EMOF model.  As a result 
xKL must accord with MOF standard. Therefore, the 
abstract syntax model of xKL can be divided into two 
parts: 

 Structure Metamodel: Instance the metamodel 
elements of EMOF, generate and extend EMOF 
structure model, accord with EMOF standard. 

 Action Metamodel: Instance the metamodel 
elements of EMOF, generate and extend OCL 
expression model, inherit the characteristics of 
OCL. 

C.  Structure Metamodel 
xKL keeps the primary structure of EMOF and further 

fractionizes the syntax of categories of EMOF such as 
Type, Class. The structure metamodel of xKL accords 
with EMOF model framework. With rebuilding EMOF, 
some accessorial and action concepts are added to 
improve xKL to an executable language.  

D.  Action Metamodel 
It is necessary to consider restriction modeling for the 

action metamodel generation of xKL. Adopting OCL 
abstract syntax model, regarding all sentences as 
expressions, that is to say, all sentence serials can be seen 
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as expression serials. So any action produced by xKL can 
be expressed by xKL expression serial. With reference to 
OCL expression abstract syntax model, xKL expression 
is defined in a similar way like IfExp, LoopExp, etc[6].  

E. The Implement of Model Execution Method Based on 
MOF 

The implement of model execution method is adopted 
with the Eclipse modeling framework and ANTLR plug-
in method. 

ANTLR [7] is a powerful compiling creation tool 
providing some functions as syntactic predicates and 
semantic predicates. Since EMF was developed, it has 
been focusing on MOF implement of OMG.  EMF 
provides a Java code reproduction tool for developers 
concentrate on the model itself rather than details of 
implementation. The key contents under this framework 
are metadata, code generation and default serialization.  

The code procedure of a model generation with EMF is 
as follows: 

 Generate a UML model. There are four methods: 
Java class with special remark, ecore model 
described by XMI, XML Schema method and 
Rose UML class diagram file. 

 Generate the EMF genmodel according to model 
file above. 

 EMF generates Java code of model according to 
genmodel,. 

Ⅳ. CONCLUSION 

The model execution theory is researched and a 
modeling language xKL is designed to implement model 

executable mechanism in this paper.  The study is based 
on an in-depth research of MOF.  It proposes two stages 
modeling, the implement method of executable UML and 
OCL’s important status in modeling field.  And all those 
provide the theoretical support on model execution 
research.  Then they are combined to a unique modeling 
system according to the demanding of model execution. 
xKL language can be an usable tool in CSCW field. 

REFERENCES 

[1] Frankel, D. S, “Model Driven Architecture: Applying 
MDA to Enterprise Computing”, John Wiley & Sons, Inc. 
2003.  

[2] OMG. MOF 2.0 Core Specification, OMG formal/03-10-
04 [S]. October, 2003 

[3] Architecture Board ORMSC.Model Driven 
Architecture(MDA). OMG, Document Number Ormsc 
[EB/OL]. http://www.omg.org/docs/ormsc/01-07-01.pdf. 

[4] Rumbaugh,J, Jacobson, Ivar and Grady Booch., “The 
Unified Modeling Language Reference Manual.” Second 
Edition.ISBN 7-111-16560-8. 

[5] Wei Zhang and Hong Mei, “A Feature-Oriented Domain 
Model and Its Modeling Process”, Journal of Software. 
2003,14(8):1345-1356 

[6] Tongcheng Geng, “Research and Implement of Model 
Executable Method Based on MOF”, Master Dissertation, 
College of Computer Science and Technology ,Jilin 
University. 2008 

[7] Dan Yu, Hongzhi Yan, Jina Wang, “Design and 
Implementation of NC code Compiler Based on ANTLR”, 
Journal of Computer Applications. 2008, 28(2):522-524, 
527. 

 

 



 94

The Application of SOFM Fuzzy Neural Network 
in Project Cost Estimate 
Wen-Feng Feng1, Wen-Juan Zhu1, Yu-Guang Zhou2 

1School of computer science and technology, Henan Polytechnic University, Jiaozuo, China 
cbfwq3006@163.com 

2China Overseas Holdings Limited, Hongkong, China 
 
 

Abstract—Applications of neural network were widely used 
in construct project cost estimate. Aim at handling 
weakness of poor convergence and insufficient forecast, an 
improved method based on SOFM (self-organizing feature 
map) was proposed to replace the fashionable T-S fuzzy 
neural network. The method illustrated how to apply 
SOFM algorithm to improve the fault such as poor 
convergence and insufficient forecast, with the considering 
of analysis in basic principle of fuzzy neural network. After 
optimizing of T-S fuzzy neural network model, construct 
project cost estimate model had been built up. Finally, the 
model was set up with the purpose of comparing 
generalization ability by 18 examples and 2 testing samples. 
Comparing the simulation, a positive result was found that 
SOFM fuzzy neural network had a better performance in 
reducing the forecast error and iterating times. Therefore, 
this model is fit for handling construct project cost 
estimate. 
 
Index Terms—fuzzy neural network, self-organizing feature 
map, cost estimate 

I.  INTRODUCTION 

With the implement of evaluation of bid method 
which is proposed in “The construction contract and 
contract valuation management methods” and “tendering 
method”, it is necessary to analysis project cost in 
correctly way during the process of project cost estimate. 
Construction cost is the essence properties of cost 
estimate in construct. It is the summation of general 
expenses. Traditional construct cost estimate method was 
applying mechanically estimate index and enterprise 
quota. The method of applying mechanically enterprise 
quota has great workload, and slow estimated speed. 
Meanwhile, quota has strong comprehensiveness. So, it 
can not reflect timeliness of concrete project feature. The 
method of applying estimate index is calculated according 
to completed similar project. Due to the uncalculated 
similarity between project, and the limitation of construct 
time and market condition, the modified method by price 
index and regression analysis can not content the 
requirement of estimate accuracy. How to acclimatize 
project cost estimate quickly and accurately to reality 
project cause more and more attention. For the past few 
years, scholars at home and abroad were proposing 
numerous methods. BP speediness estimate method is an 

effective way; however, it has many problems to solve 
the contradiction between reality scale and network scale 
because of the low speed in learning, and the over fitting 
performance. Reference [1] put forward T-S fuzzy neural 
network to settle this problem. Whereas owing to random 
parameter and samples acquired by equal interval, it made 
an ideal environment for actually samples. The network 
designed by this way had an inaccuracy output value and 
poor generalize ability. Some references raised a method 
that combine BP, K-means, and T-S fuzzy neural network 
together in order to improve the performance. However 
k-means need the parameter which has been set by expert. 
This article presents a T-S fuzzy neural network method 
based on KOHONEN. In another word, self-organizing 
feature map confirm the center and width of membership 
function to avoid the interferences which are made by 
artificial factors. And then the weight of every rule can be 
calculated by traditional product operator. At the end of 
the network, reverse calculation should be chosen to get 
the output value. Hereinto, the adjusting process can be 
realized by BP.  

For the past few years, artificial neural network 
provide an efficient way to solve this question. 
Especially, the application of BP (back propagation) has a 
popular use. However, BP is easily to sink into birth 
defects take examples as topo-minimum, slow 
convergence speed, instability system and so on. This 
article present a method that combine fuzzy mathematic 
into neural network. Nevertheless, it is different from the 
model which proposed by Shi Feng in literature [1]. T-S 
fuzzy neural network can have a lower error, and faster 
convergence, merely poor generalization ability. The 
reason why is that center value and width are randomly 
set. In order to figure out this problem, this article put 
forward SOFM clustering method to get the center value 
and width, and then the center value and width should be 
put into T-S fuzzy neural network to compute and 
analysis with the purpose of getting the feasibility of this 
scheme. 

II.  SOFM FUZZY NEURAL NETWORK MODEL PRINCIPLES 

A.  SOFM Summary 
Self-organizing feature map can be called as 

KOHONEN model or topology model. At the earliest, it 
was proposed by Malsburg. The current pattern is 
developed by Kohonen. The function of SOFM is adjust 
the weight by a great number of samples through 
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self-organizing method, so as to make the output data can 
reflect disposition of the samples. The training algorithm 
has two parts, similarity match and update. The concrete 
steps can be stated as follows. 

1) Initialization. A random number can be given to 
weight vector in output layer and then it can get a 
normalization dispose to acquire Wj, j=1, 2, …, m. An 
initial winning neighbourhood Nj*(0) can be set up, and 
the learning rateηwas given to a initial value. 

2) accept input data. Chose an input pattern in a 
random way from the training data and then normalize it 
to get Xn, n∈c. 

3) In search of wining node. Compute the dot metrix of 
Wj and Xn, j=1,2,…,m. And find the maximum wining 
node j* of the dot metrix. Whereas if the input patterns do 
not have normalization, the Euclidean distance should be 
computed according to the following equation. 

{ }
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ˆ ˆmink k
i jj m

x w x w
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− = −
 

In order to find the wining node which has the nearest 
distance. 

4) Define wining neighbourhood Nj*(t). Initially, 
neighbourhood Nj*(0) is comparatively large. During the 
training process, Nj*(t) gradually shrink in a unit radius. 

5) Adjust weight. Node weight in the wining 
neighbourhood Nj*(t) should be adjusted according to the 
following equation. 
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η(t,N) is a function of training time t ,and it is a 
function of topology distance between wining neuron j* 
and the jth neuron in the neighbourhood. 

After finishing, centers and the distance between 
centers extracted from SOFM can be considered as center 
position and width of membership function [2]. 

B.  Fuzzy System and Neural Network Summary 
Fuzzy system is totally different from neural network 

among their basic feature and application. Both of them 
have great fault-tolerant capability during information 
processing. Differently, fuzzy system can simulate 
people’s method of fuzzy logic thinking. Fuzzy 
mathematics is used for description, research, and 
handling fuzzy feature which object have. The essential 
concept of fuzzy mathematics is membership and fuzzy 
membership function. Among them, membership indicate 
u belong to degree of membership of fuzzy subset f. It 
can be shown as ( )f uµ , and it is the number among 0 
to 1. If the ( )f uµ  close to 0, it indicates that the degree 
of fuzzy subset f is small. Otherwise, the degree of fuzzy 
subset is big. Neural network’s fault-tolerant capability 
which shows up during information processing is from 
structural features of network. While our brain’s 
fault-tolerant capability is stem from both of 
them------fuzziness of thought method and structural 
features of brain. This feature can give direction to the 
combination of fuzzy system and neural network. 

C.  T-S Model 
T-S model designs controller by the method of PDC. 

Definitely, it means that each topo-subsystem separately 

design locality controller. Locality controller multiply by 
various locality weights, and then the value added 
together is the whole controller output data. Topo-fuzzy 
controller can be designed in a linear method, and it also 
can be plan by other mature theory. A simple linear 
method is proposed in this article. The feature of T-S 
model is that it not only can auto update the weight, but 
also can modify membership function of fuzzy subset. 
T-S fuzzy system is defined by the rule such as if-then. 
The rule can be stated as follows.  

If variable is congregation Then action. 
For instance, a very simple temperature adjuster made 

use of fan. 
If temperature is very cold Then stop the fan. 
If temperature is cool Then slow down the fan. 
If temperature is normal Then keep the speed. 
If temperature is hot Then speed up the fan.[3] 
Under the circumstance when the rule is expressed 

as iR , fuzzy reasoning can be shown as follows. 
iR ： If x1 is 1

iA ,x2 is 2
iA ,…, xk is i

kA  then 
yi= 0

ip + 1 1
ip x +…+

i
k kp x  

i
jA  is fuzzy subset of fuzzy system. i

jp （j=1,2,…,k）
is parameter of fuzzy system. yi is the output data which 
acquire according to fuzzy rules. The section of if is 
expressed in fuzzy logic and the section of then is a 
concrete value. The fuzzy inference process expresses 
that the output data is a linear combination of input data. 

Suppose there is a output vector like x= 
[x1,x2 ,…,xk].Based on T-S model, the membership of 
input variant xj have been computed. 

( )( )2
exp /i i i

j j j jA x c bµ = − −
                   （1） 

Among the equation, j=1,2,…,k;i=1,2,…,n  
i
jc  is the center of membership and i

jb  is the width 
of membership. We should use SOFM to get the 
parameter of center and width. K indicates input vector 
and n indicates fuzzy subset. 

Membership functions are computed by fuzzy, and 
fuzzy operator are adopted by multiply operator. 

1 2
1 2( )* ( )*...* ( )i k

j j j kw uA x uA x uA x=
          （2） 

Here, u indicates input data, and n indicates rule 
number. 

In terms of fuzzy computation, output iy  can be 
work out. 

0 1 1
1 1
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= + + +∑ ∑
     （3） 

D.  T-S Fuzzy Neural Network Algorithm 
T-S fuzzy neural network can be split into four layers 

such as input layer, fuzzy layer, rules computation layer 
and output layer. Input layer connect with input vector ix , 
and node has same dimension with input vector. The 
fuzzy layer adopts membership function (1) to make the 
input value into fuzzy membership valueµ . Fuzzy rules 
computation layer adopts fuzzy multiply equation (2) to 
get w. Output layer adopts equation (3) to compute the 
output value of fuzzy neural network. The learning 
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algorithm of fuzzy neural network can be stated as 
follows. 

1) Error computation 

( )21
2 d ce y y= −

                         （4） 

In the equation, dy  is expected output data, cy  is 
the real output data, and e is the error between expected 
output data and real output data. 

2) Factor rectification 
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In the equation, 
i
jp is the factor of neural network, a is 

the learning rate of the network, jx is multiply product of 
the membership of input data. 

3）Parameter rectification 
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j j i
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In the equation, ( )i
jc k  is the center of membership 

function, and ( )i
jb k  is the width of membership 

function. Due to the rectification of parameters, we can 
get the new center and width, with the purpose of getting 
a more excellent output data. The parameter rectification 
process should be excute in the same time as factor 
rectification. 

III.  EXAMPLE APPLICATION AND ANALYSIS 

A.  Quantify Description of Construct Project Cost 
Samples 

This study investigates the use of genetic algorithm in 
the design and implementation of neural network 
controller. Features of construction project have been 
chosen in using MATLAB to realize cost estimate. 
According to building operations technology which was 
written by Xi Zhang in Mach, 2008, 7 features were 
chosen as classified standards in construction such as 
base type, architecture form, number of plies, door and 
window, siding ornamental, wall, and plane assemble. 
The quantify description can be stated as follows. 

m kinds and building project samples have been got. 
Each sample has 7 features. So a network input model can 
be fixed as follows.  

Pk=(P1k,P2k,…,Pnk)  k=1,2,…,m,  n=7 
It can be seen that m kinds of vectors of building 

project samples could be built up by this method. There 
have 7 features in every sample. And then quantify 
description of any constructional engineering can be 
given. It can be shown as Ti = ( ti1 , ti2 , ⋯, tij). Ti can be 
stated as the serial-number of the ith project. tij ( j = 1,2,

⋯,7) indicates quantify values of jth feature in project i. 
Taking a project for example, if the project has 7 features 
such as brick foundation, 5 floors, timber door and 
aluminum alloy window, siding rock dash, standard brick, 
three chambers and one hall. So the quantify description 
can be expressed in Ti = (1,1,2,3,2,2,3).  

B.  Application of SOFM Fuzzy Neural Network in 
MATLAB 

 normalization 
The benefit of normalization not only can remove 

bizarre matrix, but also make the data of output layer 
more accurate. 

We can choose 20 premises from a constructional 
operations company in China as these descriptions above. 
7 features can be considered as samples. On the basis of 
the above method, training samples can be stated as table 
1. 

 
The first step we should do is normalizing these data in 

order to acquire more accurate output values. 
Normalization should obey the following equation in 
MATLAB. 

P(i,:)=(P(i,:)-min(P(i,:)))/(max(P(i,:))-min(P(i,:))); 
 result analysis 
We put the normalized samples into fuzzy neural 

network and SOFM fuzzy neural network, and set the 
iterate steps are 100. The performance figure can be 
stated such as figure 1 and figure 2. After comparing, it 
can be seen that the error of figure 1 is obviously than 
figure 2. From this, we can conclude that center and 
widths of membership function have a great meaning to 
the result of output data. 

 

TABLE I.  TRAINING SAMPLES 

N input data output 

x1 x2 x3 x4 x5 x6 x7 y1 
1 1  1 2 1 1 2 2 498 

2 3 1 2 3 3 2 4 525 

3 2 1 1 1 2 2 2 493 

4 1 1 1 1 1 1 2 487 

5 1 1 1 3 2 2 3 506 

6 2 1 2 3 3 2 4 538 

7 3 1 1 1 2 2 4 542 

8 4 1 2 3 3 2 5 562 

9 2 2 4 3 3 3 4 897 

10 3 2 5 3 3 3 3 989 

11 4 2 6 3 3 3 4 1045 

12 5 2 4 2 4 3 4 876 

13 5 4 6 3 4 2 4 857 

14 5 2 4 3 3 3 4 923 

15 6 2 3 3 3 3 4 948 

16 6 3 4 3 3 3 3 747 

17 6 2 4 3 4 3 4 689 

18 6 4 6 3 4 2 3 936 
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Center and widths in a random way may have the error 
which is rather far from center and widths are set by 
SOFM. 

Put the testing data into these two models to compare 
the differences. The forecast costs can be described as 
figure 3 and figure 4. Even though two models both 
illustrate that three kinds of data costs arrayed from huge 
to small can be stated as sample sector three, sample 
sector one, and sample sector two. It is said from 
accuracy that forecast costs from SOFM fuzzy neural 
network were more closely to real value 1138.28, 498.76, 
1185.84. 

Figure 3 shows the forecast result of general T-S 
fuzzy neural network without the process of SOFM 
system. In another word, the input data without the 
transformation of fuzzy set can get the similar result as 
figure 3. 

From figure 3 and figure 4, we can get two 
conclusions. 

(1) SOFM fuzzy neural network forecast costs are 
more closely to real values. It can be seen that 
generalization capability of SOFM fuzzy neural network 
is better than general fuzzy neural network. 

(2) Because of the insufficient of sample numbers, 
input data can not accord with normal distribution. So it 
leads to the not ideal forecast result. 

IV.  CONCLUSION 

This article proposes a blended learning algorithm 
which aims at handling the weakness of general T-S 
fuzzy neural network. In other words, SOFM can be used 
in this model to set the parameters of membership 
function, and the result in the output layer should be back 
calculated, and then the real output data make a 
comparison with expected data. Experiments indicate that 
this method not only improves convergence and 
efficiency of self-learning in network, but also guarantee 
conclusion section have higher information collection rate 
and accuracy rate. Meanwhile, simulation results 
demonstrate that the algorithm which proposed in this 
article has a faster speed in best approximation of target 
function. It is better than the general fuzzy neural network 
in performance. 
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Figure1. General fuzzy neural network error 

Figure3. General fuzzy neural network error 

 
Figure4. SOFM fuzzy neural network error  

Figure2. SOFM fuzzy neural network error 
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Figure 1.  Components of System. 
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Abstract—Manual meter reading was main way in 
traditional water management. It was not only waste of 
human and material resources, but also very inconvenient. 
Especially in recent years, with the emergence of a number 
of high residential, this way of water management was 
obviously inefficient. In this paper, based on the study of 
existed water meters, a kind of design schema of intelligent 
water meter was introduced, which was based on 
PIC16F946 microcontroller. By this way, the efficiency of 
water management can be improved.  
 
Index Terms—meter reading, water management, intelligent 
water meter, PIC16F946 

I.  INTRODUCTION 

Currently, manual meter reading is still widely used in 
the three meters system including of water meters, gas 
meters and electricity meters, and lots of trouble has 
emerged. Especially with the development of technology, 
there are a lot of residential buildings in communities, 
and evidently the traditional meter-reading method has 
been unable to meet the requirements of the current 
situation. 

There are three solutions to solve the problems of 
traditional manual meter reading. They are cable 
automatic meter reading system, wireless automatic meter 
reading system and intelligent water meter system. 

Cable automatic meter reading system is very 
vulnera0ble and it needs a heavy workload of 
construction wiring. And in this kind of system, it is hard 
to find trouble spots once it is damaged, vulnerable to the 
impact of thunderstruck and over-voltage, too. Therefore, 
it is not easy to maintain for this kind of system [1].  

Foundation Project: Youth Foundation Project of 
Henan Polytechnic University (Q2010-61) 

Wireless automatic meter reading system needs not the 
complexity of indoor wiring, so it can avoid the 
shortcomings of cable meter reading system. But there is 
a fatal problem, power problem. In this kind of system, 
control module and the wireless transmission module 
require continuous power supply [2]-[5]. And in the 
system, there are generally a lot of wireless transmission 
nodes to transmit information for each other, which 
constitute to be a network. These nodes commonly used 
dry batteries as power supply, so the batteries must be 

replaced if they are run out of. For current technology and 
prices, the cost is larger. Therefore, the power issue has 
been an important factor of confining wireless automatic 
meter reading system to be used widely.  

In contrast, IC-based smart card water meter system 
has great flexibility. It can not only avoid many 
drawbacks of manual meter-reading systems and wired 
meter-reading systems, but also reduce much of power 
consumption. In this paper a kind design schema of RF 
IC Card Intelligent Water Meter based PIC16F946 was 
introduced. 

II.  DESIGN SCHEMA 

A.  Components of system 
 The whole system is mainly composed of smart meter, 

RF cards, and water-using management software system. 
As shown in Figure 1, radio frequency smart card is 
information exchange medium between water meter and 
water management system, in this paper the design of 
intelligent water meter was mainly discussed [6].  

B.  Design of intelligent water meter 
The RF card intelligent water meter is mainly 

composed of basic meter, flow detection sensors, 
microprocessor, radio frequency reader module, valve 
control module, LCD display and power supply 
component[7]. 

Basic meter is an important component of measuring 
water amount accurately. Its main structure is the same as 
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ordinary mechanical water meter, which is the basis of 
intelligent water meter, and it is related to the accuracy of 
measuring. 

Flow sensor is transmission part of the water meter. It 
is a critical component to transform mechanical signals to 
be electrical signals, by which the measurement of water 
flow can be calculated at last. 

IC card is a medium for data transmission, which can 
be used for management and control. According to 
different functions and usage rights, cards can be divided 
into various types, in the water management system [8]. 

Microprocessor is like the "brain" in the whole 
intelligent water meter system. It can control all the 
components by anticipated set, such as valve control, data 
storage, LCD display, alarm control, power management 
and handling all kinds of interrupts including various card 
interrupts.  

The system given in this paper used the chip 
PIC16F946 as controller. It is made by NanoWatt 
Technology, it is a microcontroller including of 64-pin 
and 8-bit CMOS Flash. And internal resources are rich. 
For example, there is a LCD driver, which can better 
control LCD flexibly. And the power consumption is very 
low, too. When operating voltage is 2.0V, the standby 
current is less than 100nA, and operating current is 
relatively low [10]. 

There is a watchdog in MCU. In order to reduce the 
power consumption, generally MCU can be set in the 
standby mode, when a radio frequency card is close to the 
card reader. And it will be waken up into normal mode by 
external interrupts.  

C.  Design of software 
MPLAB IDE v8.10 is adopted as the development 

tool, which is based on the standard Win32 32-bit 
Windows operating system. This software is entirely self-
developed by Microchip Company. 

In the whole system, radio frequency cards are used to 
exchange information between water meters and PC. By 
function cards can be divided to be a lot of kinds of ones. 
For example, in addition to client card which is used for 
water purchase, there are many kinds of ones for system 
maintenance, such as the reset card, password setting 
card, time setting card, checking card, testing card, and so 
on. 

The reset card is used to initialize the water meter. 
Checking card is for the collection of error messages 
occurred [11]. For example, magnetic failure, valve 
failure, battery failure and so on. All the occurring time 
and times of these failures were recorded in the MCU. 
Testing card is used for testing of water meters before the 
meter is out from factory. In the first sector of the card 
memory a series of numbers can be stored which will be 
used to distinguish the card belongs to which kind of one. 

The flow chart of main function is as shown in Figure 
2. Firstly, initializing is necessary. The first time running-
flag is a byte in the EEPROM, if it is 0x5A,it is can be 
concluded that the water meter is not run for the first 
time, or it is run first. By that, some relevant variables 
will be initialized. Secondly, the global interrupts are 
turned on. In the system, three kinds of interrupts were 

designed [12]. They’re card interrupt, flow sensor 
interrupt and timer interrupt. The card interrupt will 
caused the moment that a card is close to the water meter, 
and then the MCU begins to execute the card interrupt 
service program, it can identify card types by a byte in 
the card memory and will run corresponding program. A 
series of interrupts of flow sensor formed a string of 
pulses, and the water flow amount can be calculated by 
the pulses. The interrupts of timer are mainly used to 
compute the time. Lastly, after the interrupt service 
programs were run or there was no any interrupt at all. 
The MCU will be set in sleep mode. In this mode, the 
power dissipation is the least. If there is any interrupt, the 
MCU will be waken up and execute the related interrupt 
service code [13]. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

III. CONCLUSION 
In summary, a solution of a PIC16F946-based smart 

water meter was introduced. The power consumption of 
the intelligent water meter was very little with water 
amount display, alarm, error information recording and 
other functions. To test the feasibility of the given design, 
some experiments were carried out. Some parameters 
about the power were acquired, mainly including of the 

Figure 2. Flow chart of main function 
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total current of the different states. There were four kinds 
of currents, such as I1 (the total current while woken up 
by the clock interrupt), I2 (the total current while woken 
up by card interrupt, I3 (the total current while woken up 
by flow sensor interrupt) and I4 (the total current in sleep 
state). The experiments were done in the general 
environment. Five intelligent water meters were selected 
at random. The total currents under various states were 
recorded, which were shown in TABLE I. In the table, 
the five water meters were marked by M1, M2, M3, M4 
and M5.The unit of currents was micro-amp. From the 
data in the table, it can be conclude that the design of the 
intelligent water meter is feasible.  

TABLE I.  CURRENT TEST 

Curre
nt M1 M2 M3 M4 M5 Mean 

I1 
80.0 79.9 80.3 80.0 79.7 79.98 

I2 672 670 670 669 667 669.6 

I3 82.1 82.3 82.5 82.0 82.3 82.24 

I4 16.2 16.5 16.8 16.2 15.8 16.3 
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Abstract—Task scheduling is a NP puzzle. Its algorithm is 
an important research direction. This paper proposes a task 
scheduling algorithm based on real-coded immune 
algorithm by studying and analyzing task scheduling models 
and immune algorithms existed. This paper discusses the 
coding method, the generation and update of population, the 
update of memory cells and the values of partial 
parameters. This paper explores the affinity function and 
the concentration function. In the end, this new algorithm is 
implemented in the software VC++, and is proven validity 
and feasibility by comparing and analyzing examples 

Index Terms—Immune algorithm, Real-coded, Task 
scheduling, Information entropy  

I. INTRODUCTION  
Load distribution is a resource management module 

of a distributed system. It mainly redistributes system 
load reasonably and explicitly among processors to make 
the comprehensive performance of the system the best. 
Static load allocation algorithm makes a decision based 
on priori knowledge of the system to schedule a set of 
tasks so that each task has the smallest execution time in 
every goal PE . So the static load allocation is also called 
task scheduling problem. 

In a task scheduling problem based on graph model, 
the Directed Acyclic Graph (DAG) can be used to make a 
model for a set of tasks. So the task scheduling problem 
boils down to scheduling optimally the set of tasks to the 
target PE  of the system to make the scheduling length 
(i.e., execution time) the smallest under the premise of 
maintaining the precedence constraint between tasks. 
Except some instances with special constraint models, 
scheduling problems are usually still a NP puzzle, even 
though calculation costs and communication costs are 
made certain simple assumptions [1] .Many ways try to 
use mathematical tools (Figure, heuristic rules, etc.) to 
get a second-best solution, but heuristic algorithms 
existed have obvious limitations, such as either too 
complex and difficult to get a solution, or too time-
consuming to be actually applied [2]. 

Immune algorithm[3] as a new global optimization 
searching algorithm[4], its self-regulation, antibody 
diversity, associative memory  provide some theory 
evidences for resolving combinatorial optimization 
problems including task scheduling. It has been widely 
studied and used [5] - [11]. This paper proposes one task  

scheduling algorithm based on real-coded immune 
through task scheduling model. 

II. THE MODEL OF THE PROBLEM AND RELATED 
DEFINITIONS  

A. The Graph Model of the Task Scheduling Problem 

       Suppose a process set ( )1 2, ,..., nP P P P= is 
executed in a series of the same processors, and the 
partial order relations ( < ) on the set P are given to 
compose the set ),( <P of relations expressed with a 

quaternion ( ), , ,G V E C W= called task precedence 
graph. The task precedence graph is a DAG, where 

( ),1jV v j n= ≤ ≤  is the set of task-nodes, and 

n V=  is the number of task- nodes; E  is the set of 
directed edges representing the communication relation 
and the precedence relation between two nodes, and 
e E=  is the number of directed edges; W  is the set of 

communication costs between any two directed edges; C  
is the set of computing costs between any two nodes; 

( , )i jw v v W∈ is the communication costs between two 
nodes of a directed edge. If these two nodes are 
dispatched to the same processor, the value is 0. 

( ),ij i je v v E= ∈ is the directed edge. The ( )ic n C∈  

is the execution time of the node iv V∈ . 
In the task scheduling problem, the network 

connectivity between processors is given some typical 
assumptions [12]: （3）Storage capacity is unlimited; (2) 
Each PE  has the same processing power; (3) Ignore the 
network congestion. 

B. Related Definitions of the Problem 

(1) The set { }1 2, ,..., nT T T T=  with N sub-tasks, 

where iT  is the i-subtask. 

 (2) The set { }1 2, ,..., nP P P P= with M processors, 

where iP  is the i-processor.  
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(3) C  is a matrix with m n× elements. Its element 

ikc   shows the time (assuming ikc is known) that the task 

iT  is executed in the host kP . 

     (4) W  is a matrix with m m× elements. Its element 

ijw  shows the communication costs between the task iT  

and the task jT . 

(5) D  is a task distribution matrix with m n×  
elements, where 

1
0ikD ⎧

= ⎨
⎩

 i kif T is implemented in P
else

, 

(6)Information entropy: Let allele { }1 2,, ..., sk k kΓ = . 

{ }1, 2,...,
N

n LX X X X H= ∈  is a population with N  indivi-

duals,where each individual 1 2i i i iLX a a a= . Definition: 

( ) ( )
1

L

j
j

H X H X L
=

=∑ ,where ( )
1

log
s

j ij ij
i

H X P P
=

= −∑ . ijP  is 

the frequency that the j-bit of N  individuals gets the 
value ik in the population X . ( )jH X  is the in-

foration entropy of the j-bit of X . 

C. The Solution of the Problem 
Suppose A  is the scheduling strategy of some DAG. 
( )A iW P shows the total time that the processor iP  

completes the last subtask assigned under the scheduling 
strategy A . There is: 

( )
1 1 1

2
n n m

A i k k ik ik ij ik jr
i j r

r k

W P t w c d a w d d
= = =

≠

⎛ ⎞
⎜ ⎟= + = +⎜ ⎟⎜ ⎟
⎝ ⎠

∑ ∑∑ , 

where m hosts work in parallel. ( )W A  shows the time 
that the system completes all of the tasks, and there 
is ( ) ( ) ( )( )max , 1A iW A W P i i m= ∀ ≤ ≤ ; Furtherm-

ore, min ( ( )W A ) is the target required. 

In which, kt is the time that the k-host executes all of 

its tasks, kw is the time that the k-host communicates with 
other hosts, and the constant a is used to adjust the 
overlap between communication time and execution time 
.In certain actual design process, the right value of a  can 
be selected according to different degrees of overlap. 

III. THE  TASK SCHEDULING BASED ON IMMUNE    

ALGORITHM 

A. The Description of the Algorithm 
Flowchart (Fig.1) shows that antigen corresponds to 

the problem to be solved and antibodies correspond to a 
solution of the problem.  

 Input the objective function and constraint condi-

tions  as the antigen of immune algorithm; 
 

 
Figure 1.  The algorithm flowchart  

 Generate the initial antibodies based on real-coded; 
 Compute affinities and concentrations; 
 Update memory cells: when the concentration of       
antibody v  exceeds the threshold value, memory 
cells are generated to record the antibody v   
representing a local optimal solution; if similar 
solving problems are met again in the future, 
memory antibodies can be directly searched for from 
the memory in order to improve the solving 
efficiency. 

 Update population: get new antibodies though 
survival selection, crossover operations and mutation 
operations, and replace the antibodies in the last 
generation. 

B. Coding Method 
       Immune algorithm commonly uses binary coding. 
But for optimization with multiparameter, the use of 
binary coding would lead to encoding too long and the 
efficiency of search reduced. This paper applies real-
coded to task scheduling problems. In this method, a 
chromosome consists of a distribution sub-string and a 
scheduling sub-string, and these two sub-strings are 
encoded in different ways. The encoding form is 
expressed with a unidimensional character string, where 
any bit iLString a= of the distribution sub-string 

shows that iT  is assigned to the aP ,and any bit 

iRString b= of the scheduling sub-string shows that 

the predecessor task of bT will be placed before the i-bit. 
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C. Antigen Recognition (Analyzing Problems) 
In this paper, the problem and the characteristics of 

its solution are analyzed, and the right expression form of 
the solution is designed. The solution of this algorithm is 
based on real-coded. The approach is to input the objec-
tive   function and constraint conditions of the problem as 
the antigen of immune algorithm. 

D. Initialize Population 
The method that the distribution sub-string of 

chromosome is generated is that: Generate randomly one 
random number in internal [1: m] for each pick from 1 to 
n, where n is the number of tasks, and m is the number of 
processors. But the scheduling sub-string requests a 
special way to generate for the need of meeting the 
constraint relation between predecessor and successor of 
task. 

E. The Affinity Computing 
Affinities include the affinities between the antigen 

and antibodies, as well as the ones between antibodies. 
The affinity vA  between the antigen and antibody v  can 
be get from the transformation of objective function 

( ), ,f x y z  (i.e. min ( ( )W A ): 

( )( )1 1 , ,vA f x y z= + .                     (1) 
The affinity between two antibodies reflects the 

similarity of these two antibodies. The more similar they 
are, the greater the affinity is. On the contrary, the less 
similar they are, the smaller it is. For the affinity ,v wB  

between antibody v  and antibody w ,it is: 

( )( ), 1 1 2v wB H= + .                        (2) 

F. The Concentration vC is the Proportion that Similar 
Antibodies Account for in Groups   
The formula is as follows: 

,
1

N

v v w
w

C S N
=

= ∑ ,                               (3) 

where N  is the total number of antibodies; 

     
,

,
,

1
0

v w ac
v w

v w ac

B T
S

B T
≥⎧⎪= ⎨ <⎪⎩

 ,                     (4) 

where acT  is the predetermined similarity threshold 
value. 

G. Memory Cells (the memory of antibodies) Update 

When the concentration vC  of antibody v is over 

than the threshold value cT , memory cells are generated 
to record the antibody v that represents a local optimal 

solution; when memory cells have not yet reach the upper 
limitation, they begin to join the antibody; if these 
memory cells reach the upper limitation, the newly added 
antibodies replace the original antibody with the largest 
affinity with it. 

H. The Survival Rate Computing of Antibodies and 
Survival Selection 

The survival rate formula of each antibody is as 
follows:  

                       v ve A C= .                                   (5) 
Equation (5) shows that antibodies with larger 

affinity with antigen and antibodies with low 
concentration have the stronger ability to survive to the 
next generation. The method is that: Do a getting scores 
test to antibodies, then select the individuals with high 
scores into the next generation according to a 
predetermined elimination rate, and wash out the antibo-
dies with low survival rats. They will be treated as 
immunization supplement after being washed out. 

I. Crossover and Mutation 
To ensure that the newly generated individuals after 

crossing are still feasible solutions, the distribution sub-
string and scheduling sub-string are crossed in different 
ways. The distribution sub-string is crossed in the 
classical single-point-hybrid method; while the schedu-
ling sub-string is based on a special hybridization 
method. The method is that: Select randomly a cross-
point and remain the gene before the cross-point 
unchanged, meanwhile, rearrange the gene after the 
cross-point according to the sequence of their crossing 
each other. 
       The mutation operations of the distribution sub-string 
and the ones of scheduling sub-string are also different. 
The mutation operations of the distribution sub-string are 
that: Select randomly one mutation bit in distribution sub-
string, and then replace the processor randomly in the bit 
with another one. While the mutation operations of the 
scheduling sub-string are that: Let the task that the 
mutation bit selected randomly represents migrate 
between  predecessor nodes and successor nodes to 
ensure that the solution obtained after migrating is still a 
feasible solution. 

J. The Parameter Selection of Immune Algorithm 

Generally, mutation rate mP  should get its value in 

interval (0.005, 0.03), crossover rate cP  in (0.5, 0.9), and 
elimination rate in (0.1, 0.25). 

IV. CODING IMPLEMENTATION OF ALGORITHM AND 
EXPERIMENTAL ANALYSIS 

The algorithm in this paper is encoded with the 
software VC++ to verify its effectiveness and feasibility 
.And it is contrasted with the ones in [13] and [14].Its 
parameter settings are as follows:  

Crossover rate:  0.9, 
Threshold value:  0.8 and 0.4, 
Mutation rate: 0.007, 
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Elimination rate : 0.15, 
a =0.3 

A. Partial Code of the Program 
#define popsize 50 //The size of initial population 
#define cellnum  20  //The number of memory cells 
#define maxgen 30 //The maximal number of 
evolutionary iteration 
#define pcross  0.9  //Crossover rate 
#define pmutation 0.007 //Mutation rate 
#define conthres1 0.8 //Threshold value while calculating 
antibody concentration 
#define conthres2 0.4 The threshold value of concen-
tration 
#define peliminate 0.2 // Elimination rat 
class point:public CObject  
{ 

… … 
… … 

 point()//Constructor function 
 { 
  … … 
 } 
 point()//Destructor function 
 { 
  … … 
 } 
 unsigned int gen,score[popsize],minsurv; 

float tt[popsize];//Store the final optimization result 
void main(); 

void crossover(int,int);//Crossover operations 
    float objfunc (pp);  //Affinity calculation between 
antibody and antigen 
    void  mutation(int);//Mutation operations 
float objfunc2();  //Affinity calculation between 
antibodies  

float consistence(pp);//Concentration calculation of 
antibody 

void  initpop();  //Generate initial population/ 
    void  sscore(int); // Calculate survival rate 

void  output();//Output the result 
 

 }; 

… … 

void point::crossover(int i,int j) //Crossover operations 
 
{ 
  int k,m,p; 
  srand((unsigned)time(NULL)); 
  k=(rand()%11)/10; 
  p=rand()%10; 
  if(p<pcross*10) 
  { 
  //Carry out crossover operation 
    … … 
    … … 
  } 
  return; 
 } 

void  point::mutation(int i) //Mutation operation 
 
{ 
  int k,j1,m,p; 
  srand((unsigned)time(NULL)); 
  k=(rand()%11)/100; 
  p=rand()%100; 
    … … 

… … 
  if(p>pmutation*100) 
  { 
   … … 
   … …   //Carry out mutation operation 
 
  } 
  return; 
} 

B. Experimental Analysis 
The table 1 is used to record the finish time required 

and  evolution iteration times of algorithm when the 
optimal solution is obtained by using the immune 
algorithm above in the case that the number of processors 
and the number of subtasks are respectively 2, 3, 5 and 20, 
30, 50. In the Fig.2 are the performance curves when the 
algorithm in this paper and the algorithms in [13] and [14] 
evolve respectively under the circumstance that there are 3 
processors and 50 subtasks. 

TABLE 1: EXPERIMENTAL RESULTS OF THIS ALGORITHM 

 

 
Figure 2. the performance curves of three algorithms (m=3,n=50) 

According to the calculation and comparison for the 
data in table 1 and the performance curves of three 
algorithms in Fig.2, this algorithm has the following 
characteristics: 

The number 
of  

processors 

the 
Number 

of  
subtasks 

The 
finish 
time  

 evolution iteration 
times 

    2 
20 362 49 
30 425 255 
50 638 184         

    3 
20 216 82 
30 340 293 
50 489 249 

    5 
20 174 63 
30 293 319 
50 387 462 
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    (1) The optimal solution that this algorithm can find 
has some improvements than the ones in [13] and [14], 
especially when the number of subtasks and the number 
of processors are larger. 
   (2) When the number of subtasks and the number of 
processors are larger, the convergence rate of the 
algorithm is slower than the one in [14] and almost the 
same with the one in [13].But the algorithms in [13] and 
[14] require more iteration operations to obtain an 
optimal similar solution with this algorithm. 
    (3) Fig.2 shows that the algorithm converges to the 
optimal solution with evolution iteration times creasing. 
Therefore, the algorithm has convergence and can obtain 
the optimal solution.  

V. CONCLUSIONS   

Task distribution and scheduling is a NP puzzle. In 
view of the shortcomings that traditional optimization 
algorithms are difficult to obtain a global optimal solu-
tion, this paper proposes a task scheduling algorithm 
based on real-coded by studying and comparing the 
models of task scheduling problems and immune 
algorithms in existed references. This algorithm uses the 
unidimensional real-coded to explore the affinity function  
and the concentration function, and it is implemented in 
the software VC++. It is proved to be efficient and 
feasible by analyzing a series of data obtained by  
computing, as would provide an effective reference 
method for solving task scheduling problems. 
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Abstract—As an idea of learning and a mode of learning, 
e-learning dramatically highlights the subjectivity of the 
learners and make value rationality known. Meanwhile, 
value rationality appears damage and breaking in this 
process. Therefore, it is necessary to make learners fully 
exert subjective activity and intensify effective supervision 
on e-learning to construct e-learning and value rationality 
harmony. In addition to this, it must give full attention to 
combine the real world with the virtual world. 

 
Index Terms—e-learning; value rationality; subjectivity  

I  INTRODUCTION 

With the rapid progress of information technology and 
the great development of internet, as an idea of learning 
and a mode of learning, e-learning has been favored by 
more and more people. This new learning approach 
greatly highlighted the subjectivity and initiative of 
learners. However, value reason of the subject hasn't 
played adequate role in the e-learning, and even has the 
development of deformity. We must urgently put forward 
to improve and perfect it. 

II  VALUE RATIONALITY IS BOOSTED IN THE E-LEARNING 

Web-based learning known as e-learning and digital 
learning. It refers to learning which is based on the 
development of computer and network technology. Its 
main feature is high subjectivity, interactivity and 
virtuality, and it assures the resources available with 
abundance and expansibility. And in this process, the 
subjectivity has been greatly highlighted. Subjectivity 
refers to an initiative, independent and creative nature of 
the internal regulations that people form, establish and 
demonstrate in practical activities. Value rationality 
refers to human spiritual strength that could regulate and 
control human desire and behavior to achieve the aims 
and aspirations. As human peculiar rational existence, it 
intrinsically lead the subject’s value judgment, value 
orientation and value choice, etc. 

Value rationality is the mapping of subjectivity on the 
level of value. In the web-based learning, the prominence 
of subjectivity makes value rationality widely known. 

A. E-learning greatly advances the autonomy of learners.  
In the e-learning, the learners’ autonomy have been 

fully exhibited. First, e-learners have full autonomy to 
choose study time which is superior to the traditional 
learning. In traditional classroom, the learners are in a 
passive position due to many factors. In web-based 
learning，the learners could choose the time to study and 
adjust independently based on value rational 
consideration. Second, e-learners have full autonomy to 

choose learning content according to their subjective 
desire and value demand. Third, e-learners could 
independently evaluate their learning effectiveness in 
accordance with their value rationality. 

B. E-learning greatly contributes to the learners' 
creativity. 

In the learning activities, creativity is one of the main 
and important content of the subjectivity. First, 
learners ’choice of network resources could activate the 
creativity of the subject. Network resources are very rich, 
covering a range of knowledge and content. Learners 
creatively choose learning content to start learning on the 
basis of subject quality and value demand. Second, the 
process that the learners analysize and understand the 
knowledge could fully reflect the creativity of the subject. 
Especially, abstract thinking ability is applicated in 
processing and handling the knowledge. This makes 
original state of knowledge changed. The learners could 
get update and deeper recognition. Third, the learners put 
creative knowledge on the network for interact learning 
which greatly enrichs the creativity of the subject. 
E-learning is a strong interactive approach to learn, not a 
one-way learning. Learners upload their new knowledge 
to the network which could not only enrich web 
resources, but also further check, repair and develop the 
original knowledge.  

C. E-learning greatly promotes the reflection of the 
subject. 

On the one hand, e-learners could consciously think 
how to adjust the direction and progress of their own 
learning, develop their cognitive level and optimize their 
thinking ability and structure, based on their own choice, 
cognitive level, structure and degree. On the other hand, 
the process that e-learners gradually update knowledge 
and get more information would be a perverse incentives 
for reflection. 

III  VALUE REASON IS BROKEN IN THE E-LEARNING 

On the one hand, value rationality is boosted in the 
e-learning. On the other hand, value rationality also 
appears breaking owning to the deviation or deformity of 
the subject’s thought and behavior. 

A.Weakening of self-control 
First, reduction of self-control. Network filled with a 

lot of unhealthy information although its resources are 
rich and various. Learners often lose their control ability. 
Their original value reason is weaken or broken without 
a firm self-control. In reality, many e-learners finally 
slide into decadence and degeneration, and even crime 
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because they are addicting to internet and losing 
themselves, 

Second, alienation from the real world. With the rapid 
development of network technology, virtual world 
becomes more and more realistic. If you indulge in the 
virtual world, you may be loss of the real emotions and 
value judgments, and then deep mud in the virtual world, 
or even indulge yourselves. This will lead to learners’ 
alienation from the real world.  

B. Weakening of rational thinking  
While the network resources are rich, most of all is 

visualize, emotional, dynamic, and much more to those 
unhealthy information and resources. They mainly take 
the external sensory stimulation and experience as the 
important driving force. Learners who are lack of 
rational criticism can easily be undermined and even 
deprived of rational thinking. A large number of 
non-rational information will eat up and misappropriate 
learners’ brain space and value rationality.indulging in 
online games and unable to extricate themselves are 
good examples.  

C. Loss of self-criteria of value  
Network is a "double-edged sword." How to use it 

correctly lies primarily in learners’ value reason. Correct 
value reason will guide and regulate learning goals, 
process and effect to facilitate the development of the 
subject. On the contrary, they will be lost and go wrong. 
Some students cannot bear too much tempatation from 
network and then lose their value reason, with the result 
that studies is neglected. 

In the e-learning, unhealthy and broken value 
retionality of the subject is the main reason that results in 
the deviation or abnormal development of their ideas and 
behavior.  

IV  CONSTRUCT HARMONY BETWEEN VALUE REASON 
AND E-LEARNING 

It is one of major issues to build up harmony between 
value reason and e-learning, which is worthy of in-depth 
reflection on. It requires value reason should be applied 
in the e-learning. Based on current situation, the 
following three countermeasures are put forward.  

A. Bring the subjectivity into full play correctly 
First, we should adhere to and implement the ideas of 

man’s subjectivity by Marxism. It is an important core of 
Marxism theory and a fundamental theoretical basis for 
the response to this problem. 

Marxism holds that " The person‘s essence is not 
single and personal proper and abstract thing, on its 
actuality, it is all the totals of the social relation". The 
internal regulations of human have been the most 
essential grasp. Marxism fully affirmed that people have 
played a central and dominant role in the social and 
historical development. Marx pointed out that "the 
so-called entire history of the world is nothing but a 
history about humans' labor, which is a process of the 
evolution of man by nature". That is why Marxism 

historical materialism is essentially a conception of 
history and development with a core of human and its 
subjectivity. 

The View of Marxism Practice develops around 
human and its subjectivity. The view of practice is the 
chief basic view of Marxist philosophy. Marxism holds 
that practice has a strong objectivity and human is the 
subject. The autonomy of practice is embodied that 
human is not only able to understand objective laws but 
also use it in accordance with his wishes and needs in 
practice. Meanwhile, practice also has obvious creativity 
which represents that he can create various things even 
beyond the laws of nature. Human creativity highly 
displayed subjective initiative which reflects human have 
played a dominant role in practice. Autonomy and 
creativity together constitute the human subjectivity. 
Human subjectivity can constantly develop and enhance 
with the development of the practice.  

Secondly, we should norm learners’ value choice. It is 
the premise to bring learners’ subjectivity into full play 
correctly. Learners must consciously make the correct 
value choice and study in accord with their own demand. 
And they must reflect and regulate actively in case of 
deviation in this process.  

Thirdly, we should train learners’ critical 
consciousness and creative ability. Marxism holds that 
critical consciousness and creative ability are the core to 
bring the subjectivity into full play correctly. Learners 
should enhance their conscious analysis and judgement 
abilities to develop their self-awareness, initiative and 
independent. Faced the complicated network resources, 
rational criticism on the level of value, distinguish the 
true from the false, and then choose proper information 
and knowledge for self-development. In particular, they 
could criticize unhealthy information to strengthen 
correct value judgments and choices. Innovation is an 
important manifestation of subjectivity. In network 
learning, learners should sort and process the information 
they received to create new knowledge and explore new 
ideas, and then continuously self-develop on the basis of 
the right specifications. 

B. Strengthen effective monitoring for e-learning  
The important feature of e-learning is the learners' 

subjectivity. It means that we must pay attention to 
learners’ effective monitoring for the organic unity and 
internal harmony between value reason and e-learning. 

First, develop correct and reasonable learning goals 
and plans based on objective analysis of their study 
habits and value demand. Correct and reasonable goal 
will determine what kind of information learners choose 
and enhance direction and effectiveness. The correct and 
reasonable plan is to regulate the learning activities in the 
process.  

Second, pay attention to reflection and regulation of 
learning process. In fact, the effective control of 
e-learning focused on process monitoring. Because it is 
to implement learning goals and plan and finally to 
determine learning effectiveness. In the learning process, 
learners should take the initiative to self-reflect and 
self-test to see if their behaviors deviate from their 
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self-worth in the following aspects, such as, content 
selection, processing, exploration and innovation. If there 
is a deviation, they should regulate and amend in time. 
Many learners with network addiction are the bad case. 

Third, evaluate learning effectiveness actively. 
Learners should actively evaluate learning progress. On 
the one hand, learners should evaluate if the information 
and knowledge they get is consistent with their needs to 
ensure the coherence between planning, process and 
results. On the other hand, learners take the initiative to 
communicate with others in order to test self-learning 
validation. Network communication is one way between 
teachers and classmates in real life. This part will affect 
learners' next step. If the outcomes don’t meet their 
needs and expectation, they will have to re-learn and 
improve learning outcomes.  

Forth, strengthen ideological and moral cultivation 
initiatively. In network learning, learners must 
consciously strengthen ideological and moral cultivation, 
and continually enhance the value pursuit and evaluation 
standards. This is a key factor to norm learners’ behavior. 
First of all, e-learners consciously study the scientific 
theories of Marxism, especially Marxist ethics to equip 
their minds. Secondly, learners should consciously use 
moral rules to restrain own online learning. Thirdly, 
learners should have the courage to self-analysize and 
self-criticize and be good at self-improvement. More 
important is to self-develop, and then to continuously 
improve and enhance the ideological and moral levels 
and value judgments.  

C. Pay attention to combine virtual space with real 
world experience 

As a special way of learning, network learning is 
carried out in the virtual space. However, the virtual 
nature is essentially derived from the practice of social 
life, which is a virtual extension of the real world. 
Therefore, we could not stress the virtualization of 
learning space and platform in a single. Learners should 
pay attention to combine the virtual space with the real 

interactive experience. Learners should constantly 
exchange, verify and amend information by 
communicating with teachers and classmates initiatively. 
In addition, communication can also promote learners to 
ground in reality. Learners must not depreciate the real 
world experience, otherwise easily mire into the virtual 
network world. 

CONCLUSION 

In the e-learning, we must scientifically use value 
rationality to regulate the whole process, and then to 
pursue and carry out the organic unity and internal 
harmony between value reason and e-learning. In this 
way, we correctly use network resources and carry out 
scientific learning for the purpose of healthy 
development of the subject.  
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Abstract—In the e-learning,we pay more attention to 
promote learners’ self-monitoring ability and improve the 
quality and effectiveness of learning. However, learners' 
ability of self-monitoring is not satisfactory. In this regard, 
introducing mind map to enhance e-learners’ 
self-monitoring is a very effective method. This paper 
interprets the application of mind map and the problems 
which should pay attention to. 
 
Index Terms—e-learning, self-monitoring, mind map 

INTRODUCTION 

With the development of modern information 
technology and internet, network is increasingly 
becoming an important means for learning. However, the 
quality of e-learning is not satisfactory. There is a great 
difference between expectations and actual results for 
e-learning. Among the many reasons, learners’ 
self-monitoring ability is an important factor which 
affects the e-learning process directly as well as to 
achieve good results. Therefore, improving the learners’ 
self-monitoring capability is very critical for the quality 
of e-learning. Introducing mind map into the e-learning 
can promote learners’ self-monitoring effectively. 

PART I  E-LEARNING AND SELF-MONITORING 

E-learning also known as "Digital Learning" and 
"online learning", which not only breaks through 
traditional limits of time and space but also brings 
extensive learning resources for us. However, it makes 
learning fast and convenient, and at the same time has 
some negative effect. First, the separation of teachers and 
students leads to weak monitoring of teachers and 
learners in the network learning. Second, learners are 
prone to psychological problems such as loneliness and 
the lack of a sense of belonging because of the separation 
between learners. Third, massive information and its 
randomness and irregularity lead to the 
"Information-mazing" and "Information Overloading” 
phenomenon. Forth，internet, with its special virtual and 
open features, brings much convenience as well as 
anomie moral phenomenon. Based on these negative 
effects, it becomes extremely important to improve the 
capacity of learners’ self-monitoring.  

The capacity of learners’ self-monitoring refers to 
learners’ self-monitoring, self-regulation and 
self-awareness that actively regulates learning strategies 
according to their own characteristics and learning tasks. 
Learners with weak self-monitoring feel easily 

discouraged, frustrated, even disoriented. Learners with 
strong self-monitoring will consciously develop learning 
objectives and study plans, choose learning methods, 
actively regulate learning behavior, discipline themselves 
to finish their learning task on time，subject to social 
development and self-development.  

PART Ⅱ  THE CURRENT SITUATION OF E- LEARNERS’ 
SELF-MONITORING  

Due to the traditional education, many learners lack a 
certain autonomy, independence and self-control. 
Consequently, they are not suited to e-learning, 
particularly with regards to the capacity of self-control. 
Incorporate is as follows: 

First, some learners are lacking in the ability, wishes 
and motivation in autonomous study, which results in the 
uneffectiveness. All of these make the students study 
passively, and then make many students feel that 
"learning is important but hard to study". Self-learning 
ability is a higher level of integrated learning, which 
includes good self-awareness and self-evaluation, 
cognitive processes of their own cognitive abilities, 
identificating all kinds of feedback information and 
regulation of the learning methods. There are also 
non-cognitive factors. 

Second, learners’ self-monitoring ability is prevalently 
weak. Learners are vulnerable to external interference 
and temptations because web resources are very mixed in 
terms of quality. The "Information-mazing" and 
"Information Overloading" phenomenon are low 
self-monitors’ typical model manifestation. Those 
learners are unable to extricate themselves, lost in the 
virtual space, thinking down and seriously affected the 
learning owning to the network indecent information. In 
contrast, high self-monitors are people who often use 
certain criteria to assess their learning process, in order 
to adjust, guide, supervise, evaluate and feedback 
learning to achieve the desired objectives.  

Third, self-evaluation needs to be strengthened. 
Self-evaluation is to evaluate and feedback own learning, 
which is the key of ongoing independent study. Network 
learning requires learners are fully responsible for their 
own learning, self–assess their learning process and 
outcomes. Due to the influence of the traditional 
education, many learners can not give full play to their 
own subjective dynamic role, and are not also good at 
self-evaluation in every aspect of learning which greatly 
affects the learning.  
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PART Ⅲ PROMOTING E-LEARNERS’ SELF-MONITORING 
WITH MIND MAP 

With reference to training the capability of e-learners’ 
self-monitoring, many scholars have pointed out that the 
learning process requires learners to shift from external 
control to internal control, use search engines to retrieve 
information, integrate web resources, and establish a 
complete support system. How can we do that? It is an 
important way to train learners a conscious strategy of 
cultivating self-control capacity in the learning process. 
Introducing mind map into the e-learning is very 
effective for this, which aims to enhance the learners’ 
self-monitoring ability.  

1.Mind map and its features  
Studies have shown that it is not much different in the 

capacity from person to person. The main differences are 
thinking mode, ways of thinking and their actions. Early 
1960s, British psychologist Tony put forward the concept 
of mind map. It aims to express ideas orderly that people 
learn knowledge, solve problems and innovate by 
drawing pictures.  

Tony pointed out that the biggest enemy of thinking is 
complex, the biggest obstacle is chaos. Mind map can 
make thinking clearly, visible and be tracked. It can help 
students concentrate, capture information more 
efficiently, see the "Panorama", and think orderly and 
efficient. At present, mind map has been widely used in 
various fields, and is also the focus that our education 
research pays close attention to. 

2.Promoting learners’self-monitoring with mind map 
Self-monitoring including targeting, planning, 

selecting methods, time management, effort regulation, 
implementation, feedback and analysis, and take 
remedial measures. Mind map can help learners promote 
their self-monitoring from several following respects. 

(1)Stimulate interests and carry out inquiry learning  
It is a core task for traditional learning and e-learning 

to inspire learners’ learning interests and motivation. 
Mind map can stimulate learners’ interests. Firstly, the 
learners will constantly have new discoveries to improve 
the will and effort level in their effort to build mind map. 
It is a happy inquiry process that not only to find and 
solve the problem, but also to take the initiative to 
explore. In this way, Learners will mobilize their 
enthusiasm, initiative, curiosity to create a good learning 
state. Secondly, learners can clearly understand the basic 
concepts that constitutes knowledge and conceptual 
relationship by drawing. Third, mind mapping can help 
learners construct knowledge framework, identify their 
definite learning objectives, select one paragraph at a 
time. As a result, learners could easily focus attention 
and study effectively. Meanwhile, the perfection and 
refinement mind map process can reflect learners’ level 
of understanding and mastery the knowledge. As the 
evaluating standard on the effect of learning, it can help 
learners provide timely feedback, improve learning 
efficacy and strengthen motivation. 

(2) Take overall situation and grasp the details 

To master a course, learners must firstly construct a 
complete framework of knowledge and form a mind 
panorama in order to enhance the overall grasp and make 
a reasonable schedule and progress based on the actual 
situation in the learning process. Using mind map in the 
e-learning is a process to construct knowledge structure 
and curriculum panorama. In this process, learners can 
constantly enrich and refine panorama, edit scattered 
points into the panorama. This will not only help learners 
corer the overall situation but also grasp the details and 
exclude irrelevant information.  

(3) Full-process navigation and assisted learning  
Effective learning strategies are usually "K-W-L" 

strategy. K stands for what learners had known before 
learning new knowledge, that "know"; W stands for what 
learners want to learn, that "what"; L stands for what the 
students learned in the end, that "learned" . In web-based 
learning, mind map can be used for K, W, L phases. In 
the K phase, mind map can help us collect all the 
relevant ideas, knowledge and experience by divergent 
thinking to facilitate the learning of the subject. In W 
phase, it is used to construct a system of knowledge to 
order and deepen the learning content while learners 
brows the web. In the L phase, Writing mind map from 
memory over and over again could make up the 
deficiencies, hold the essentials, consolidate the 
knowledge. Meanwhile, mind map has a variety of 
design templates. Learning can select the most 
appropriate characterization to organize information to 
carry out the best learning result according to their type 
of thinking and previous experience. For example, 
concept and character description could use style 1; the 
grasp of the causes and results could use styles 2. 

(4) Collate information and aggregate points  
Web resources are very rich. Massive information 

easily lead to "Information-mazing" and "Information 
Overloading". It is a challenge for many e-learners to 
efficiently organize and grasp the information. Our 
ultimate goal is to understand the information and get the 
desired result, not to access and share information. 
Therefore, learners must have the information literacy of 
analysis, processing and innovativation. Mind map is a 
very useful tool for this. It is not only beneficial to 
learners order all kinds of knowledge, information and 
ideas, clear its internal hierarchy, and hence make use of 
these resources, but also to understand the learners what 
to think, how to think, and what factors affect the entire 
process for the purpose of promoting them to reflect their 
knowledge acquisition process to improve analysis and 
problem-solving abilities.  

(5) Provide feedback and evaluate effectiveness 
E-learners must consciously look for feedback and 

evaluate effectiveness because it has less external 
monitoring and feedback. The process that learners draw 
up mind maps again and again effectively reflects on the 
variation diagram that learners understand and master 
new knowledge. It could help them accurately evaluate 
their own learning effect, make up the deficiencies and 
grasp the key points, and then take remedial measures to 
adjust the learning plans and learning strategies based on 
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the results of feedback. 

3.Some attentive questions 
(1)To implant mind map into learners’ brain. Give a 

man a fish and he ends for a day. Learning of learn is the 
most important learning. It is the most important to foster 
the ability to study on their own. Such an open 
autonomous learning environment demands higher 
self-monitoring for learners. It needs to complete from 
the dependence on external control to internal control for 
the learners who are accustomed to the traditional 
learning model. This requires teachers to guide and help. 
To this end, we first introduced mind map into the minds 
of learners to demonstrate how to use mind maps to 
motivate, organize knowledge, monitoring learning, 
feedback in the whole process of learning. Thereafter, 
guide the students consciously use mind maps to lead all 
aspects of learning to achieve good learning results.  

(2)To prefect the learning support system. Learning 
support services plays an important role in the e-learning. 
For most learners, they may not achieve the expected 
learning outcomes without enough support and help. 
General assistance is not enough. The majority of 
learners need more individualized help. They need to get 
niche targeting feedback on their concerns. Thus, to 
provide full, comprehensive, timely, and convenient 
learning support services is very important to train 
e-learners of good study habits. In addition to helping the 
learners to navigation, inquiry, advice, guidance and 
coaching, online examination and management, it is 
particularly important to nurture learners’ autonomy 
motivation  and promote their conscious 
self-monitoring in order to gradually adapt to e-learning.  

(3)To strengthen the sense of self-study. Even if we 
have embedded mind map into learners’ mind, 
introducted it into the learning process, and constantly 
perfect the learning support system, we are still unable to 
achieve good learning results if the learner is not a good 
sense of self-learning. The internal cause is the thing 
change basis, the external factor is the thing change 
condition, the external factor has an effect through the 
internal cause. Therefore, e-learning must primarily 
emphasize learners’ autonomy and creativity so that 
learners become the subject of information processing 
and the active constructers of knowledge. 

CONCLUSION 

In short, it is a very effective method that promote 
e-learners’ self-monitoring with mind map, thereby 

improve the quality and effectiveness of e-learning. 
 

 
 

styles1 
 

 
 

styles 2 

REFERENCES 

[1] Du Xiangli, Cui Jia. The Training of Students' 
Self-monitoring in Network Circumstance. Journal of 
Guangzhou Radio & TV University,2007(1): 13-17 

[2] Ren Ruixian, Feng Xiuqi. Analysis of the factors 
influencing self-controlled e-learning. Open education 
research,2004(1):33-37 

[3] Chen Xiaozong. Study of network-based autonomous 
learning system. Education and Vocation,2009(11) 

[4] Liu Xiaoning. A research review on mind map in China. 
Journal of SiChuan College of Education,2009(5): 

[5] Xu Yeping. The application of mind mapping in education. 
Science & Technology Information,2008(27) 

[6] Gao Li, Meng Suhong. The Application of Mind Mapping 
in education teaching. China Modern Education 
Equipment,2007(6) 

 



 

 112

An Improved Clustering Algorithm 
Tianwu Zhang1, Hongshan Qu2 

1 Computer Science & Engineering Department, Henan Institute of Engineering, Xinzheng, China 
Email:xxzhtw@163.com 

2 Computer Science & Engineering Department, Henan Institute of Engineering, Xinzheng, China 
Email:qhs@haue.edu.cn 

 
 

Abstract—This paper introduces an improved clustering 
algorithm GCA(Gravitational Clustering Algorithm ), it is 
extended in such a way that the Gravitational Law is not 
the only law that can be applied. This algorithm can decide 
automatically the number of clusters in the target data set, 
and find any clusters with arbitrary forms and filter the 
noisy data. The experimental results show that GCA 
algorithm creates high quality greatly.  
 
Index Terms—clustering, clustering algorithm, gravitation 

I. INTRODUCTION  

Cluster analysis has recently become a highly active 
research branch in data mining and been widely used in 
many fields such as market research, pattern recognition, 
data analysis and image processing[1]. Clustering is an 
unsupervised learning technique that takes unlabeled 
data points and classifies them in different clusters.  A 
cluster is a collection of data objects that are similar to 
one another within the same cluster and are dissimilar to 
the objects in other clusters[2]. The approaches for data 
clustering which have been worked out so far can be 
classified in five broad categories: partitioning method, 
hierarchical method, density-based method, grid-based 
method, model-based method[3]. These algorithms 
mostly classify the types with distance and density, 
which results in the flaws that they cannot express the 
directions between dots and embody spontaneously the 
collecting and loosing relations of the dots precisely, and 
cannot indicate the multiple relations between the dots. 
To solve the problems mentioned above, this paper 
introduces Gravitation and Newton’s Second Law of 
Motion into the process of clustering, and proposes an 
improved algorithm GCA(Gravitational Clustering 
Algorithm ), and verifies this hypothesis with experiment 
about the efficiency. 

II. RELATED THEORY 

Let x be an object in the n-dimensional euclidean 
space, that is moving in the direction given by the vector 
d , and t be a real number representing an instant of 
time. Let x(t) be the object position at time t, v(t) be the 
object velocity at time t, ant ( )a t  be the object 
acceleration at time t. 

A.  Gravitational Law 
The force exerted from one object x over another 

object y is expressed by the following equation: 

     2( )
( ( ), ( ))

x yGm m
F t

d x t y t
=                         (1) 

B.  Newton’s Second Motion Laws 
If xm is the mass of the object x, then the force exerted 

on the object is defined according to Newton’s Second 
Motion Law as follows: 

    ( ) ( )xF t m a t=                        (2) 

According to Gravitational Law and Newton’s Second 
Motion Laws, the acceleration vector y can be deduced 
as follows: 

   
3

( ) ( )
( )

xGm
a t d t

d t
=

⏐ ⏐
                 (3) 

The speed and position of the object at time t+ (t)∆ are 
approximated as follows: 

 v(t+ (t))=v(t)+a(t) ( )t∆ ∆                  (4) 

 
2( ) ( )x(t+ (t))=x(t)+v(t) ( )

2
a t tt ∆

∆ ∆ +         (5) 

Because the acceleration vector function is a complex 
equation, to find the position function of a given object 
under the influence of one or more gravitational fields is 
difficult task. As a result, the movement of an object is 
approximated by using the acceleration vector given by 
(3) in the equations (4) and (5). Therefore, the movement 
equations of an object y under influence of the 
gravitational field of an object x are: 

   
3
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∆
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 (7) 

C.  Optimal Disjoint Set Union-Find Structure 
A disjoint set Union-Find structure has many 

similarities with clustering. It is a structure that supports 
the following two operators[4]: 
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• Union(A,B,C): Replace the two sets A and B by 
their union set C. 

•  Find(x): Return the name of the set containing 
the element x. 

D.  The mass of data points 
GCA is a clustering algorithm based on Gravitational 

Law and Newton’s Second Motion Law. In this way, for 
an n-dimensional data set with n data points, each data 
pint is considered as an object in the n-dimensional space 
with mass equal to 1[5]. 

III. PROPOSED APPROACH 

The basic ideas behind applying the GCA algorithm 
are: 

• A data point in some cluster exerts a higher 
gravitational force on a data point in the 
same cluster than on a data point that is not 
in the cluster. Therefore, points in the same 
cluster move in the direction of the center so 
that GCA can determine the number of 
clusters in the data set. 

• A noise point does not belong to any cluster 
because the gravity produced by other points 
is too weak to attract it. The point keeps 
almost intact and will not be assigned to any 
cluster. 

• The terminal condition of algorithm is one 
agreed iterations. After several rounds of 
polymerization, the number of clusters in the 
target data sets has been fixed and would 
remain unchanged. 

To improve the algorithm's execution efficiency, the 
equation (7) can be simplified as: Let t∆ =1， ( )v t =0，

1
2
G
= . Given the possibility that excessive movement of 

data points will lead to less number of clusters, the 

decreasing function 3
1( )f x
x

=  was introduced. 

And finally, the equation for the data point y affected 
by x is: 

         ( 1) ( ) * (| |)y t y t d f d+ = +                           

(8) 
The proposed clustering algorithm can be described as: 
Input: N different data points and related parameters R, 

ε 
Output: different clusters 
GCA(R, ε) 

1）for i=1 to N do 

2） Initial(i); //create a new set containing the single 

element i 

3）for i=1 to R do //R is the number of iterations, as 

the algorithm termination conditions 

4）   for j=1 to N do 

5）     begin 

6）       k=random point index and  k≠j； 

7）       MOVE(yj,yk)；//see equation (8) 

8） If 2 ( , )j kdist y y ≤ ε  then Union(j,k,k)；//ε is the 

smallest distance value 

9）     end 

10）for i=1 to N do 

11）  Find(i)； 

12） return disjoint-sets 

GCA algorithm assigns every point, normal or noisy, 
to different clusters. We use a function Get-clusters to 
disjoint sets generated by GCA and return the collection 
of clusters that have at leas the minimum number of 
points [6]. 

Get-clusters algorithm is: 
Input: Intermediate clustering results 
Output: Final clustering results 
Get-clusters(clusters,α) 
1）newclusters=φ; 
2）Minpoints=α； //α is the minimum number of 

points that a valid cluster should include 
3）for i=0 to number of clusters do  
4）  if size(clusteri)≥ Minpoints then 
5）  newclusters= newclusters ∪{ clusteri} 
6）return newclusters 

IV. EXPERIMENTAL RESULTS AND ANALYSIS 

Experimental environment: Pentium Ⅳ 2.93G CPU, 

 
(a)Original data set       (b)Result of K-means  (c) Result of GCA 

Figure 2 Comparison of algorithm K-means and GCA 

 
(a)Original data set     (b)Result of K-means  (c) Result of GCA 

Figure 1 Comparison of algorithm K-means and GCA 
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RAM 1G, the operating system is windows XP， the 
algorithm is written in C#. 

GCA algorithm's time complexity is O (N), N is the 
number of data points. It is suitable for algorithm to be 
applied on large data sets because its time complexity is 
a linear function. 

In order to evaluate the performance of GCA, 
experiments were performed on two synthetic data sets 
which are included in the literature [7]. 

The data set in Figure 1(a) contains 11,182 points, 5 
natural clusters. Figure 1(b) shows the results obtained 
by K-means. Figure 1(c) shows the results obtained by 
GCA. The values for GCA parameters were: R=400, 
ε=1e-4，α=50. The comparison of two figures shows 
that GCA algorithm is better than K-means. GCA can 
decide automatically the number of clusters in the target 
data set, and find any cluster with arbitrary form and 
filter the noisy data. On the other hand, the clusters 
obtained by K-means include some noisy points and was 
very sensible to be disturbed. 

The data set in Figure 2(a) contains 12,917 points, 3 
natural clusters. Figure 2(b) shows the results obtained 
by K-means. Figure 2(c) shows the results obtained by 
GCA. The values for GCA parameters were: R=500, 
ε=1e-4，α=50.The comparison of two figures shows 
that GCA algorithm is better than K-means. GCA can 
decide automatically the number of clusters in the target 
data set, and find any cluster with arbitrary form and 
filter the noisy data. On the other hand, the clusters 
obtained by K-means include some noisy points and was 
very sensible to be disturbed.  

KDD Cup 99 data set is the data set used for The 
Third International Knowledge Discovery and Data 
Mining Tools Competition, which was held in 
conjunction with KDD-99 The Fifth International 
Conference on Knowledge Discovery and Data Mining.  
KDD training data set consists of approximate 4,900,000 
simulated attack records, and each of which contains 41 
features. We select a subset T containing 20,000 normal 
and 80,000 attack records and four relevant attributes of 
each record. Table 1 shows the results obtained by GCA 
and K-means. 

As is shown in table 1: GCA  generated 18 clusters 
and K-means generated 25 clusters. It shows that GCA’s 
clustering effect is more concentrated than the K-
means’s and the effect of gravity was expressed well. 
And also, GCA improved the clustering quality in the 
way that the proportion mixed by normal and attack 
records which obtained by GCA was smaller than K-
means. Although GCA’s execution time was affected by 
using gravity, the total execution time of GCA and the 
K-mean are almost equal because that GCA can get less 
number of clusters. 

V. CONCLUSIONS 

A new clustering algorithm was presented in this 
paper. Several experiments with synthetic data sets and 
with a real data set were performed in order to show the 

 performance of the proposed approach. The proposed 
approach will not be affected by the noisy data, and it 
can find clusters with any regular shape without 
allocating the number of the clusters which make up for 
the former drawback in partitioning method. This 
algorithm is superior than classical K-means in both 
effect and precision and improve the quality of 
clustering. Although the performance reached by GCA 
algorithm can be affected by the parameters R and ε. 
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Abstract—This paper compares the characteristics in the 
time-domain of Ultra-wide Bandwidth (UWB) monopole 
antenna and wide slot antenna. Whether the UWB antenna 
is suitable for the signal transmitting is not only measured 
by antenna’s width but also by the characteristics of the 
time domain. These two antennas are proved to be fit for 
sending and receiving signals in frequency domain. In this 
paper, the relationship of the excitation and the radiation 
signals is studied in time domain. And the distortion and 
fidelity results of the two kinds of antenna are compared. 
 
Index Terms—UWB, monopole antenna, wide-slot antenna, 
time-domain characteristics, fidelity 

I. INTRODUCTION 

UWB systems usually use UWB short electromagnetic 
pulse, and the single pulse signal has two prominent 
characteristics. One is the excitation signal waveform 
with a steep leading edge, the other is the excitation 
signal with an ultra wide bandwidth, from DC to 
microwave band. So they must be UWB as transmit 
antennas or receive antennas [1]. The fidelity in time-
domain as the most important characteristic of UWB 
antennas is defined as the maximum correlation of the 
normalized input voltage and the normalized electric field 
strength in far region[2]. In order to reduce the radiation 
ultra narrow pulse waveform distortion, minimize the 
frequency dispersion and spatial pulse dispersion, the 
mid-phase in whole work frequency band of UWB 
antennas must be kept unchanged. When an ultra short 
pulse (UWB signal) is used to stimulate antennas, there 
will appears ringing effect, so the response signal has 
dispersion in time domain. How to avoid UWB antennas 
ringing effect is one of the bottlenecks in need to resolve 
[3]. 

The following two characteristics of antennas in time 
domain were studied usually: 1. the pulse response, 
which is an important indication of the UWB antennas 
performance. 2. The radiation signals wave form with 
different angles. 3. The antennas gain with different 
frequency. How to insure the antennas gain in whole ultra 
wide bandwidth is one of the most important factors in 
UWB antennas design [4]. 

II. THE SIMULATION STRUCTURE AND TOOL 

In order to design UWB antennas with excellent 

performance, we usually used numerical simulations add 
actual measurement based on antenna theory. Because of 
the antennas structure is complex and diverse, it is 
difficult to use analytical method to the theoretical 
prediction. At present, the numerical methods are finite 
element method, finite integral time-domain (FDID) 
method, finite difference time domain (FDTD) method, 
and moment method (MoM). In above methods, FDID 
and FDTD methods are better to analyze antennas 
characteristics of time-domain. The CST simulation 
software used in this paper is based on FDID method. 

In this paper, we take the short-pulse voltage signal fed 
monopole antenna and microstrip feed line wide-gap 
antenna as the examples, the antennas structure shown in 
Figure 1. 
 

 

 

 
1-2 the Wide-Gap Antenna Structure 

Figure 1.  the Antennas Structure 

 
1-1 the Monopole Antenna Structure. 
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This monopole antenna using a new type of feed 
matching technology, on the back of the ground plane 
opened a gap corresponding to the positive microstrip 
feeder line. Its role is to regulate coupling between 
positive radiation element and negative ground units to a 
certain extent. The antenna’s bandwidth would be 
broadened when choose right gap size. The wide-gap 
antenna choose semi-circular and circular feed microstrip 
line for enhancing coupling between the wide-gap and the 
feed patch. 

III. COMPARISON OF FREQUENCY-DOMAIN 
CHARACTERISTICS OF THE TWO ANTENNAS 

As shown from Figure 2, the monopole antenna and 
the wide-gap antenna is similar to work in 3-10GHz, the 
following radiation field analysis about the two antennas 
is based on similar work band. 

 

IV. TIME DOMAIN ANALYSIS OF THE RADIATION FIELD 

In this simulation, the excitation signal is Gaussian 
pulse, the frequency range 3-10GHz, time-domain 
waveform shown in Figure 3. 

The radiation waveforms with 30m distance in 
different angles can be obtained through CST software 

simulation, as shown in Figure 4. 
From the Figure 4 we can see, the monopole antenna 

and the wide-gap antenna “ringing” are not very serious, 
and suitable for UWB system. The following calculated 
the antennas waveform fidelity factor, the fidelity factor f 
is the maximum correlation value with the normalized 
radiation pulse p and the excitation p0. Mathematically 
expressed as  

2 2max ( ( ) 0( ) ) / ( ( ) )( 0 ( ) )f p t p t dt p t dt p t dtτ τ
∞ ∞ ∞

−∞ −∞ −∞
= +∫ ∫ ∫ , 

 so the radiation field signal must be normalized when 
calculate the fidelity factor. The fidelity factors are shown 
in table 1 through MATLAB programming calculation. 

V. SUMMARY 

This paper analyzes the two antennas distortion under 
the same excitation in the time-domain. As table 1 show, 
these two antennas have good fidelity characteristics for 
the 3-10GHz Gaussian pulse. When the frequency range 
is extend to 2-12GHz, the fidelity decline significantly. 
Thus, waveform fidelity factor with excitation pulse 
shape is sensitive. During the research, we found that the 

 
Figure 3.  Excitation signal in time-domain 

 
Figure 2.  Comparison of work frequency of the two antennas 

TABLE I.  THE MONOPOLE ANTENNA ANT THE WIDE-GAP 
ANTENNA FIDELITY 

Angle/Fidelity factor monopole wide-gap 

0，90 0.98501 0.95196 

90，90 0.97095 0.88736 

180，90 0.98291 0.94872 

270，90 0.94547 0.90607 

15，90 0.98619 0.95033 

30，90 0.98095 0.99325 

45，90 0.97425 0.98503 

60，90 0.97099 0.9732 

75，90 0.9397 0.97074 

105，90 0.96708 0.9686 

120，90 0.97146 0.95915 

135，90 0.97446 0.97988 

150，90 0.97934 0.98929 

165，90 0.98447 0.9385 

90，0 0.81703 0.75626 

90，90 0.97095 0.88736 

90,180 0.81703 0.75626 

90,270 0.94547 0.90607 

90，15 0.83155 0.89545 

90，30 0.90844 0.91765 

90，45 0.94712 0.90776 

90，75 0.96487 0.91068 

45，45 0.92584 0.77214 
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distance change has small influence in fidelity factor with 
the same antenna and in the same direction, and the 
different antenna structure will affect the fidelity. In most 
directions of radiation, the monopole antenna fidelity is 
better than the wide-gap antenna. Calculated by the other 
antennas, we found that the symmetrical structure 
antenna fidelity is better than asymmetrical structure 
antenna. During the research in radiation field, we found 

that the main radiation fidelity superior to the other 
directions.  
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Abstract—Along with the rapid development of campus 
information technology, many universities precipitates a 
great deal of information resources, how well make use of 
existing resources to build a centralized information 
resource management system is a serious problem. This 
paper designs a deep integration architecture of campus 
information based on SOA, adopts middleware technology 
to implement the integration scheme that highly requires a 
real-time data exchanging. The paper constructs a central 
database, which  can   synchronize its data to the 
corresponding application databases. Through the secure 
and reliable public data exchanging, all applications can be 
integrated on the basis of sharing public data and the data 
integrity, the data accuracy and the data consistency can be 
effectively ensured . 
  
Index Terms—SOA; central database; data synchronization; 
middleware; public data exchanging  

I.  INTRODUCTION 

With the rapid development of information technology 
in universities, many universities purchase and develop a 
number of applications after decades of information 
construction at the same time a number of information 
resources are precipitated. However, all these applications 
cannot be exchanged via the Internet and cannot share 
data eventually forming many islands of information, 
leading to repetitive construction and work. Therefore, the 
depth of information integration construction must 
integrate existing information resources and develop new 
resources, build a centralized information resource 
management mechanism to ensure that all applications can 
share data and achieve a real-time exchanging. 

Data with different data sources and heterogeneous 
platform interfaces can be  described in a unified and 
transparent data mode through the coupling way. System 
resources can be connected, integrated and collaborated 
though Web service in the process of data integration, as 
is a serious problem to be solved in the research of 
campus information integration platform. SOA (Service-
Oriented Architecture) that has coarse-grained, loosely 
coupled, composite structure based on Web Services in 
particular provides a new solution for applications and 
data integration. 

In this paper, the design of a deep degree of integration 
architecture for campus information based on SOA is 

proposed. New integration project can realize highly a 
real-time data exchanges through middleware technology.  
The paper constructs a central database , which   can   
synchronize its data to the corresponding application 
databases. Through the public data exchanging system, all 
applications can be integrated on the basis of sharing 
public data. 

II.  SOA  ARCHITECTURE 

A.   SOA Architecture 
Service-oriented architecture is a component model [1], 

it can connect applications with different functional units 
(called services) through these well-defined interfaces and 
contracts. Interface that is defined in a neutral way can be 
independent of the handwork platforms on which they run, 
or the operating system and programming languages in 
which they are written, so that services based on such 
system can interact in a uniform and common way. SOA 
is regarded as an architectural style that emphasizes 
implementation of components as modular services that 
can be discovered and used by clients.  

1) Services mainly have the following characteristics: 
a) Services may be individually useful, or they can be 

integrated—composed—to provide higher-level services. 
Among other benefits, this promotes re-use of existing 
functionality. 

b) Services communicate with their clients by 
exchanging messages: they are defined by the messages 
they can accept and the responses they can give. 

c) Services can participate in a workflow, where the 
order in which messages are sent and received affects the 
outcome of the operations performed by a service.  This 
notion is defined as “service choreography.” 

d) Services may be completely self-contained, or they 
may depend on the availability of other services, or on the 
existence of a resource such as a database. A service 
might perform a task without needing to refer to any 
external resource, or it may have pre-loaded all the data 
that it needs. Conversely, a service that performs currency 
conversion would need real-time access to exchange-rate 
information. 

B.  Three Important Roles of SOA 
SOA architecture is composed of service provider, 

service requester and service registry [2]. Basic operations 
include service registration and publication, service 
discovery and binding, as shown in Fig. 1. Service 
provider publishes service information to service registry. 

                                                      
Henan Province Soft Science Research Project(No. 102400450064), 

Song Haige, 1979, female, han, Nanyang, Henan, lecturer, research 
area: computer application.  

ISBN 978-952-5726-10-7
Proceedings of the Third International Symposium  on Computer Science and Computational Technology(ISCSCT ’10)

 Jiaozuo, P. R. China, 14-15,August 2010, pp. 120-123

© 2010 ACADEMY PUBLISHER 
AP-PROC-CS-10CN007 



 

 121

Service requester locates a service that meets its needs 
through searching for service. Once service requester 
search for the suitable service, it will directly activate the 
service according to the description of information in  
registry . 
 

 
 
 
 
 
 
 
 

 
1) Service requester: Service requester may be an 

application, a software module or another service in need 
of other services. It initiates a service inquiry from 
registry and binds a suitable service , then invokes the 
service according to interface contract. 

2) Service provider: Service provider, which may be a 
network addressable entity, accepts and implements the 
user’s request. It will publish own services and interface 
contracts to service registry so that service requester can 
discover and access the services. 

3) Registry: Registry is a supporter  of service 
discovery. It contains a repository of service and allows 
interested service requester to search for and access 
service provider’s interface. 

Ⅲ.  WEB SERVICE 

A.  Web Service Concept 
With the development of the Internet and relative 

technology, Web Service [3] is a product in a certain 
developing stage. Web Services have the interoperability 
on the complete different platforms, which is intended to 
achieve interoperability among all the applications 
through the Web standard. 

Web services are modular components that may 
provide information to applications rather than to 
humans, through an application-oriented interface in a 
web environment. The information is described using 
standardized XML, so that it can be parsed and processed 
easily rather than being formatted for display. 

Web services publish details of their functions and 
interfaces, but they keep their implementation details 
private; thus a client and a service that support common 
communication protocols can interact regardless of the 
platforms on which they run, or the programming 
languages in which they are written. This makes Web 
services particularly applicable to a distributed 
heterogeneous environment.  

B.  Web Service Key Technology 
The key specifications used by Web services are:  
1) XML(eXtensible Markup Language)—a markup 

language for formatting and exchanging structured data. 
XML language  can transform data with different formats 
into  the same structure and provide a unified data format 
for web service. 

2) SOAP(originally Simple Object Access Protocol, but 
technically no longer an acronym)—an XML-based 
protocol for specifying envelope information, contents 
and processing information for a message.  

3) WSDL(Web Services Description Language)—an 
XML-based language used to describe network service, 
or  endpoint. A WSDL document can be used to 
dynamically publish Web service, to find a published 
Web Service and bind Web Service. 

4) UDDI(Universal Description, Discoveryand 
Integration) —a soap-based client function for a 
framework for describing and finding a  web service. 
UDDI can access the agreements of registered 
information through registry. 

Many other protocols that  focus on security, 
asynchronous communication and semantic expression 
are gradually being added to Web service.  

Ⅳ.  DATA INTEGRATION BASED ON SOA 

A.  Data Integration Technology 
Typical data integration solutions can be divided into 

two categories: One is the materialized method, and the 
other is the global model method. 

Data Warehouse belongs to the materialized method 
whose integration strategy is to pre-process and convert 
data copies coming from several heterogeneous data 
sources according to a centralized and unified view 
requirement in order to conform with the model of data 
warehouse. The data-sharing integration of heterogeneous 
database based on the data warehouse model has the 
advantage of on-line analysis and data mining. 
Disadvantage is the duplicate storage and updating 
difficulty of data. This method generally applies to large 
enterprises for analyzing its vast historical data . 

Middleware system is a global view, which presents a 
global model in the middle layer to hide data details of 
the underlying layer so that Integration of data source  is 
regarded  as a unified whole by users. The actual data is 
not stored in the middle layer under this system. It is 
suitable for the integration environment that is relatively 
fast for the speed of updating data, is impossible or 
difficult to load all data from data sources. When user 
submits a query statement, middleware will separate it 
and send it to the underlying servers with different data 
source. Because the difference in the types of data source 
servers, it can complete the consistency of service 
interface for data sources of heterogeneous databases 
through wrapper function layer. User's query based on 
global model do not need to know the characteristics of 
each data source, middleware will divide query statement 
into sub-queries based on each local model of data 
source. Data integration project based on middleware, 
because of the advantages of real-time data exchanging 
and flexible scalability, is widely adopted. Considering 
middleware technology, the design of data integration 
layer based on SOA architecture is proposed. 

B.  System Architecture 
System architecture [4] is divided into user layer, data 

 
Figure 1. Model of SOA 
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integration middleware layer and resource layer, which is 
shown in Fig. 2. Each data accessing operation that is 
initiated by  transaction service can invoke this software 
layer. User layer may access the bottom of heterogeneous 
data source through an application interface that is 
provided by the middle layer. Data integration 
middleware layer, which is core layer of this architecture. 
This paper adopts the standard SQL language as query 
language to eliminate the difference between data sources 
of heterogeneous databases in the underlying layer. 
Resource layer, the bottom layer is mainly used to store 
and manage persistent data whose type may be text files, 
XML documents, relational database. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
Main flow of the system is as follows: user layer 

submits the standardized SQL query statements, directly 
queries in the central database, gets the suitable query 
results and returns them to user；In order to ensure the 
data consistency between the central database and the 
underlying databases, the middleware layer of data 
integration adopts "receiving adapter →  filter → 
converter → router → sending adapter" to complete the 
data exchanging process. Firstly, receiving adapter 
receives the data that waits to be updated from the 
application databases in resource layer and then submits 
it to filter. Secondly, according to configurable business 
rules and information standards filter filters out these data 
inconsistent with rules and standards and then submits the 
matching data to converter. Thirdly, converter encrypts 
and decrypts these data, generates the corresponding data 
packet and submits it to router. Fourthly, according to the 
updated plans router updates the corresponding data of 
the central database. Finally, according to the 
synchronous scheme synchronous component submits the 
data packet to router, synchronizing to the corresponding 
data of the corresponding application databases. 

C.  The Introduction of Main Components 
1) Standardized query: This module may parse the 

submitted SQL query statement by user  and verify its 
correctness of SQL syntax. 

2) Adapter: Adapter is actually a interface by which 
information with different formats can be converted. 

Adapter is available to support the following protocols 
or services: HTTP(Hypertext Transfer Protocol) and 
HTTPS (secure hypertext transfer protocol), JDBC 
(JAVA Database Connectivity), TCP (Transmission 
Control Protocol), UDP (User Datagram Protocol), SOAP 
(Simple Object Access Protocol), WSDL (WEB Services 
Description Language) and so on. 

3) Central database [5]: Through the secure and 
reliable public data exchanging, all applications can be 
integrated on the basis of sharing public data and the data 
integrity, the data accuracy and consistency can be 
effectively ensured in the process of information 
integration. 

4) Fliter: According to configurable business rules and 
information standards, filter analyzes and deals with the 
data that waits to be exchanged, filters out these data 
inconsistent with rules and standards. 

5) Converter: It converts the data to a suitable data 
format that can be received by receiver based on 
information standards.  

6) Router: Based on configurable  routing policy, the 
data can be securely exchanged and reliably transmitted 
between the application systems.  

D.  Public  Data Exchange System 
The data changing tracking components that are 

deployed in each application server are used to track the 
changing of data according to the data tracking schema, 
and then generate a relative data changing packet and 
submit it to the central database. Simultaneously, the data 
changing synchronous component is deployed in the 
central database server, which generates the sequence 
packets of updating data that are synchronized to each 
specific application database responding to the data 
Synchronization schema.  

The logical structure of common data exchanging 
system is shown in Fig. 3. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

 
1)  Public data exchanging system function 

a) Information standards: A series of standards 
should be set, such as the data standards, code standards 

 
 

Figure 2.  Data integration architecture based on SOA 

Figure 3.  The logical structure of public data exchanging system 
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and so on in order to provide a basis for the public 
information exchange. Metadata and the central database 
should be well maintained in order to provide a safe and 
reliable hub for the public data exchanging .  

b) Data exchanging management: The automatic 
function of data exchanging  and the supplementary 
function of data exchanging can be provided. Data 
changing tracking component, data updating component 
and data synchronous component should be effectively 
deployed and managed. If necessary, the abnormal data 
can be restored according to the log of data exchanging. 

2)  Public data exchanging  process 
Firstly, data changing tracking component tracks the 

changing of data from service provider and then 
generates the data waiting to be updated. Secondly, data 
updating component according to configurable data rules 
filters the data and converts  it to the standard format data 
and then updates the corresponding data of the central 
database based on the updated plans. Finally, data 
synchronous component according to synchronous 
scheme synchronizes to  the corresponding data of the 
corresponding application database. 

The process of public exchanging is shown in Fig. 4. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

The introduction of public data exchanging process is 
as follows: 

a) Service provider: Service provider is an 
application system that  provides a business data (to the 
data item). Any of the data (to the data item) has a unique 
data provider. 

b) Service requester: Service requester is also an 
application system that uses a business data (to the data 
item). Any of the data (to the data item) can have 
multiple data providers. 

c) Data changing tracking component: It is used to 
intelligently track the changing data of the application 
databases, generate the data changing packet and then 
submit it to the central database. 

d) Data updating component: This component can 
analyze, filter and convert the data that waits to be 
exchanged according to the regular data conversion 
mode. 

e) Data synchironous component: This component 
can synchronize the data that waits to be exchanged to the 
corresponding application database. 

Ⅴ.  CONCLUSION AND FUTURE WORK 

At present, campus information integration is lack of a 
unified architecture and standard. As the next-generation 
architecture, SOA is one of the best schema that is used 
to solve heterogeneous system integration. This paper 
proposes a new data integration middleware layer based 
on SOA and describes main components in details. It 
adopts schema based on XML to establish global model 
and local model and implements the deep integration of 
relational database. But some specific details need to be 
further improved, future work will mainly be improved in 
the following areas: 

1) The type of data source needs to be increased. This 
paper discusses only integration query of relational 
database, and now, especially in  Network, a lot of 
information is based on XML or other text format that 
will be the focus of future data integration research. 

2) In practice, most of databases are distributed more 
scattered, network situation is more complicated, one of 
databases may be no longer respond, or result set is lost 
during transmission via network. Considering the 
complexity of network situation, query between 
heterogeneous databases should be tested and optimized 
in a distributed environment. 

3) The accuracy and completeness of result set merging 
should be tested. The accuracy of a single data query is 
easy to implement, but the complete verification for result 
set  merging of many databases has not yet to find a 
suitable way. 

In short, data integration based on SOA is a very 
complex problem referring to a wide range of knowledge 
domains, many issues need to be overcome and be 
improved in  the future  of  study and research. 
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Abstract—This paper researches on e-government website 
evaluation. After establishing the evaluation index system, 
this paper reduces the evaluation index system by rough set. 
Then, this paper introduces genetic algorithm which are 
optimized to BP neural network weights and thresholds, and 
establishes e-government website evaluation model based on 
genetic neural network algorithm. It is exemplified that the 
evaluation result is reasonable, and the evaluation model 
provides a new way of thinking for evaluation on e-
government websites.  
 
Index Terms—index system, rough set, genetic neural 
network algorithm, e-government website evaluation 

I. INTRODUCTION 
With the network popularization, the development of 

the e-government has made rapid progress. As an 
important component of the e-government construction, 
the e-government website is also a window which 
provides the society management and service by means 
of information technology. The construction and 
operation of an e-government website, is directly related 
to the government image, and also affects the level of 
management and service. Thus, it is a very important 
issue to emphasize websites building and improve the 
level of design, operation and management. How to 
strengthen the evaluation and establish a scientific index 
system to solve the problem in the development of e-
government websites has become a problem which can 
not be ignored [1]. 

E-government website evaluation is complicated 
system engineering, with many subjective and objective 
factors affecting the evaluation, so it is very meaningful 
to adopt what kind of evaluation methods to make 
evaluation results objectively reflect the actual level of 
websites, so as to provide scientific basis for 
administrative decisions. This paper based on Rough set 
theory and genetic neural network evaluates the e-
government websites comprehensively. Summarizing the 
existing evaluation index system, the paper establishes an 
e-government website evaluation index system, and 
makes use of rough set theory to simplify the established 
index system, then establishes e-government website 
evaluation model based on genetic neural network. 
Finally, this paper exemplifies the scientificity and 
validity of the model. 

II. ESTABLISHMENT OF E-GOVERNMENT WEBSITE 
EVALUATION INDEX SYSTEM 

A.  Basic Theory of Rough Set 
Definition1[2] Knowledge representation system 

),,,( fVRUS = ; where U  is a non-empty finite set of 
objects ,also known as the universe of discourse; 

DCR ∪=  are a set of attributes, the subset C is the 
condition attribute set and the subset D is the result 
attribute set; rRr

VV
∈
∨=  is the set of attribute values , 

rV is the range of values of the attribute Rr ∈ ,which is 
the range of  the attribute r ; VRUf →×: is a 
information function which assigns the at tribute value of 
every object x  in U. 

Definition 2[2]  R is a equivalent relation, Rr∈ , 
if }){()( rRindRind −= ,then r is unnecessary in R; 
Otherwise, r  is necessary in R. 

Definition 3[2]  If every r∈R is necessary in R, then R 
is independent; Otherwise, R is dependent. 

Let S⊆P, if S is independent and ind(S) =ind (P), then 
S is one of reductions of P .All of reductions are red(P), 
and the set which is consisted of all of necessary relations 
in P is the core of P(core(P)=∩ red(P)) . 

B.  Establishment of Index System 
The purpose of e-government website evaluation is to 

provide a reliable basis for e-government construction 
decisions. In order to evaluate the level of the e-
government websites effectively, first we should establish 
a scientific, comprehensive evaluation index system. 
Currently, e-government construction has not yet formed 
a clear standard system, so there is no unified evaluation 
index system of e-government websites. Evaluation 
criteria in the international community mainly consists of 
e-government evaluation index system of Accenture Inc, 
e-government strategy evaluation system of Gartner Inc, 
e-government evaluation index system of UNDPEPA and 
ASPA and so on. Chinese scholars have also put forward 
to their own evaluation index system, for example, ref.  
[3] proposes e-government website evaluation method 
based on Web log analysis, establishing e-government 
website evaluation index system from the quality of 
construction, websites function services and the benefits 
and costs of websites; ref. [4] establishes the science and 
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technology system website evaluation index system from 
government affair, online service, online database of 
science and technology, public participation, website 
operation and maintenance ; ref. [5] proposes evaluation 
index system of  government portal websites from four 
stages; ref. [6] establishes evaluation index system of the 
government portal websites from the website contents, 
website design, web technology, online work, public 
participation and economic services; ref. [7] establishes 
evaluation index system of the government portal 
websites from the site infrastructure, information 
disclosure, online services, public participation and 
interaction and website design. 

On the basis of following the principle of operability, 
comprehensiveness and systematicness in the process of 
establishment, we have synthesized the study of the e-
government evaluation index system home and abroad, 
and evaluated it from three aspects of website contents, 
website features and website construction referred to ref. 
[8-9]. Specific index system is as follows: first class 
evaluation index: website contents B1, website function 
B2, website construction B3; second class evaluation 
index: comprehensiveness C11, practicality C12, accuracy 
C13, timeliness C14, authoritativeness C15, personality C16, 
novelty C17 and richness C18; online capability C21, 
information retrieval capability C22, interactivity C23,  
advocacy capacity C24 and  category management 
capability C25; security C31, compatibility C32, scalability 
C33, stability C34, operating speed C35, profession C36, 
beauty C37, page hierarchy C38, overall structure C39. 

According to e-government website evaluation index 
system, 10 experts in e-government website evaluation 
from different universities in Henan Province evaluates 
18 government portal websites, and give every index 
value and the final evaluation results. This paper finally 
reduces the dates by rough set analysis software Rosetta.  

Rosetta is a logic data analysis toolkit based on rough 
set theory. It was developed by computer and information 
science departments of Norwegian Science University 
and institute of mathematics of Warsaw University 
cooperatively. It is a good rough set theory software and 
experiment platform, and it provides a variety of date 

pretreatment function and common rules for reduction 
and algorithm in rough set, which supports the whole 
process from the data pre-processing rules to predict and 
analyze. Specific steps of attribute reduction are as 
follows:  

a)Data pretreatment: Every index value is continuous, 
so the data must be discretized before attribute reduction. 
First run Rosetta and input data table, then discretize the 
data. 9 discretization methods are given by Rosetta; and 
this paper selects equal frequency discretization method 

[10]; 
b)Attribute reduction: As for attribute reduction for the 

pretreatment data, 8 attribute reduction methods are 
given; and this paper selects genetic algorithm. 

According to attribute reduction method above, the e-
government website evaluation index system is shown in 
Figure 1. 

III. E-GOVERNMENT WEBSITE EVALUATION MODEL 
BASED ON GENETIC NEURAL NETWORK ALGORITHM 

A.   The Principle of Genetic Neural Network Algorithm  
Neural network has good self-learning, self-adaptive, 

parallel processing and nonlinear computing capacity. 
Therefore, it has made a wide range of application in 
intelligent control, nonlinear optimization, signal 
processing and so on[11]. As BP neural network is a search 
algorithm along the gradient descent, once the quantity of 
the train sample is large, the input-output relationships 
become more complex and the network's convergence 
rate will become slow, easily falling into local minima. 
However, the genetic algorithm is a random search 
optimization method based on the principle of natural 
selection and genetics, which has a strong global 
optimization capability. Therefore, combining BP neural 
network with genetic algorithm, using genetic algorithm 
to optimize neural network weights and thresholds, we 
can make the network have a faster convergence speed.  
In this way, it not only plays a mapping and 
generalization ability of neural network, but also avoids 
the local minimum problem [12]. Genetic neural network 
algorithm steps are as follows: 

  

Figure 1 E-government website evaluation index system 
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a) Initialize the algorithm parameters: Set the 
population size, crossover probability, mutation 
probability, the number of network layers, the number of 
neurons in each layer and so on; 

b) Set the fitness function: The fitness function is the 
derivative of network error which is the sum-of-squares 
of the error between the output value and expectation; 

c) Encoding and population initialization: Using real 
number coding, link the weights and thresholds to form 
chromosomes, and then encodings respectively 
correspond to weights from the input layer to the hidden 
layer, weights from the hidden layer to the output layer, 
the thresholds of the hidden layer and the output layer; 

d) Genetic operation: Use roulette selection method to 
choose the individuals, use consistent crossover to take 
cross operation on temporary population, and use site 
mutation operator to take mutation operation on 
temporary population; 

e) Decode: Decode the selected optimal individual, 
and then obtain the initial weights and thresholds of BP 
neural network; 

f) Training network: Train the network according to 
BP network neural parameters of the first step; 

g) Training finished: Training does not finish until the 
global error is less than the pre-set target or the number of 
modifying is more than a pre-set value. Otherwise, turn 
on the 6th step; 

h) Prediction or evaluation: Make use of the trained 
network to predict or evaluate. 

B.  Constuction of  E-government Website Evaluation 
Model based on Genetic Neural Network Algorithm 

1) Design of BP network structure 
The template is used to format your paper and style the 

text. All margins, column widths, line spaces, and text 
fonts are prescribed; please do not alter them. You may 
note peculiarities. For example, the head margin in this 
template measures proportionately more than is 
customary. This measurement and others are deliberate, 
using specifications that anticipate your paper as one part 
of the entire proceedings, and not as an independent 
document. Please do not revise any of the current 
designations. 

In 1989 Robea Hecht Nie1son has proven that a 
continuous function in any closed interval can be 
approximated by a hidden layer of BP neural network, so 
three layers BP neural network can make an arbitrary 
mapping from n-dimension to m-dimension[13]. 
Therefore, this paper adopts three-layer network 
structure: 

For the input layer, taking the number of secondary 
indicators as the number of nodes of the input layer by 
the index system, there are 13 nodes. 

For the hidden layer, in general, we can select the 
number according to the following empirical formula:  
                 )101( ≤≤++= LLnmS                    (1) 

Where S is the number of hidden layer nodes, m is the 
number of input layer nodes and n is the number of 
output layer nodes. In this paper the number of hidden 
layer nodes is set to 6. 

For the output layer, this paper would like make a 
proper evaluation for e-government website by the results 
of the output layer, thence in the paper the output layer 
node is set to 4. )0,0,0,1(  indicates that the assessment 
result is excellent(“e”), )0,0,1,0( indicates that the 
assessment result is good(“g”), )0,1,0,0( indicates that the 
assessment result is medium(“m”), )1,0,0,0( indicates that 
the assessment result is poor(“p”). 

2) The step of e-government website evaluation model 
based on genetic neural network algorithm 

This evaluation model is achieved by means of goat 
toolbox and neural network toolbox of Matlab7.0. 
Specific steps are as follows: 

a) Collect the corresponding input and output sample 
according to e-government website evaluation index 
system, and then standardize the sample; 

b) Set the genetic algorithm parameters to take genetic 
operation, and then get the initial weights and thresholds 
of BP neural network; 

c) Input the input and output sample to train, and 
training does not finish until the global error is less than 
the pre-set target or the number of modifying is more 
than a pre-set value; 

d) According to the established network, entering 

TABLE I   THE BASIC DATA OF 18 GOVERNMENT PORTAL WEBSITES OF HENAN PROVINCE 
No. C1 C2 C3 C4 C5 C6 C7 C8 C9 C10 C11 C12 C13 results 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 

0.90 
0.93 
0.70 
0.69 
0.60 
0.87 
0.62 
0.78 
0.88 
0.90 
0.50 
0.77 
0.78 
0.70 
0.80 
0.91 
0.72 
0.60 

0.95 
0.89 
0.70 
0.56 
0.30 
0.50 
0.61 
0.80 
0.90 
0.34 
0.53 
0.76 
0.90 
0.75 
0.71 
0.80 
0.56 
0.54 

0.79 
0.70 
0.70 
0.55 
0.70 
0.20 
0.56 
0.78 
0.56 
0.90 
0.65 
0.77 
0.81 
0.75 
0.77 
0.82 
0.72 
0.51 

0.90 
0.80 
0.60 
0.54 
0.10 
0.43 
0.52 
0.75 
0.90 
0.98 
0.61 
0.72 
0.99 
0.72 
0.70 
0.92 
0.77 
0.40 

0.85 
0.93 
0.75 
0.60 
0.50 
0.50 
0.57 
0.64 
0.87 
0.80 
0.54 
0.76 
0.85 
0.76 
0.71 
0.87 
0.78 
0.55 

0.95 
0.87 
0.90 
0.58 
0.56 
0.61 
0.59 
0.65 
0.93 
0.89 
0.30 
0.75 
0.78 
0.80 
0.68 
0.66 
0.76 
0.50 

0.47 
0.82 
0.65 
0.98 
0.56 
0.33 
0.58 
0.61 
0.92 
0.81 
0.58 
0.73 
0.87 
0.70 
0.75 
0.89 
0.56 
0.52 

0.78 
0.71 
0.77 
0.56 
0.23 
0.43 
0.90 
0.78 
0.81 
0.86 
0.67 
0.70 
0.81 
0.75 
0.68 
0.85 
0.90 
0.65 

0.87 
0.90 
0.73 
0.80 
0.45 
0.20 
0.41 
0.70 
0.30 
0.93 
0.54 
0.68 
0.78 
0.67 
0.78 
0.82 
0.65 
0.60 

0.75 
0.89 
0.68 
0.53 
0.56 
0.71 
0.50 
0.77 
0.89 
0.93 
0.94 
0.76 
0.80 
0.72 
0.78 
0.86 
0.72 
0.76 

0.89 
0.95 
0.72 
0.47 
0.45 
0.65 
0.52 
0.73 
0.78 
0.78 
0.50 
0.71 
0.92 
0.86 
0.90 
0.89 
0.70 
0.43 

0.87 
0.98 
0.79 
0.60 
0.40 
0.76 
0.54 
0.67 
0.98 
0.90 
0.43 
0.65 
0.90 
0.55 
0.71 
0.82 
0.79 
0.65 

0.98 
0.89 
0.80 
0.50 
0.87 
0.10 
0.67 
0.67 
0.81 
0.97 
0.56 
0.80 
0.71 
0.71 
0.69 
0.80 
0.70 
0.58 

e 
e 
g 
m 
p 
p 
m 
g 
e 
e 
m 
g 
e 
g 
g 
e 
g 
m 
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index value of the evaluation object to obtain the 
corresponding output, we can make a reasonable 
evaluation for e-government website by means of the 
output. 

IV.  EXAMPLE ANALYSIS 
This paper selects 18 government portal websites of 

Henan Province as the research objects. We regard those 
index value that are reduced by rough set as the basic data 
of training and testing(TABLE I).The neural network trains 
with the index value of numbered 1-15 government portal 
websites. We test the evaluation results of neural network 
with the index value of numbered 16-18 government 
portal websites.  

a)  The basic data sample: The input and output 
sample is shown in TABLE I. 

b) Genetic operation: Setting the population size is 
100,the number of genetic generation is 200,the range of 
initialized weights and thresholds is ]1,0[ ,Parameter 
norGeomSelect is set to 0.09, Parameter arithXover is set 
to ]0,2[ , Parameter nonUnifMutation is set to [2 200 3]; 
the genetic algorithm optimize to obtain the initial 
weights and thresholds of BP neural network which is 
shown in TABLE II. 

c) The training of BP neural network: The transfer 
function of the hidden layer is set to logsig, the transfer 
function of the output layer is set to Purelin, and the 
training of BP neural network adopts LM (Levenberg-
Marquardt) methods; the learning accuracy is 0.0001, the 
largest training times is 1000, the learning rate is 0.05, 
and the momentum factor is 0.60. After a few minutes, 
the training does not halt until training error reaches the 
demanded precision. The final network error performance 
curve is shown in Figure 2. 
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Figure 2   BP network error performance curve 

d) Evaluation results of this model: When the network 
training is completed, we input the test sample to verify 
the adaptability of the network, and the test sample is 
numbered 16-18 sample. The comparison between 
network validation results and the actual evaluation 
results is shown in TABLE III. 

TABLE III   THE COMPARISON BETWEEN NETWORK VALIDATION 
RESULTS AND THE ACTUAL EVALUATION RESULTS 

objects 16 17 18 
 

output 
 
 

validation 
actual result 

0.8701 
0.1022 
0.0353 
-0.0063 

e 
e 

-0.1697 
1.1334 
-0.0356 
-0.0018 

g 
g 

-0.0628 
-0.0085 
0.9376 
0.1316 

m 
m 

From the validation and the results of comparison, we 
can see that the evaluation results through this network 
are basically same as the actual results. However, the 
training samples are insufficient relatively, so each output 
has a slight change, but this slight change does not affect 
the final evaluation results. The comparison indicates that 
the evaluation model has good simulation capabilities, 
and it is feasible to have a reasonable evaluation of e-
government websites by genetic neural network 
algorithm. 

V. CONCLUSION 
On the basis of the existing literature, the paper 

establishes an E-government website evaluation index 
system, and simplifies the evaluation index system by 
rough set theory. On this basis, the paper introduces 
genetic algorithm which are optimized to BP neural 
network weights and thresholds, to solve the problem that 
the randomness of the initial weights and thresholds of 
the BP neural network causes the low network calculation 
accuracy and a fall into the local solution of the network 
easily. Then the paper establishes e-government website 
evaluation model based on genetic neural network 
algorithm. Through the case analysis, this model has fast 
speed of convergence and the result of the evaluation 
model is reasonable. So this model is a kind of effective 
method of e-government website evaluation, and also 
provides a new way of thinking for evaluation on e-
government websites. 

VI. CONCLUSION 
On the basis of the existing literature, the paper 

establishes an E-government website evaluation index 

TABLE II   INITIALIZED WEIGHTS AND THRESHOLDS OF BP NEURAL NETWORK 
weights from input layer to output layer thresholds weights from hidden layer to output layer thresholds 

0.917 
0.095 
0.415 
0.496 
0.639 
0.744 
0.452 
0.345 
0.286 
0.073 
0.003 
0.931 
0.179 

0.719 
0.443 
0.936 
0.365 
0.381 
0.563 
0.505 
0.410 
0.686 
0.286 
0.828 
0.265 
0.579 

0.859 
0.449 
0.194 
0.523 
0.160 
0.166 
0.241 
0.413 
0.170 
0.819 
0.382 
0.106    
0.256 

0.665    
0.823    
0.102    
0.503    
0.737    
0.022    
0.370    
0.219    
0.266    
0.934    
0.571 
0.544    
0.980 

0.081    
0.016    
0.254    
0.542    
0.753    
0.060    
0.548    
0.107    
0.666    
0.795    
0.961 
0.073    
0.012 

0.793    
0.927    
0.713    
0.285    
0.485    
0.604    
0.357    
0.289    
0.970    
0.390    
0.115 
0.232    
0.506 

0.817  
0.396    
0.299    
0.714    
0.606  
0.813 

— 
— 
— 
— 
— 
— 
— 

0.043    
0.632    
0.295    
0.299    
0.003    
0.187 

— 
— 
— 
— 
— 
— 
— 

0.070    
0.577    
0.445    
0.666    
0.713    
0.237 

— 
— 
— 
— 
— 
— 
— 

0.324    
0.235    
0.380    
0.320    
0.087    
0.231 

— 
— 
— 
— 
— 
— 
— 

0.339    
0.935    
0.602    
0.129    
0.746    
0.207 

— 
— 
— 
— 
— 
— 
— 

0.311 
0.451 
0.159    
0.409 

— 
— 
— 
— 
— 
— 
— 
— 
— 



 128

system, and simplifies the evaluation index system by 
rough set theory. On this basis, the paper introduces 
genetic algorithm which are optimized to BP neural 
network weights and thresholds, to solve the problem that 
the randomness of the initial weights and thresholds of 
the BP neural network causes the low network calculation 
accuracy and a fall into the local solution of the network 
easily. Then the paper establishes e-government website 
evaluation model based on genetic neural network 
algorithm. Through the case analysis, this model has fast 
speed of convergence and the result of the evaluation 
model is reasonable. So this model is a kind of effective 
method of e-government website evaluation, and also 
provides a new way of thinking for evaluation on e-
government websites. 
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Figure 1. The process framework of 3D reconstruction 
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Abstract—Based on the analysis of the basic principle of 
three-dimensional reconstruction, this paper discusses the 
key problem in the process of three-dimensional 
reconstruction, and gives prominence to the most important 
process, which is making coordinate transformation and 
space projection to construct the model. The paper mainly 
adopts the method of the view separation by coordinate axes 
differing from the way of searching the silhouette of the 
views, achieving the coordinate conversion from view 
coordinate into space projection coordinate to get the three-
dimensional coordinates which meets the needs of the 
conditions of three-dimensional reconstruction, and the 3D 
architectural model is rebuilt.  
 
Index Terms—three-dimensional reconstruction, 
orthographic views, view separation, coordinate 
transformation 

I.  INTRODUCTION 

For some decades now, with the development of the 
performance on computer graphic demonstration and the 
appearance of several kinds of strong functional 
developing software (such as OpenGL, DirectX and 
OpenGvs), the exhibition of realistic images on common 
microcomputer became reality. 

The present research on the algorithm [1] about three-
dimensional reconstruction centering on mechanical 
objects is very much, but the instantiation research 
oriented to architectural working drawing is rare, without 

the practical rebuilding tools for architectural objects. 
The objects of architecture reconstruction are more 
abstract and inconstant in form than mechanical objects, 
so some new thought and attempt is needed in the 
reconstruction, especially for more research penetrating 
to application layer. It is thus clear that architecture 
reconstruction has great theatrical value and practical 
sense, which is the extension of traditional three-
dimensional reconstruction in the field of architecture. 

II.  THE BASIC PROCESS OF THREE-DIMENSIONAL 
RECONSTRUCTION 

Three-dimensional reconstruction is the process from 
two-dimension to three-dimension in which we get the 
data information of three-dimensional objects through the 
semantic analysis of the samples based on the 
understanding of two-dimensional engineering drawings, 
according to the geometric and topological information in 
orthographic views or multi-view graphics. The process 
framework [2] of three-dimensional reconstruction is 
illustrated in Fig.1. 

After importing the two-dimensional drawings into the 
computer, the file in DXF form is chose from AutoCAD. 
The drawing is in the global coordinate system. In DXF 
file, two-dimensional drawing elements are not recorded 
by sort according to the relations of feature entity, but 
they are recorded by drawing order, which don’t reflect 
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Figure 2. View separation by coordinate axes 

relationship. Therefore, view separation is made before 
transformation, and the origin point of view is 
determined. The view is separated into front view, left 
view and top view under orthographic projection, from 
which the useful information is extracted by feature 
recognition and information extraction. Not all the 
information in orthographic views is useful for us, and we 
only extract the useful information for our later 
rebuilding. The effective way of getting 3D points and 
3D edges from 2D points and 2D edges is space 
projection and coordinate transformation. 

The useful 2D points and 2D edges in need can be 
transformed into 3D points and 3D edges by space 
projection and coordinate transformation, which are 
stored by appropriate data structure. According to the 
principle of hiding the invisible line and surface, the 
hidden lines and surfaces are removed. With OpenGL and 
these data structure, the 3D wire frame model is built, 
which is rendered by texture mapping and light mapping 
to reconstruct 3D architectural model with more realistic 
effect. How to make coordinate transformation will be 
emphatically introduced as follows. 

III.  COORDINATE TRANSFORMATION IN THREE-
DIMENSIONAL RECONSTRUCTION  

In the process of three-dimensional reconstruction, 
how to get the three-dimensional coordinates and build 
the model is the key to three-dimensional reconstruction 
with known geometrical and topological information. The 
important way is coordinate transformation to get three-
dimensional information from two-dimensional ones. 

A.  View separation 
Before coordinate transformation from two-dimension 

to three-dimension the view separation must be made. It 
is that all the contents in the drawing are divided into 
three domains according to the ownership of orthographic 
views, in which each domain corresponds to one view. 
For each primitive in the drawing, judge separately which 
view these coordinates belong to. 

Traditional view separation approach, not only angle 
discriminance [3], the seed-pot view separation algorithm 
[4] but also the maximum enclosing rectangle algorithm 

all need to search outer outlines of each view and 
compare them. In order to reduce the comparison with 
each two-dimensional entity, a new view separation 
method - the view separation [5] by coordinate axes is 
used to determine the separation line of orthographic 
views. As shown in Fig.2, each entity is projected onto x 
axis and y axis, and their union of projection onto x axis- 
line segments AB and CD and their union of projection 
onto y axis- line segments EF and GH are separately 
obtained. Draw a horizontal line lx at the point of y= (yG 
+ yF)/2, and draw vertical line ly at the point of x= (xB + 
xC)/2, which divides the plane into P1, P2, P3, P4 four 
parts. According to the property of orthographic views, 
front view is in region P1, left view is in region P2, and 
top view is in region P3. Which region each entity locates 
in is just determined to separate the views. 

B.  Coordinate transformation 
In order to convert the two-dimensional coordinates of 

every view in unified coordinate system into space 
coordinates, three different coordinate systems are set as 
follows: drawing coordinate system (x-y-z), view 
coordinate system (u-v-w), space projection coordinate 
system (X-Y-Z). 

The relationship of the three coordinate systems [6] is 
shown in Fig.3. Drawing coordinate system is for 
drawing the initial input graphic, space projection 
coordinate system is used for building and describing the 
object of reconstruction, and view coordinate system is 
the intermediary between two-dimensional coordinates 
and space coordinates. Set the original coordinate as (x0
，y0) satisfying condition L=M. 

1) Transformation from drawing coordinate to view 
coordinate 

In Fig.3, the original point of each view drawing 
coordinate system coincide with space projection original 
(x0, y0), the coordinate axes u, v separately in parallel 
with x, y axis, in which the coordinate axis w always 
points at the paper outside according to right-handed rule. 
View coordinate (u, v, w) can be calculated according to 
drawing coordinates (x, y, z), and their relation can be 
expressed by matrix transformation as follows: 

 [ ] [ ]u v 1 x y 1w z A=  (1) 

Transformation matrixes of every view are 
respectively as follows: 

-1 0 0 0
0 1 0 0
0 0 0 0

- 0 1
vA

a b

⎡ ⎤
⎢ ⎥= ⎢ ⎥
⎢ ⎥⎣ ⎦

1 0 0 0
0 1 0 0
0 0 0 0

0 1
hA

a b

−⎡ ⎤
−⎢ ⎥= ⎢ ⎥

⎢ ⎥⎣ ⎦

 

1 0 0 0
0 1 0 0
0 0 0 0

0 1
wA

a b

⎡ ⎤
⎢ ⎥= ⎢ ⎥
⎢ ⎥− −⎣ ⎦

 

Where a, b are coordinate parameters of projection 
original (x0, y0) in the same coordinate system, and 
subscript v, h, w denote respectively front view, top view 
and left view. 
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Figure 3. Corresponding relation among three coordinate systems 

2) Transformation from view coordinate to space 
projection coordinate 

The origin of view coordinate coincides with space 
projection coordinate, and then the conversion relation 
from view space to space projection coordinate can be 
expressed by transformation matrix B: 

 [ ] [ ]X Y 1 u v 1Z w B=  (2) 

Transformation matrixes of every view are 
respectively as follows: 

1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1

⎡ ⎤
⎢ ⎥= ⎢ ⎥
⎢ ⎥⎣ ⎦

vB
1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

hB
⎡ ⎤
⎢ ⎥= ⎢ ⎥
⎢ ⎥⎣ ⎦     

0 1 0 0
0 0 1 0
1 0 0 0
0 0 0 1

wB
⎡ ⎤
⎢ ⎥= ⎢ ⎥
⎢ ⎥⎣ ⎦  

3) Transformation from drawing coordinate to space 
projection coordinate 

After the above transformation, finally the matrix 
transformation from drawing coordinate to space 
projection coordinate can be expressed as follows: 

 [ ] [ ]X Y 1 x y 1Z z AB=  (3) 

Let mapping operator T=A · B. Transformation 
matrixes of every view are respectively as follows: 

1 0 0 0
0 0 1 0
0 0 0 0

0 1
vT

a b

−⎡ ⎤
⎢ ⎥= ⎢ ⎥
⎢ ⎥−⎣ ⎦     

1 0 0 0
0 1 0 0
0 0 0 0

0 1
hT

a b

−⎡ ⎤
−⎢ ⎥= ⎢ ⎥

⎢ ⎥⎣ ⎦         
0 1 0 0
0 0 1 0
0 0 0 0
0 1

wT
a b

⎡ ⎤
⎢ ⎥= ⎢ ⎥
⎢ ⎥− −⎣ ⎦  

Using these three matrixes, the projection relation 
among orthographic views is built at the same time. 
Therefore, space projection coordinates from 
orthographic views are figured out by matrix 
transformation. 

4) Extraction of basic points 

According to the basic theory of descriptive geometry 
[7], the space points need to satisfy the principle of 
“length of the positive, height of the flush, width of the 
equal”, and their projection onto two different directions 
can completely determine their position in the space, 
namely the points and edges should have entire equity 
relationship in different views. As for orthographic views, 
if V, H and W denote respectively the point set of front 
view, top view and left view. Then the point v in front 
view has x, z coordinate represented by x(v), z(v). In the 
same way, the points in top view and the points in left 
view are respectively expressed by x(h), y(h) and y(w), 
z(w). 

The coordinate of the point in different view should 
satisfy the relation as follows: 

x(v)= x(h),y(h)= y(w), z(v)= z(w) (v∈V, h∈H, w∈
W) 

The space point set F from orthographic views can be 
expressed as follows: 

F={(v, h, w)(V, H, W/ x(v)= x(h)，y(h)= y(w)，z(v)= 
z(w))} 

The corresponding relationship of these points is just 
the basic starting point of three-dimensional 
reconstruction. 

The points which satisfy the requirements above are 
just the basic points needed in three-dimensional 
reconstruction, which is the way of getting three-
dimensional coordinates from two-dimensional 
coordinates. The point coordinates are saved in 3D point 
table, while the edge coordinates are saved in 3D edge 
table. 

IV.  RECONSTRUCTION OF THE MODEL 

Through coordinate transformation of three-
dimensional reconstruction, the three-dimensional point 
coordinates and edge coordinates are got, from which 
how to rebuild the simple 3D model of the architecture by 
OpenGL programming is realized. The program 
framework [8] of three-dimensional reconstruction is 
illustrated in Fig.4. 

With the data structure of 3D points and edges, the 
useful coordinates are extracted and the position relation 
of each entity is calculated. Then the 3D model by VC++ 
programming is rebuilt. According to orthographic views 
of the architecture (Fig.5 is font view, Fig.6 is left view, 
Fig.7 is top view) the simple 3D model rebuilt is 
illustrated in Fig.8. For the building with multilayer, its 
complete structure can be finished by splicing according 
to instance technology. 

After modeling, scene optimization technology, such 
as hidden processing, illumination model and texture 
mapping is used to achieve the drawing of realistic 
image. 

V.  CONCLUSION 

In three-dimensional reconstruction, the two important 
modules pretreatment and reconstruction both center on 
coordinate transformation from 2D to 3D. Only when 
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Figure 4. Program framework of Three-dimensional reconstruction 

 
Figure 5. Front view  

finding the way from low dimension to high dimension, 
the 3D model can be rebuilt successfully. Make the DXF  

 

 

 

file as the input, and organize the modeling data to 
complete the reconstruction combining with VC++ and 
OpenGL. At last, the virtual realistic image is rebuilt. 

The implementation of three-dimensional 
reconstruction is useful for the reconstruction of 
according to common two-dimensional orthographic 
views, not only in architecture but in other fields. It all 
depends us for further study. 
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Abstract— This paper introduces the composition and 
functional structure of mine safety monitoring system, in the 
VC++6.0 environment, using SQL Sever database and 
multi-threading technology, unify the technology of the 
computer and communication, a VC-based mine safety 
monitoring system has been proposed and describes the 
system architecture design and implementation of key 
technologies. The application results show that the system is 
high efficiency、good real-time、reliable operation,the coal 
mine warning of a major disater prevention capabilities 
have been greatly increased,ensuring mine production 
safety is of great significance. 
 
Index Terms —monitoring system; VC；SQL Sever; multi-
threading technology 

I. INTRODUCTION 

In recent years,great achievements have been made in 
China’s coal industry,however,the number of coal mine 
safety accidents is increasing and there are many other 
issues,for example,the monitoring equipment is not 
complete and management of coal falls behind,coal mine 
production safety situation is still not 
optimistic.Therefore,one of the necessary means to 
resolve the current issue of coal mine production safety is 
the use of computer technology and communication 
technology on coal mine production safety monitoring 
and the establishment of a comprehensive mine safety 
monitoring system. 

There are many funtions of mine safety monitoring 
system,such as:collection of analog、switching volume 
and total volume; transmission, storage, processing, 
display, print, sound and light alarm, and control.The 
system can be used to monitor the concentration of 
methane, carbon monoxide concentration, carbon dioxide 
concentration, oxygen concentration, wind speed, 
negative pressure, temperature, smoke, feed status, 
throttle state, windshield state, hairdryer state, local fan-
off, the main fan-off, etc.The system can also be used to 
achieve sound and light methane overrun alarm, power 
and methane latch control, etc.From using mine safety 
monitoring system,accurate information can been 
provided for the monitor and it can have an effective 
guidance to the production. 

II. OVERALL DESIGN 

This section will introduce composition of mine safety 
monitoring system (�-A).Next, composition of mine 
safety monitoring system software will be analyzed (�-
B). 

A. .Composition of mine safety monitoring system 
Mine Safety Monitoring System (Figure 1) contains 

the following components: monitoring host、UPS power 
supply, transmission interface, transmission cables, 
monitor sub-stations, printers, audio, various sensors and 
switches and so on..Sensors of different kinds are used to 
monitor the environmental parameters on the 
underground (monitoring the coal mine gas and face a 
variety of toxic and hazardous operating conditions) and 
also used to monitor the process of the manufacture 
(monitoring the production processes of various 
parameters and the operation of critical equipment state 
parameters). Sub-stations are located on the place of more 
sensors and are responsible for collection of underground 
electrical signal coming from the various sensors.After 
treatment and conversion electrical signal will be 
transported to the ground central station in the form of 
frequency.This system can receive the ground center 
station control command executing alarm and power-off 
function.The diagram can be shown in Figure.1 below. 

 
 

 Fig.1. Supervision system of coal mine safety 

B. .Composition of mine safety monitoring system 
software 

The Mine Safety Monitoring System is developed by 
Visual c + +6.0,the application can be designed by users 
according to their needs.Various forms of data or 
information can be  displayed in the form of graphic, 
curve, statements or documents.The user interface is 
intuitive、 friendly、 strong visualization and both has  
image and text.The application can be connected to SQL 
Sever database by using ADO and the powerful data 
processing capabilities.The data can be inqueryed 、
counted and analyzed through the operation of various 
functions of database. The computer storage capacity and 
high speed、high precision and wide range of features 
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and artificial intelligence are play so as to make 
information of monitoring system   security、integrity、 
accuracy and timeliness of much better protection 

 
Fig.2. Overall function of monitoring system 

 
According to the national safety standards for coal 

mine safety monitoring system and actual production of 
coal requirements,a monitoring software with the 
following features has been designed.Data acquisition、
data control、data adjustment、data storage and query、
printing、human-computer dialogue、analog alarms、
network communication、real-time multi-task(real-time 
transmission, processing, storage and display 
information, and request real-time control, can cycle to 
run without interruption). The diagram can be shown in 
Figure.2 below. 

 Fig.3. Overall function of monitoring system 
 

III. DETAILED DESIGN 

The goal of monitoring software is to estabilsh a 
software system which is consistent with "Coal Mine 
Safety Regulations" and "Standard of Mine Safety 
Monitoring System Software Design", adapting mine 
monitoring and control of environmental 
parameters.Device drivers are designed using visualize 
VC++ which can complete the data exchange between 
host and information transmission interface;use visualize 
VC++6.0 as development tools and build SQL Sever 
database,using VC technology for data access and data 
storage and processing.So,this section first presents the 
design of database(III-A) and data acquisition will be 

presented(III-B),Next,data processing will be 
discussed(III-C) as well as data display(III-D). 

A. Database design and connection 
SQL Sever 2000 database is used in this system and 

there are many advantages of using SQL Sever 2000 
database, such as large memory capacity、high speed、
high precision 、wide range and artificial intelligence.So 
the systematic、 integrity、accuracy and timeliness of 
mine safety monitoring system can be better 
protected.The following table is part of the data table 
design: 

Table name Meaning Function 
KJ_XX Table of mine 

information 
Mainly used 
to set mine 
numben,name 
and mine 
leader 

FZ_XX Table of sub-station Mainly used 
to set sub-
station 
number,name 
and activate 
logo 

TD_SENSOR 
 

Table of channel 
sensor 

Mainly used 
to set sub-
station 
number, 
channel 
number, 
sensor type, 
installation 
location, 
power range, 
alarm , limit 
thresholds, 
alarm 
threshold 
solution, 
power 
threshold  

PZ_ 
SENSOR 

Table of sensor 
configuration 

Mainly used 
to set sensor 
type number, 
name, type, 
name, unit, 
upper and 
lower range, 
frequency 
1,2,3,4, 
coefficient of 
1,2 

 
Tab.1 Part design of database table 

 
ADO (ActiveX Data Object) is designed for the latest 

and most powerful data access paradigm by 
Microsoft.And it is a user-friendly interface to the 
application layer. The program uses ADO to access the 
database, and there are many merits, such as easy to use, 
fast and spending less memory and disk remains small. 
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ADO library consists of three basic interfaces: 
_ConnectionPtr interfaces, _CommandPtr interface and 
_RecordsetPtr interfaces. ADO data source connection is 
created by connecting smart pointers.A pointer 
_ConnectionPtr m_pConnection to object pointer need to 
be created. Here is some code to connect to the database: 

    BOOL CMyApp::InitInstance() 
{ 
 AfxEnableControlContainer(); 
    AfxOleInit(); 

 m_pConnection.CreateInstance(__uuidof(Conne 
ction)); 

} 
 try                  
 {  
   m_pConnection->Open("driver={SQL 

Server};Server=127.0.0.1;DATABASE=CoalMine;UID=
sa;PWD=","","",adModeUnknown);  

 } 
 catch(_com_error e) 
 { 
 AfxMessageBox("Database connection failed "); 
  return FALSE; 
} 

B. Date acquisition design 
Data can be sent to the host from the sub-station 

through the interface.Firstly the host sends control signals 
8FH, communication interface card receives the signal 
and then transmit data up to the host; Secondly the host 
determine the status of sub-station through the byte is 0 
or not.If the byte is 0, the sub-station end the data 
transfer.Data collection asks for a timer from the system, 
WM_TIMER message is sent to the system at intervals of 
some time, users receive the message and start the 
process of collecting data once. 

Macroeconomic effects of multi-task can run on the 
introduction of multiple threads in data collection.Using 
MFC in Visual C++ programming, the thread can be 
divided into worker threads and user interface thread, a 
data collection can be created in the view class’s 
initialization function.Making the program start to read 
the collection of data from the main station. 

C. Data processing design 
The data collected from the sub-stations by the host 

through monitoring interface card are binary.Firstly you 
need to install for the frequency value, and then 
according to the sensor range the corresponding value is 
converted to the specific.The frequency of the sensor 
using in the system is 200-1000HZ and the s[i][j] (j value 
1-4) is used to store the first I sub-station 4 analog 
frequency value and using the r[i][j] to store the 
parameters of specific value.The formula is as follows: 

Gas (low density) linear counterparts 0-4.00% r [i] [j] 
= (s [i] [j] -200) * 0.005 

Gas (high concentration) linear counterparts 0-40.0% r 
[i] [j] = (s [i] [j] -200) * 0.05 

Linear speed corresponding to 0-15 m / s r [i] [j] = (s 
[i] [j] -200) * 0.019 

Temperature 0-40 degrees r [i] [j] = (s [i] [j] -200) * 
0.05 

Negative linear mapping 0-5000Pa r [i] [j] = (s [i] [j] -
200) * 6.25 

Carbon monoxide linear counterpart 0-500ppm r [i] [j] 
= (s [i] [j] -200) * 0.625 

D. Data display design 
Data display can be divided into parameter display and 

sub-station display.Parameter display shows the 
information of gas、wind speed、negative pressure、
CO 、 temperture 、 carbon monoxide,etc and it also 
include sensor installation location、 name、 status、
measurements 、 sub-station installation sites and sub-
station status.Sub-station display can show the analog、
switch、value of control of current active sub-station and 
a test page is designed for use by debugging,showing the 
frequency of each analog. 

     Microsoft FlexGrid Control and SSTabCtrl controls 
of Visual c++ are used to display the data of the software 
in real-time monitoring. Microsoft FlexGrid Control 
controls display the data as the shape of the grid and 
SSTabCtrl controls display the data as paging.By timer 
trigger,the cycle intervals using the latest data collected 
and refresh list.In the data table,when the analog is over 
normal value(need alarm or power failure),the 
corresponding values change into red and it is blue when 
normal working. 

IV. CONCLUSION AND FUTURE WORK 

This paper mainly described some difficulities which 
could arise while the design of supervision system of coal 
mine safety.It first metioned composition of mine safety 
monitoring system and composition of mine safety 
monitoring system software.Next it gave the detailed 
design.This software is a real-time multi-task image-user 
software,it has many advantages,such as practical 、
simple 、 friendly interface 、 strong stability 、 fault 
tolerance 、 better maintainability 、 scalability and 
versatility. 

  Most of the mentioned methods have been 
implemented and tested on coal mine and some questions 
need to be improved.For example data dynamic display is 
not very good and fault diagnosis needs to be 
strengthened.What's more,directed the rescue after the 
accident need to be improved. Design a more intelligent 
mine safety monitoring system software will help to 
improve mine safety standards. 
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Abstract—Parallel matrix multiplication has been 
investigated extensively in the last two decades. There are 
different approaches for matrix-matrix multiplication. We 
analyses the factors of affecting the efficiency for matrix 
multiplication parallel algorithm in the multiple processors 
system at first. Then a mathematical model which is about 
how to allocate matrix data to the processors is presented. 
The strategies of allocating matrix were discussed in the end.  
 
Index Terms—Matrix Multiplication, Allocation of Matrix, 
Parallel Algorithm, Multiple Processors system  

I.  INTRODUCTION 

Matrix multiplication is used much in many problems' 
solving process, and it has good parallelism in itself and 
is suitable for parallel processing. There are different 
approaches for matrix-matrix multiplication. For example, 
Cannon’s algorithm[1], Fox’s algorithm[2], Bentsen’s 
algorithm, DNS algorithm[3] and other algorithms[4][5]. 
According to the degree of parallelism, matrix 
multiplication algorithm can be classified into the 
following several kinds: inner-product method, middle-
product method, outer-product method and using n3-
parallelism, the degrees of parallelism of these algorithms 
respectively are: 1, n, n2, n3 (n is the dimensions of 
matrix).  

In order to obtain the most desirable performance, 
algorithm must be fit for the system architecture of 
computer. The inner-product method is a typical series 
algorithm and is fit for being executed in single processor 
SLSD structure while outer-product method and n3-
parallelism are fit for being executed in processor array 
SLMD which matches the dimensions of matrix well. 

According to the categorical method, Flynn, 
multiprocessor system is always attributed to MIMD 
system implementing the total parallelism of tasks and 
processes. The number of units in multiprocessor system 
should not be too great and the middle-product method, 
of which the degree of parallelism is lower, is suitable 
when it does matrix multiplication. 

Assume that A and B are both n dimensioned matrixes 

and C is the product of their multiplication. 
The middle-product method been described in C 

programming language likes the follows: 

For(j=1; j<=n; j++) 
For (k=1; k<=n; k++) 

C[][j] = C[][j] + A[][k] * B[k][j] 

Where [][j]=C[][j]+A[][k]*B[k][j] is a vector 
expression. 

C[][j] and A[][k]are both vectors which consist of the 
jth and the kth column of A respectively. "+" is parallel 
summation of n elements in one time while "*" represents 
the multiplications of scalar B[][j] and vector A[][k]. 

The middle-product method’s degree of Parallelism is 
n, the exertion of Parallelism is the best when the number 
of processors is equal or greater than n, however it will 
see problem when execute big matrix algorithm in 
multiple processors system with a much lower number of 
processors, that is, how to allocate matrix A by row (or 
allocate matrix B by column) reasonably in order to 
balance data in each process unit and make them execute 
parallel as much as possible. 

In practical application, the condition is seen much that 
the dimensions of matrix is great while the processor 
number is lower, so under this  circumstance it possesses 
both theoretical and practical significances to analyses the 
parallelism of matrix multiplication theoretically. 

II.  THE BLOCK DIAGRAM OF PARALLELISM 
ALGORITHM OF MATRIX IN MULTIPLE 

PROCESSORS SYSTEM 

The topology structures of multiple processors system 
which the algorithm we will describe here is fit for are 
star LAN or Bus PON and their varieties types. A node 
I/O is responsible for reading in the data of matrix A and 
B, allocating them to each slave node, gathering and 
exporting data of matrix C, and it also takes part in the 
matrix multiplication meanwhile. Each slave node 
accepts both matrix A and B that have been split from the 
I/O node and returns the results to it after finishing 
computing. Figure 2.1 and 2.2 show the system topology 
structures. 
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Assume the matrixes are mxyA  and yxnB that do 

multiplication, mxwC is the product. Figure 2.3 shows the 
block diagram of program, where 2.3, the left part 
represents the executing process of I/O node while the 
right part represents the executing processes of each slave 
node. 

From figure 2.3 we can observe that when it computes 
matrix multiplication parallel, even though the programs 
been executed by I/O node and each slave node are the 
same, they execute the different parts of data of matrixes, 
so it is the parallelism algorithm. 

III. THE STRATEGIES OF ALLOCATING MATRIX 

In order to reduce the spare time and improve the 
executing efficiency of each node as much as possible, 
the demands in terms of time is like this: slave node 1 

completes computing and the I/O node accepts its 
computing results, matrix C1, now, slave node 2 happens 
to just complete its computing and after its results being 
accepted by I/O node, slave node 3 happens to complete 
its computing , and so forth, till I/O node finishes 
accepting the result matrix CN-1 from slave node N-1. If it 
can meet this time demand, then all the nodes in system 
will be in busy state the most probably and so it can exert 
the parallelism of hardware the most significantly. 

According to the constraints that in terms of time 
described above, we combine program block diagram 2.3, 
the following equations set can be listed: 

NN calSSS TTTTT ++⋅⋅⋅++=
−1321           

11432 rcalSSS TTTTTT
NN
+++⋅⋅⋅++=

−
  

. 

.                                            (1) 

. 

211 −
+⋅⋅⋅++=− NN rrcalN TTTT                  

NAAAA SSSS +⋅⋅⋅++=
21

                     

Where,
1AS , 

2AS , ......, 
NAS are the numbers of 

elements of matrixes of A1 , A2 ,...  ,AN respectively. 
TK (1<=k<=N-1) is the total time being needed for 

slave node k's computing. 
KST is the communication 

expense of the kth slave node's accepting matrixes AK and 
B from node I/O and activating  the process of matrix 
multiplication. 

NcalT is the time being needed for node I/O itself  
doing matrix multiplication. We can obtain the following 
formula from figure 2.3:    

ytSwzfySwSztSzT
outkkinK kAkABkAK /***//**** +++=                      (2) 

In this formula, z is the element length of each matrix 
(the number of bytes they occupied). 

inKT , 
outKT are respectively the time being needed for 

the matrix multiplication process of the kth slave node's 
reading one element into the local memory of itself  from 
common area (shared-memory)  and that of  writing it 
back to common area (shared-memory) from its local 
memory. 

BS  is the number of elements of matrix B. 

kf is the matrix multiplication speed of the kth node 
(completing once addition and once multiplication each 
second). 

kkk actkkAS tuSSzt ++= /1*)(*                        (3) 

In this formula, ku is the communication ratio (byte/s) 
between I/O node and the kth slave node. 

 
kactt is the time being needed for node I/O activating  

the matrix multiplication process of the kth node. 
So: kkA uSSz

k
/1*)(* +  is the time being needed 

for node I/O sending matrix kA   and B  to the 
communication area  (shared-memory) of the kth slave 
node. 

Figure 2.2 

Figure 2.1 

Figure 2.3 
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NAact fySwT
NN

//*=                                           (4) 

kBAr uSSzT
Kk

/1*(* +=                                     (5) 
We substitute (2)-(5) into the equation set (1), after 

arranging we obtain equation set (6): 
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NAAAA SSSS +⋅⋅⋅++=
21

 
In the equations set (II) , the parameters are known 

or can be measured in addition to X 1,x2,x3 are for 
variables.  So solving this equation set, we can get each 
node should be assigned the number of matrix elements. 
 

IV. DISCUSSION ABOUT THE STRATEGIES OF 
ALLOCATING MATRIX 

Now we discuss three points about the equations set: 
(1) The mathematical model of strategies of allocating 

matrix that equation set (6) has described considered the 
elements of the   communication overhead, the computing 
speed of each process unit and so on. However, in 
practical system, these elements can be overlooked so 
that the strategies of allocating can be simplified. 

For example, let us consider the following condition: 
In the multiple processors system, the communication 
overhead and the proportion that the time being needed 
for each slave node reading in matrix date to memory 
from communication buffer and   writing date back to the 
communication buffer from memory possesses in the 
whole multiplication computing is so small that they both 
can be overlooked. 

Besides the above, the overhead of the I/O node's 
activating the matrix multiplication process of each slave 
node can be overlooked too. Considering only the 
floating point computing ability of each node is an ideal 
condition, under this circumstance, the equation set (6) 
can be  simplified into equation set (7) : 

NANA SffS *)/( 11
=  

NANA SffS *)/( 22
=  

. 

.                                                           (7) 

. 

NN ANNA SffS *)/( 11 −=
−

 
Solve this equation set we obtain: 
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=∑
=

=

 

(8) 

That is, the numbers of matrix elements  we distribute 
to nodes depend on their portions of computing ability. 

(2) If we still overlook each kind of extra expense, and 
consider the computing ability of each node to be 
isomorphic, just like we have described above, then 
equation set (7) can be further simplified like following: 

NSSSS AAAA N
/

21
==⋅⋅⋅== , that is, the numbers of 

elements of matrix distributed to each node are the same. 
(3)Because in practice, the communication overhead of 

every two nodes is always should not be neglected, or the 
computing ability of each node is different, or that if 
smaller matrixes do multiplication, it is possible that not 
every node takes part in the computing, or even the 
computing in single processor is quicker than allocating 
matrix to each node does. This problem which embodies 
in the solution of set of equation is: each node k of which 
the 

kAS  is smaller than the number of elements of one 
row of matrix A is not necessary to be distributed matrix 
to. 

From the discussion about this point, we can observe 
that multiprocessor system is smarter than parallel 
processors system, and the former is more versatile. 
 

V. THE END 

This paper analyses the many elements of allocating 
matrix that will affect matrix multiplication algorithm in 
multiple processors system, and list the mathematical 
model of the strategy of allocating matrix. However, 
there are so many parameters in this model that the 
solving process is very sophisticated, so in practical 
application, we can idealize some of them in order to 
make the solving process of equation set easier. 
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Abstract—A model for calculating the velocity and 
temperature field of plasma jet by Lattice Boltzmann (LB) 
method was established in this paper. The numerical 
simulation of plasma jet was derived by selecting two 
opportune equilibrium distribution functions, and the 
results obtained are compared with those of the experiment 
and in literature. It is found that the LB method is simpler 
and more efficient than the traditional finite difference 
method.  
 
Index Terms—atmospheric plasma jet, Lattice Boltzmann, 
numerical simulation, discharge 

I.  INTRODUCTION 

Atmospheric Pressure Discharge, particularly arc 
discharge plasma torch and corona discharge, has been 
widely used in the field of materials processing and waste 
treatment. In recent years, the study found: atmospheric 
pressure cold plasma jet has many advantages [1], such as 
small volume, low temperature, low cost electricity and 
the electron density is higher than 31310 −cm  and so on, as 
well as low pressure glow discharge. 

Atmospheric pressure cold plasmas have received 
increased attention recently because of several emerging 
applications such as in material processing, aerodynamics 
(drag reduction, shock wave mitigation) [2]-[3], bio-
medicine, and radar communications (absorption and 
reflection of microwaves). At atmospheric pressure, some 
sophisticated diagnostic techniques developed for low-
pressure plasmas are not applicable. For example, at 
atmospheric pressure, the electron density and 
temperature, two of the most important plasma 
parameters, cannot be measured by the Langmuir probe 
because the electron mean free path is shorter than the 
Debye distance. Because of high temperature (up to 410  
K), high flow velocity (up to several hundred meters per 
second) and great gradients in plasma jets, it is not easy 
to exactly diagnose the characteristics of plasma jets. For 
this, numerical simulation is necessary for atmospheric 
pressure cold plasma jet. At present, the finite difference 
method or the finite element method is commonly applied 
to discrete macroscopic equations at home and abroad, 
through SIMPLE and its improved algorithm iterative 
solution, and has achieved many results[4]-[6]. There are 
many advantages in the LB approach, such as the direct 
physical nature and a simple idea. It also provides easily 
implemented, fully parallel algorithms and the capability 
of handling complicated boundaries. It can be forecast 

that the simulation by LBM is faster than that by 
traditional methods, for there is no need to solve the large 
equations and no need to eliminate the unsuitable 
pressure and no iterative procedure in the calculation 
process. For this, an attempt of studying the plasma by 
the Lattice Boltzmann method at the microscopic level 
was performed in this paper. 

II.  NUMERICAL SIMULATION 

A.  The LB model 
In this paper, as shown in Fig. 1, the model of two-

dimensional nine vectors is discretized into a square. And 
according to the theory of the lattice Boltzmann method, 
it consists of two steps: a streaming step and a collision 
step.   

 
Figure1．D2Q9 lattice configuration. 

In this model, each node can have three particles 
stationary particle, orthogonal direction of movement of 
particles and the diagonal direction of movement of 
particles, respectively. The discrete velocities for the 
D2Q9 model are defined as ie )8,7,6,5,4,3,2,1,0(=i . And 
the nine vectors of the lattice links are documented as 
follows:  

⎪
⎪
⎭

⎪
⎪
⎬

⎫

=

=
=

⎪
⎪
⎪

⎩

⎪
⎪
⎪

⎨

⎧

+
−

+
−

−−
=

8,7,6,5

4,3,2,1
0

))
42

5sin(),
42

5(cos(2

)
2

1sin,
2

1(cos

)0,0(

i

i
i

ii

iiei

ππππ

ππ     (1) 

The macroscopic density and velocity can be 
calculated from: 

∑= ),( txf iρ                                                                 (2) 

),( txfeu ii∑=ρ                                                             (3)  
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   Where ),( txf i  is particle distribution function, and it 
is a real variable, represent the particle speed and 
direction of motion. According to the kinetic theory, the 
mass, momentum and energy of particle is transferred by 
migration and collision. The key of the lattice Boltzmann 
method is streaming step and collision step. At each time 
step, particles are moved from the present lattice site to a 
neighboring lattice site, and it under the rules of the 
collision tends to local equilibrium. The evolution 
equation is given by: 

)(),()1,( FtxFtexF iiii Ω+=++                                   (4)                                    
Where )(FiΩ  is collision operator, the right items of 

evolution equation is the particle in discrete time and 
space move to the neighboring lattice points. 

The evolution is consists of two steps: a streaming step 
and a collision step. And the collision operator can be 
implemented by many methods, if we adapt the relaxation 
process as follows: 

))(/1( eqfff
t
f

−−=∇⋅+
∂
∂

πν                                        (5)                                          

Where ),,( txf ν is defined as the number of particles 
with   space element ),( dxxx +  and speed element 

),( ννν d+ at a time. And then the evolution equation is 
as follows: 

τ

eq
ii

iii

FFtxFtexF −
−=++ ),()1,(                                 (6)                                     

We can get the equilibrium distribution function of 9-
bit lattices is expanded by LB and a multi-scale method 
[7] and it is follows: 

)
2
3)(

2
9)(31(),( 22 uueuetxf iii

eq
i −⋅+⋅+= ρω              (7)                 

The parameter iω  is a weighting factor specific for 
each velocity direction, and they are expressed as 
follows: 

9/4=iω        0=i  
9/1=iω    4,3,2,1=i                                                       (8) 
36/1=iω       8,7,6,5=i  

In this paper, the temperature equilibrium distribution 
function of plasma jet is taken one order accuracy, and 
the evolution equation is expressed as follows: 

p

i

T

eq
ii

ii c
qTT

txTtexT
ρ
α

τ
−

−
−=++ ),()1,(                        (9) 

Where Tτ and q  are the temperature relaxation factor 
and the radiance per unit volume of plasma jet, iα  and 

pc  are the percent of the  direction particles and specific 
heat, respectively, and  ρ is density of plasma jet. 

In the process of deducing the macro function of the 
plasma jet, the relaxation factors are obtained as follows 
[8]: 

),/(25.0 2εατ CeT Γ+= )(5.0 2ερµτ se c+=                 (10) 
Where α  is the proportion of non-static particles, 

eΓ and eµ are the effective diffusion coefficient and 
viscosity, respectively. 

B.  Computational domain and boundary conditions 
In this paper, for the symmetry of the plasma jet, a 

half calculating region is plotted, and the central line is 
employed to symmetry side; the left side is fixed bound 
expressed in Eq. (11). The left-up side adopts a non-slip 
rebound side; the right side and the upper side are 
regarded as free bound [9]. 
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Where 0R  is the radius of the nozzle, wT is the wall 
temperature of the tube, and r  is the radial position 
coordinates. And the velocity and temperature 
distribution of parameters n  is 2 and 4, respectively. 

Usually, in the collision dominated plasma, the 
excitation temperature can be seen as the electron 
temperature. Atmospheric pressure plasma can be seen as 
the collision dominated plasma, and for this the electronic 
excitation temperature of atmospheric pressure plasma jet 
can be seem as electron temperature. The electronic 
excitation temperature of atmospheric pressure plasma jet 
is up to thousands of degrees, while other particles are 
only a few degrees or at room temperature [10]. In this 
paper, we only consider the electron temperature, and the 
temperature of the ion or atom is ignored. In this paper, 
the grid division is 300×51, and the plasma is spraying in 
the air, the working gas is Ar and the diameter of the tube 
is 8mm. 

III.  CALCULATION RESULTS 

Fig. 2 shows that when other conditions are the same, 
the flow characteristics of the plasma jet change with the 
jet-inlet velocity. In Fig. 2 =0T 14000K, =av0 450m/s, 

=bv0 550m/s, =cv0 650m/s. It can be seen from Fig. 2 that 
when the inlet velocity of the plasma jet changes from 
450m/s to 650m/s, the average extent of the length of 
plasma jet is about 3mm. The temperature distribution of 
the plasma jet hardly changes though the variation extent 
of the inlet velocity attains several hundred meters per 
second. The calculation results accord with the 
experimental results in the published documents [11]–
[13]. Fig. 3 shows the simulation of velocity and 
temperature. 

 
Figure2．Numerical simulation the flow characteristics of plasma jet. 
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Fig. 4 shows that the axial temperature gradient near 
the high temperature is higher than 200 K/mm and the 
velocity gradient attains 10 (m/s)/mm near a high-
velocity zone, as in accordance with the experiments and 
simulations by the conventional method. It is can be seen 
from Fig. 4 that the speed and temperature contours are 
both middle-intensive, sides of the sparseness, and at the 
same position the velocity with higher inlet velocity is 
higher along the centerline. 

The calculation results of the plasma jet along the jet 
centerline are compared with calculating data in paper 
[8], shown in Fig. 5. It can be seen from Fig. 5 that the 
simulation results by D2Q9 model agree with the 
calculating data and the distribution trend of the velocity 
and the temperature distribution along the jet centerline 
are almost as same as in paper [8], respectively. To sum 
up, the method was valid in this paper. 

IV.  CONCLUSIONS  

In this paper, we can find that the simulation by the LB 
plasma jet model is faster than that by the conventional 
methods because there is no iterative calculation in the 
simulation process. And results show that the method was 

 
(a)                                                     (b) 

 
(c)                                          (d) 

Figure3．a, b and c are the simulation of velocity, and the jet-inlet velocity of a b and c are 450, 550 and 650 m/s, respectively. d is the 
simulation of temperature, and the jet-inlet temperature is 14000K.  

 
(a) 

                     (b) 
Figure4. (a) Axial velocity distribution with different exit velocities. 

(b) Temperature distribution. Numerical simulation of plasma jet. 
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valid when the model modeling was made to calculate 
velocity and temperature field of the plasma jet. Due to 
the effect of turbulence dissipation, the variety of jet field 
distribution and length of turbulent plasma are not 
obvious with increase of the inlet velocity and 
temperature brought by the enhancement of arc current 
and gas flow rate. 
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Figure5. a and b are velocity and temperature distribution along the jet centerline, respectively. 
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Abstract—Through research on component technology and 
coordinative model, this paper defines and elaborates the 
software development method of component based web 
coordination from the perspective of software reuse theory. 
It presents an in-depth analysis of source components, 
component management, component assembly technology, 
coordinative model, and the use of components and 
integrated technology. By proposing the component based 
coordination software architecture that introduces 
interactions container in the connector, this study sheds 
light on realizing the plug and play functionality of software 
component in a heterogeneously distributed environment,, 
and generating coordinative application software. 

 

Index Terms—Component based, Framework, Software 
reuse, Coordinative Model, Architecture 

I. OVERVIEW OF SOFTWARE COMPONENTS  

A lot of repetitive work has been identified in 
traditional software development. With the expanding 
scale of software, it is becoming increasingly challenging 
to control software development costs, improve the 
efficiency as well as quality of software development, 
and ensure the consistency. Since component has the 
reuse characteristic of software, it is possible to use 
existing components in application software assembly so 
as to overcome these difficulties. Coordinative work of 
the system aims to enable a geographically dispersed 
group to work together in completing a task through the 
use of computer network technology[1]. 

II.RESEARCH ON COMPONENT TECHNOLOGY  

During the development of complex enterprise-class 
software systems, developers often invest a lot of 
resources into research and practice, and deploy a variety 
of techniques to improve software quality and reduce 
development costs. Among these techniques, component 
based method is proved to be one of the most effective. 

A  Component definition 
The concept of components has been applied to all 

walks of life, but there is by no means an uncontested 
definition for software industry. Component itself is 
software module, which can be delivered to the user with 
certain functions, and provide an interface that can use 
the services offered by itself[2]. Based on these 
characteristics, component can be defined as a functional 
module that is released independently, and can access its 
service through its interface. A component should be 

comprised of two parts at least, namely the functional 
part offered by itself and the interface elements. 
Accordingly, the description can be formalized as a 
binary group, i.e. Component = (CF, CI), where CF is the 
component function, and CI is the component 
interface[3]. 

Component interface is the access point used by the 
external access to describe the behavior mechanism of 
the component as the basis of software reuse. A 
well-designed interface can make it easier for component 
assembly and replacement[4]. 

In the process of component development, the 
component functionality realization and component 
interface are normally separated, which makes the 
component design and implementation oblivious to the 
users. And all services provided by component are 
registered in the interface, so that the component 
designers only need to pay attention to the realization of 
interface functions, while the users only need to be 
concerned about the interfaces they depend on. 

B  Component categories 
Components can be classified as service component 

and business component based on the reuse granularity 
size and concern point[5].  

In accordance with its level, service component could 
be divided into present component, logic component, 
computing component, etc. For example, computing 
component mainly completes the business logic 
calculation; present component mainly provides view, 
logic operation and other functions to interact with the 
user for show interface; and logic component mainly 
realizes more complex logic functionality. 

Business component is the most coarse-grained 
reusable module in component based conceptual 
framework and consists of a series of different service 
components. It is a large-scale reusable distributed 
information system which involves all the necessary 
software work products for describing, implementing, 
and deploying specific business logic. Business 
component directly provides business logic functionality 
for the system, thus it is not only a component but also a 
direct expression in solution space to the business 
concept within problem space. 

III.COMPONENT BASED SOFTWARE DEVELOPMENT 
METHOD 

Component based software development is a feasible 
way to realize software reuse. It can be deployed to 
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improve the capability and extent of software reuse, sort 
out development cycle, reduce development cost and 
enhance development quality. Component based 
software development incorporates the following three 
processes: component obtaining, component 
management and component based assembly and 
integration. 

A  Component obtaining 
In the development of component based systems, 

component obtaining usually adopts the following 
methods: one is to access the necessary components 
directly, that is we can directly or indirectly obtain the 
components that meet the requirements of the component 
library, for example, buying commercial off-the-shelf 
components (COTS) from the market. The other deal 
with developing new components to meet the 
requirements.The way to obtain components is 
determined by the system required functionality. 
Meanwhile, developers must take into account the costs 
which not only involve developing or purchasing 
components, but also upgrading and maintenance. 
However, regardless of the paradigm taken to obtain the 
components, it must undergo rigorous evaluation and 
testing, and be incorporated into the component library 
for unified management.  

B  Component management 
In component based software development process, 

component management plays a connecting role between 
component production and component reuse. Component 
management is achieved by the component library 
system. Therefore, component library system which 
supports component classification, organization, storage 
and query plays a critical role in component based 
software development. Component library is a reusable 
set of components based on certain semantics and 
structures. In general, it is classified into two major parts: 
component library and component management system. 
Component library is deployed to store components, 
while component management system realizes adding, 

deleting, searching, browsing component and other 
functionality that manage components. Overall, 
component library provides component storage, and 
management offers effective services for developers. 
Figure 1 illustrates the support from component library 
for component based software development. 

C  Component assembly 
Component assembly technology is critical in 

software component technology. It describes the 
assembly mechanism deployed to build components on 
the basis of component model, and the process of 
constructing application by connecting reuse component 
interfaces. Its essence is to establish static relations 
between components and coordinate component 
behaviors through relations to make the components 
form an organic whole. 

Component assembly methods are mainly divided into 
black-box, white-box and gray-box assembly. Black-box 
assembly describes an implementation mechanism by 
which developers only need to assemble component 
interfaces rather than have an understanding of 
component interior. It makes component users focus on 
the system architecture to be built and the choice of 
components. However, if developers adopt black-box 
assembly, they would not know the component internal 
principles and the implementation methods. 
Consequently, they could not deploy those components 
that do not meet the requirements completely. Compared 
with black-box assembly, white-box assembly provides 
the user with greater flexibility and adaptability, since all 
the internal components are open, and developers can 
modify components in accordance with requirements 
during the development process. However, white-box 
assembly has also raised a few issues. One is that it 
places high demands on the users, who are not only 
required to understand the component interfaces, but also 
the component implementation clearly. Another issue is 
that modification may make new components 
inconsistent with the norms and thus faulty. Gray-box 
assembly stands in-between black-box and white-box 
assembly. It merely requires components to offer 
modifiable source codes of related interfaces, and the 
developers do not need to understand the internal 
implementation. Components provide their own 
expansion language or application programming 
interface, by which developers can modify the 
components. The advantage of gray-box assembly is that 
it meets the assembly requirements by adjusting the 
assembly mechanism rather than directly modifying the 
internal structure of components. 

Currently, gray-box assembly is separated into four 
categories: framework-based assembly method, 
architecture-based assembly method, connector-based 
assembly method and glue code-based assembly method. 

This study mainly focuses on the framework-based 
assembly method. Generally, it utilizes the component as 
a black box, and directly inserts components into the 
framework. However, due to the uncertainty of domain 
model, it is essential to integrate the components into the 
framework flexibly. Consequently, framework 
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configuration files-based socket assembly method is put 
forward. With this method, one can achieve component 
pluggable assembly according to requirements by 
modifying framework configuration files. 

Architecture-based assembly method is to study and 
implement display of system architecture, which deploys 
reusable components on high level of abstraction to deal 
with overall organizational structure and control 
structure, functionality of calculation elements 
distribution, as well as high-level interaction between 
calculation elements and other design problems [6]. 

Connector-based assembly method shifts the focus of 
development from coding towards selecting and 
integrating components and connectors. This 
development method places same priority on 
components and connectors, and puts all existing and 
newly developed connectors in connector library for 
reuse. Connector library is the key of connector-based 
assembly method. 

Glue code-based assembly method assembles 
appropriate components after the developers get them, 
and, if necessary, adds glue codes to connect various 
components reasonably. Recently, some scholars have 

put forward the concept of glue layer, that is, the 
components are glued on a layer and interact with each 
other through this layer. As can be seen, glue code-based 
assembly method is applicable to the case of large 
coupling between components[7]. 

IV. COORDINATIVE MODEL  

The coordinative model provides high-level 
abstraction to interactions in software system. It consists 
of three parts, coordination entity, coordination media 
and coordination law. Coordination entity participates in 
the coordinative activities; coordination media provide 
interactive space for coordination entity; and 
coordination law is packaged in the coordination media 
to describe the specifications of the coordination media 
operation[8]. 

V. REALIZATION 

Figure 4 demonstrates the component based 
coordination software architecture. It introduces 
interactions container in the connector to provide 
operating environment for coordination media and the 
ontology of abstract service norm components, while 
coordination media is reusable to achieve the interactive 
access of components.  

The remaining elements of the architecture are 
described as follows:  

Component: calculation entity in the architecture, 
corresponding to the collection of interacting objects 
(synergistic entity) in the coordination model. 

Interface: a collection of components methods, 
defining the transfer method agreement, with the basic 
functionality of initializing and executing service 
instances. 

In the above-mentioned architecture, the components 
adopt triggered, loosely coupled, and asynchronous 

interaction with the event notification mode instead of 
specific binding between the visits. Components trigger 
exchange of information through the coordinative media 
event, and components could make asynchronous 
communication without the knowledge of each other's 
presence. Adding, deleting or modifying components in 
the process of operation will not affect the behavior of 
other components. 

 

VI .CONCLUSION  
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The use of component technology in developing 
coordination application system will realize the plug and 
play functionality of software component in a 
heterogeneously distributed environment, thus bring 
existing applications and system software to rational and 
efficient reorganization and customization. Component 
based coordination software development will play a 
significant role in Internet technology in the future. 
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Abstract—In this paper Acquisti voting protocol is modeled 
in applied pi calculus. Soundness and coercion-resistance 
are verified with the automatic tool ProVerif. The result 
shows that Acquisti protocol has the soundness and 
coercion-resistance in some conditions. To our best 
knowledge, the first automatic analysis of Acquisti protocol 
for an unbounded number of honest and corrupted voters is 
provided.  
 
Index Terms—automatic proof, remote internet voting, 
applied pi calculus, ProVerif 

I.  INTRODUCTION 

With the development of internet and information 
technology, electronic government has got serious 
attention from government, enterprise and academic 
world. Owning to advantages of remote internet voting, it 
plays an important role in electronic government. In order 
to increase confidence of the voters in remote internet 
voting system, many researcher focus on design and 
verification of secure remote internet voting systems and 
protocols. Remote internet voting protocol is a key part of 
internet voting system. So how to develop and verify a 
practical secure internet voting protocol are challenging 
issues. 

In the last twenty years many remote internet voting 
protocols [1~12], claimed on their security, have been 
proposed. In order to verify security properties of remote 
internet voting protocol there are two model can be used: 
one is formal model (or Dolev-Yao, symbolic model) in 
which cryptographic primitives are ideally abstracted as 
black boxes, the other is computational model(or 
cryptographic model) based on complexity and 
probability theory. Firstly each model formally defines 
security properties expected from security protocol, and 
then develop methods for strictly proving that given 
security protocols satisfy these requirements in 
adversarial environments. Computational model is 
complicated and is difficult to get the support of 
automatic tools. In contrast, formal model is considerably 
simpler than the computational model, proofs are 
therefore also simpler, and can sometimes benefit from 

automatic tools support, for example: Revere[13], 
Casper[14], SPIN[15], SVM[16], NRL[17], Brutus [18], 
Scyther [19], Isabelle[20], Athena[21], ProVerif[22]. 

ProVerif is an automatic cryptographic protocol 
verifier based on a representation of the protocol by Horn 
clauses  and applied pi calculus. It can handle many 
different cryptographic primitives, including shared- and 
public-key encryption and signatures, hash functions, and 
Deffie-Hellman key agreements, specified both as rewrite 
rules and as equations. It can also deal with an unbounded 
number of sessions of the protocol and an unbounded 
message space. When ProVerif can not prove a property, 
it can reconstruct an attack that is, an execution trace of 
the protocol that falsifies the desired property .It can 
prove the following properties: secrecy, authentication 
and more generally correspondence properties, strong 
secrecy, equivalences between processes that differ only 
by terms. ProVerif has been tested on protocols of the 
literature with very encouraging results 
(http://www.proverif.ens.fr/proverif-users.html).  

Owning to analysis manually of security properties of 
Acquisti protocol in the paper [9], this method depend on 
experts’ knowledge and skill and is prone to make 
mistakes, we use automatic tool ProVerif to verify 
security properties of Acquisti protocol. 

II.  MODELING ACQUISTI PROTOCOL WITH APPLIED PI 
CALCULUS 

Acquisti protocol [9] promises that it can protect 
voters’ privacy and achieves soundness, universal 
verifiability, receipt-freeness, and coercion-resistance 
without ad hoc physical assumptions or procedural 
constraints. It mainly applies threshold Paillier 
cryptosystem, bulletin board that is a public broadcast 
channel with memory where a party may write 
information that any party may read, Mix net that 
guarantees privacy is a distributed protocol that takes as 
input a set of messages and returns an output consisting 
of the re-encrypted messages permuted according to a 
secret function, proof of knowledge that two ciphertexts 
are encryption of the same plaintext, designated verifier 
Proof of knowledge. Acquisti assumes that the private 
key is private and that an attacker cannot control every 
possible communication between the voter and an 
authority.  

In Acquisti protocol there are five entities: registration 
authority, issue authority, bulletin board, voters, tallying 
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authority. Registration authority is responsible for 
authenticating the voters. Issue authority takes charge of 
issuing the related key and credentials. Voters register for 
voting, get their credentials and post a vote. Tallying 
authority is responsible for tallying ballots.  

Acquisti protocol consists of preparation phase, voting 
phase and tallying phase. In preparation phase the related 
keys and ballot are generated. Issuer authority creates the 
voting credential shares and posts copies of the shares of 
credentials encrypted with Paillier cryptosystem to a 
bulletin board. The same credential shares encrypted with 
different Paillier public keys and attach a designated 
verifier proof of the equivalence between the encrypted 
share and the one the voter has received to its message 
are also provided to voters. Issuer authority also creates 
the ballots shares which are encrypted with the two 
different Paillier public keys. Both the sets of encrypted 
ballots shares are posted on the bulletin board together 
with zero-knowledge proofs that each pair of ciphertexts 
are encryptions of the same ballot share, and are then 
signed by issuer Authority. In voting phase the voter vote 
his favor ballot and post it to bulletin board. Each voter 
multiplies the shares she has received from issuer 
authority together with the encrypted shares of the ballot. 
Because of the homomorphic properties of Paillier 
cryptosystems, the resulting ciphertext includes the sum 
of those shares and the ballot’s shares. The resulting 
ciphertext is sent to the bulletin board. In the last phase, 
tallying phase, the tallying authority tallies the ballot and 
publishes the result in bulletin board 

 

 
 

Figure 1.  Model of automatic verification of Acquisti protocol 

Acquisti protocol is modeled with applied pi calculus 
[23]. Our choice is based on the fact that applied pi 
calculus allows the modeling of relations between data in 
a simple and precise manner using equational theories 
over term algebra. There, the security properties model is 
equivalence between processes, while the attacker is 
thought as an arbitrary process running in parallel with 
the protocol process representing the adversary model, 
which is the parallel composition of the protocol 
participants’ processes. The considered attacker is 
stronger than the basic Dolev_Yao attacker since it can 
exploit particular relations between the messages by 
using particular equational theories stating the message 
relations 

 

III .AUTOMATIC VERIFICATION OF ACQUISTI PROTOCOL 
WITH PROVERIF 

In order to prove the security properties including 
soundness and coercion-resistance in Acquisti protocol 
the applied pi model are needed to be translated into the 
syntax of ProVerif and generated the ProVerif code. The 
proof of soundness and coercion-resistance in Acquisti 
protocol is finished by ProVerif. Due to a lack of space, 
here we only provide the result in Figure 2 and in Figure 
3 of our analysis. Acquisti protocol has the soundness 
property. According to definition of coercion-resistance 
in Backes et al. model, coercion-resistance is composed 
of one hypothesis and four conditions. According to our 
result of analysis we can found that Acquisti protocol has 
the coercion-resistance with the assumption that the 
channel between registration authority and coerced voter 
is private channel. If the channel is public then the 
coercer could easily distinguish real from fake 
registration secrets, thus the conditions of coercion-
resistance is not satisfied. 

IV .CONCLUSION AND FUTURE WORK 

Internet voting protocol play an important role in 
remote voting system. Acquisti protocol is the famous 
typically remote internet voting protocol that claims to 
satisfy formal definitions of key properties, such as 
soundness, individual verifiability, as well as receipt-
freeness and coercion resistance without strong physical 
constrains. But in Acquisti’ paper the analysis of its 
claimed security properties is finished by hand which 
depends on experts’ knowledge and skill and is prone to 
make mistakes. Recently owning to the contribution of 
Backes et al, Acquisti protocol can be analyzed with 
automatic tool. In this paper Acquisti protocol is modeled 
in applied pi calculus and security properties, including 
soundness and coercion resistance, are verified with 
ProVerif. Acquisti protocol has the soundness property in 
Figure2. At the same time it has the coercion-resistance 
property in Figure 3 in constrains that the attacker can not 
eavesdrop the channel between voters and registration 
authority. To our best knowledge, we are conducting the 
first automated analysis of Acquisti protocol for an 
unbounded number of honest and corrupted voters. 

 
 

Figure 2.  The result of soundness 

As future work, we plan to analyze other remote 
internet voting protocols, such as Meng et al. protocol [12] 
recently proposed and the protocol claimed that has the 
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soundness, receipt-freeness and coercion-resistance 
without physical assumption. It would also be interesting 
to formalize the security properties in wireless 
communication protocol in the formal model with 
ProVerif. 

 

Figure 3.  The result of coercion-resistance-condition2 with in 
constrains that the attacker can not eavesdrop the channel between the 

voter and the registration authority. 
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Abstract—As the latest development of the distributed 
storage technology, Cloud storage is the product of the 
integration of distributed storage and virtualization 
technologies. Cloud storage is a method that allows you to 
use storage facilities available on the Internet. There are ten 
critical common denominators that must be considered to 
make cloud storage valuable.  A typical cloud storage system 
architecture includes a master control server and several 
storage servers. With the advent of cloud computing, multi-
tenancy has simply been extended to include any cloud 
architecture—that supports multiple tenants. 
 
Index Terms—Recent Advances, Cloud Computing, Cloud 
Storage, Multi-Tenancy, reference model 

I.  INTRODUCTION 

One of IT’s biggest expenses is disk storage. 
ComputerWorld estimates that in many enterprises 
storage is responsible for almost 30% of capital 
expenditures as the average growth of data approaches 
close to 50% annually in most enterprise. Amid this 
milieu, there’s strong concern that enterprise will drown 
in the expense of storing data, especially unstructured 
data. 

To address this need, Cloud storage services have 
started to become popular. Ranging from Cloud storage 
focused at the enterprise to that focused on end users, 
Cloud storage providers offer huge capacity cost 
reductions, the elimination of labor required for storage 
management and maintenance, and immediate 
provisioning of capacity at a very low cost per terabyte. 

Cloud storage, though, is not a brand new concept. The 
central ideas for Cloud storage are related to past service 
bureau computing paradigms and to those of application 
service providers and storage service providers of the late 
90’s. 

This time, however, the economic situation and the 
advent of new technologies have sparked strong interest 
in the Cloud storage provider model. With on-premises 
storage costs already high and rising in many IT 
departments, Cloud storage providers can lower cost by 
off-loading the burden of storage management and 
shielding enterprises from other costs as well, such as 
storage and network hardware changes. Cloud storage 
providers deliver economies of scale by using the same 
storage capacity to meet the needs of many organizations, 

passing the cost savings to their customer base. 
Cloud Storage is part of a wider definition called 

Cloud Computing which, according to the National 
Institute of Standards and Technology, is “a model for 
enabling convenient, on demand network access to a 
shared pool of configurable computing resources (e.g., 
networks, servers, storage, applications, and services) that 
can be rapidly provisioned and released with minimal 
management effort or service provider interaction”. 

The service models are divided in Cloud Software as a 
Service (SaaS), Cloud Platform as a Service (PaaS) and 
Cloud Infrastructure as a Service (IaaS). 

Computing resources like servers and network can be 
replaced, but the core of most of the organizations is the 
information, usually stored in data centers. For this 
reason security and availability are the first issues when 
companies are deciding to migrate part of their data to the 
cloud, generally by the internet. 

This kind of precaution is not so different from the one 
when data is stored in private data centers, but there are 
some analysis concerned to this migration to public cloud 
that need to done by corporations and service providers. 

II.  CLOUD STORAGE INFRASTRUCTURE 
REQUIREMENTS 

When you combine the technology trends such as 
virtualization with the increased economic pressures, 
exploding growth of unstructured data and regulatory 
environments that are requiring enterprises to keep data 
for longer periods of time, it is easy to see the need for a 
trustworthy and appropriate storage infrastructure. 
Whether a cloud is public or private, the key to success is 
creating a storage infrastructure in which all resources 
can be efficiently utilized and shared. 

Because all data resides on the storage systems, data 
storage becomes even more crucial in a shared 
infrastructure model. There are ten critical common 
denominators that must be considered to make cloud 
storage valuable. These include: 

A.  Elasticity 
Cloud storage must be elastic to rapidly adjust the 

underlying infrastructure to changing subscriber demands 
and comply with Service Level Agreements (SLAs). 

B.  Automatic  
Cloud storage must have the ability to be automated so 

that policies can be leveraged to make underlying 
infrastructure changes such as placing user and content 
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management in different storage tiers and geographic 
locations quickly and without human intervention. 

C.  Scalability 
Cloud storage needs to scale quickly and to 

tremendous capacities. This translates into scalability 
across objects, performance, users, clients, and capacity 
with a single name space across all storage capacity being 
critical for low Opex reasons. 

D.  Data Security 
 For private clouds, security is assumed to be tightly 

controlled. For public clouds, data should either be stored 
on a partition of a shared storage system, or cloud storage 
providers must establish multi-tenancy policies to allow 
multiple business units or separate companies to securely 
share the same storage hardware. 

E.  Performance  
 A proven storage infrastructure providing fast, robust 

data recovery is an essential element of a cloud service. 

F.  Reliability  
Enterprise users also want to make sure that their data 

is reliably backed up for disaster recovery purposes and 
that it meets pertinent compliance guidelines. 

G.  Ease of Management  
The need for improved manageability in the face of 

exploring storage capability and costs is a major benefit 
enterprises are expecting from cloud storage deployment. 

H.  Ease of Data Access 
Ease of access to data in the cloud is critical in 

enabling seamless integration of cloud storage into 
existing enterprise workflows and to minimize the 
learning curve for cloud storage adoption. 

I.  Energy Efficiency  
IT datacenters are growing bottlenecks and 

approaching ceilings on available power, cooling and 
flooring space. Green storage technology is the 
technology that enables energy efficiency and waste 
reduction in storage solutions leading to an overall lower 
carbon footprint. 

J.  Latency  
Not all applications are suitable for a Cloud storage 

model. It is important to measure and test network 
latency before committing to a migration. Virtual 
machines can introduce additional latency through the 
time-sharing nature of the underlying hardware and 
unanticipated sharing and reallocation of machines can 
significantly affect run times. 

III.  MULTI-TENANCY CLOUD STORAGE 
REFERENCE MODEL 

A. Typical cloud storage system architecture 
A typical cloud storage system architecture includes a 

master control server and several storage servers, as 
shown in Fig 1. 

 

Figure 1. A typical Cloud Storage system architecture 

For some computer owners, finding enough storage 
space to hold all the data they've acquired is a real 
challenge. Some people invest in larger hard drives. 
Others prefer external storage devices like thumb drives 
or compact discs. Desperate computer owners might 
delete entire folders worth of old files in order to make 
space for new information. But some are choosing to rely 
on a growing trend: cloud storage. 

While cloud storage sounds like it has something to do 
with weather fronts and storm systems, it really refers to 
saving data to an off-site storage system maintained by a 
third party. Instead of storing information to your 
computer's hard drive or other local storage device, you 
save it to a remote database. The Internet provides the 
connection between your computer and the database. 

On the surface, cloud storage has several advantages 
over traditional data storage. For example, if you store 
your data on a cloud storage system, you'll be able to get 
to that data from any location that has Internet access. 
You wouldn't need to carry around a physical storage 
device or use the same computer to save and retrieve your 
information. With the right storage system, you could 
even allow other people to access the data, turning a 
personal project into a collaborative effort. 

So cloud storage is convenient and offers more 
flexibility, but how does it work? Find out in the next 
section. 

B. Cloud Storage reference model 
The appeal of cloud storage is due to some of the same 

attributes that define other cloud services: pay as you go, 
the illusion of infinite capacity (elasticity), and the 
simplicity of use/management. It is therefore important 
that any interface for cloud storage support these 
attributes, while allowing for a multitude of business 
cases and offerings, long into the future. 

The model created and published by the Storage 
Networking Industry Association™ ,shows multiple 
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types of cloud data storage interfaces able to support both 
legacy and new applications. All of the interfaces allow 
storage to be provided on demand, drawn from a pool of 
resources. The capacity is drawn from a pool of storage 
capacity provided by storage services. The data services 
are applied to individual data elements as determined by 
the data system metadata. Metadata specifies the data 
requirements on the basis of individual data elements or 
on groups of data elements (containers). 

As shown in Fig 2, the SNIA Cloud Data Management 
Interface (CDMI) is the functional interface that 
applications will use to create, retrieve, update and delete 
data elements from the cloud. As part of this interface the 
client will be able to discover the capabilities of the cloud 
storage offering and use this interface to manage 
containers and the data that is placed in them. In addition, 
metadata can be set on containers and their contained data 
elements through this interface. 

 

Figure 2.Cloud Storage reference model 

It is expected that the interface will be able to be 
implemented by the majority of existing cloud storage 
offerings today. This can be done with an adapter to their 
existing proprietary interface, or by implementing the 
interface directly. In addition, existing client libraries 
such as XAM can be adapted to this interface as show in 
Figure 2. 

This interface is also used by administrative and 
management applications to manage containers, accounts, 
security access and monitoring/billing information, even 
for storage that is accessible by other protocols. The 
capabilities of the underlying storage and data services 
are exposed so that clients can understand the offering. 

Conformant cloud offerings may offer a subset of 
either interface as long as they expose the limitations in 
the capabilities part of the interface. 

C. Multi-Tenancy Cloud Storage 
The terms multi-tenant and multi-tenancy are not new; 

both have been used to describe application architectures 
designed to support multiple users or “tenants” for many 
years. With the advent of cloud computing, this 
terminology has simply been extended to include any 
cloud architecture—or infrastructure element within that 
architecture (application, server, network, storage)—that 
supports multiple tenants. Tenants could be separate 
companies, or departments within a company, or even 
just different applications. 

To provide “secure” multi-tenancy and address the 
concerns of cloud skeptics, a mechanism to enforce 
separation at one or more layers within the infrastructure 
is required: 

 Application layer. A specially written, multi-
tenant application or multiple, separate instances 
of the same application can provide multi-tenancy 
at this level. 

 Server layer. Server virtualization and operating 
systems provide a means of separating tenants 
and application instances on servers and 
controlling utilization of and access to server 
resources. 

 Network Layer. Various mechanisms, including 
zoning and VLANs, can be used to enforce 
network separation. IP security (IPsec) also 
provides network encryption at the IP layer 
(application independent) for additional security. 

 Storage Layer. Mechanisms such as LUN 
masking and SAN zoning can be used to control 
storage access. Physical storage partitions 
segregate and assign resources (CPU, memory, 
disks, interfaces, etc.) into fixed containers. 

Achieving secure multi-tenancy may require the use of 
one or more mechanisms at each infrastructure layer. 

While mechanisms to support multi-tenancy and 
enforce separation exist at every infrastructure layer, this 
paper is primarily concerned with storage and the 
requirements for secure and effective storage multi-
tenancy in a cloud environment. To understand the full 
set of storage requirements, it is necessary to consider 
cloud storage from both the perspective of the tenant 
(user) and the provider of cloud services. 

Cloud computing services can be broken down into a 
variety of types, ranging from Software as a Service 
(SaaS)—in which the provider delivers specific 
application services to each tenant—to Data storage as a 
Service (DaaS) —which is virtualized storage on demand 
over a network. Regardless of the type of cloud service, 
from a tenant perspective there will be specific 
requirements that apply directly or indirectly to data 
storage. 

Tenant requirements are typically defined in terms of 
service level agreements (SLAs), which cover a variety of 
capabilities including: 

 Security 
 Performance 
 Data protection and availability 
 Data management 
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From the provider’s perspective, multi-tenant storage 
should provide convenient mechanisms for satisfying 
these and other tenant SLAs as well as supporting 
additional capabilities such as: 

 Accounting. The ability to monitor usage by each 
tenant for billing or other purposes. 

 Self service. The ability to allow a tenant to 
perform a defined set of management tasks on 
their data and the storage they use, thereby 
offloading these functions from the provider. 

 Non-disruptive upgrades and repairs. 
Downtime in multi-tenant environments may be 
difficult or impossible to schedule, so 
maintenance activities must be possible without 
incurring downtime from the point of view of the 
tenant. 

 Performance management. The ability to 
balance cost and performance as the lifecycle 
requirements of data changes over time. 

Designed to enable multi-tenant storage offerings, the 
SNIA’s Cloud Data Management Interface (CDMI) for 
cloud storage and data management integrates and is 
interoperable with various types of client applications. 
CDMI offers a standard approach to data portability, 
compliance and security, as well as the ability to connect 
one cloud provider to another, enabling compatibility 
between cloud vendors. 

Using this approach, a client will be able to discover 
the capabilities of cloud storage and use this interface to 
manage data containers and the data elements that are 
placed in them. CDMI makes extensive use of metadata 
to simplify application access and enable multiple levels 
of service as required by a diverse set of users.  

In the storage layer, the CDMI interface can simplify 
management since data system metadata can be applied 
to container hierarchies. For the functional data path 
interface for data storage, CDMI assigns each data object 
a separate URI (Uniform Resource Identifier). Since 
objects can be fetched using the standard HTTP protocol 
employing RESTful (REpresentational State Transfer) 
operations, each data element can be managed as a 
separate resource. In this way, it is possible to separate 
and classify data elements and containers for secure 
access as well as service levels. The result is a level of 
isolation suitable to tenant based, on-demand data access. 

VI. CONCLUSIONS AND FUTURE WORK 

Cloud Storage with a great deal of promise, aren’t 
designed to be high performing file systems but rather 
extremely scalable, easy to manage storage systems. They 
use a different approach to data resiliency, Redundant 
array of inexpensive nodes, coupled with object based or 
object-like file systems and data replication (multiple 
copies of the data), to create a very scalable storage 
system.  

This article gives a quick introduction to cloud storage. 
It covers the key technologies in Cloud Computing and 

Cloud Storage,several different types of clouds services, 
and describes the advantages and challenges of Cloud 
Storage after the introduction of the Cloud Storage 
reference model. 
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Abstract—According to the analyzing the thrust-angle 
characteristics of PMLSM for vertical movement, we 
obtained the  power angle control strategy and designed the 
electromagnetic power angle controller. The simulation 
results indicate that the stability, credibility and running 
efficiency of the vertical transportaion of PMLSM are 
impoved significantly, and the loss of synchronization of 
PMLSM is prevented efficiently. 
 
Index Terms—f vertical movement, PMLSM, power angle 
controller, inverter 

I.  INTRODUCTION 

Permanent Magnet Linear Synchronous Motor is the 
first choice for servo system directly driven by linear 
motor because of its simple structure, high efficiency and 
great  ratio of thrust to volume. But currently,research 
and use of PMLSM in our country in still in its beginning 
stage, its theory and control is not yet perfect. In addition, 
the structure and control mechanism of PMLSM for 
vertical movement is different from Rotary Motor and 
PMLSM for horizontal movement. So larger error and 
poor stability will get if we adopt the control method of 
Rotary Motor and PMLSM for horizontal movement to 
control the PMLSM for vertical movement. The 
electromagnetic thrust angle controller designed in the 
paper controls the speed of the motor by controlling the 
electromagnetic thrust angle directly, the response is fast 
and  the stability and reliability of PMLSM for vertical 
movement is improved significantly. 

�  THE THRUST-ANGLE CHARACTERISTICS OF 
SYNCHRONOUS MACHINE 

When syschronous machine get into the steady 
state,the most important characteristic is the power–
angle, namely, the relationship between electromagnetic 
thrust and electromagnetic power-angle, which is 
equivalent to the angle between No-load EMF 0E  and 

phase voltage U  of synchronous machine. 
Equivalent circuit of PMLSM is shown in Fig.1 

 

Fig. 1 Equivalent circuit of PMLSM 

where sU  is phase voltage given to the armature 

windings, sI  is the armature current, sX  is the armture 

reactances, iE  is EMF inside, 0E  is EMF outside, lX  is 
leakage reactance of armature, which is composed of slot 
leakage reactance 1lX  and terminal leakage reactance, 
namely, 21 lll XXX += .According to the motor 
practice,the voltage equation of the equivalent circuit is: 

s 0 s s s l s sU E I r jI X jI X= − + + +                    （1） 

Where TX  is Synchronous reactance, and 

T l sX X X= + ,From the equ.(1) we can obtain: 

s 0
s P Q

s T

U ( E )
I I jI

r jX
− −

= = +
+

                          （2） 

Where PI  is the active component of armature current, 
QI

 is reactive component of armature current. 

Synchronous impedance 
2 2

s TZ r X= + . 
According to Equ.(2),we can know the electromagnetic 

power and the electromagnetic force of PMLSM are: 
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where θ  is electromagnetic power-angle, which is the angle 

between No-load EMF 0E  and phase voltage 

U . s

T

r
arctan

X
α = , Eq.(4) is a sine curve, when 90θ = ,the 

electromagnetic trust is greatest. 

 
Fig.2 thrust-angle curve 

Generally, the resistance of armature circuit is much 
less than synchronous reactance. namely, s Tr X<< , 

sr neglected, the electromagnetic trust will be: 

0 s
x

s T

3E U
F sin

v X
θ=                                     (5) 

The corresponding curve is shown in Fig.2. 
When the working frequency of PMLSM is 

significantly decreased, the resistance drop on the 
armature will be significantly increased, leading to the 
thrust calculated by Eq.1 unaccurate. For example, when 
the working frequency is 10Hz, TX 9.83Ω= ，

sr 2.985Ω= ，here the effect of the resistance can not be 
neglected. 

If we move the thrust-angle curve when 0≠sr  to the 
right a placement α , then move up a placement 

2 2
s s03E r v Z ,we will get the curve when 0=sr . 

Considering the role of armature resistance, the 
maximum thrust and the angle when the thrust is 
maximum will decrease, the zone of the thust where the 
mover get forward rotation is narrower than reversal 
rotation. 

�  THE CONTROL PRINCIPLE OF ELECTROMAGNETIC 
THRUST ANGLE FOR PMLSM 

The electromagnetic thrust of PMLSM is: 

0 s
x

s T

3E U
F sin

v X
θ=                                  (6) 

t xπθ ω
τ

= −                                         (7) 

where τ  is Polar distance, w  is angle velocity, x  is 
the actual distance (the position of the mover) between 
axis of the pole and axis of the A phase windings. 

When 2θ π= , the thrust a current of 1 ampere 
induced is the greatest, but for PMLSM, if it is working 
in this point ,the machine will get into the unstable 
region. when disturbance appears, then the mover will 
slipped down accelerating,which is dangerous. To ensure 
the stable running of the system, the reaction of the 
system must be fast and the Adjusted Time must be 
short,but it is difficult to realize. However, the control 
strategy, adopted in the paper, sets a constant angle 

N 33θ =  in accordance with the demand of the stability, 
to keep the machine running in the steady zone and the 
thrust is greastest. In fact, we should judge whether the 
machine get into the unsteady zone at any stage by the 
angle measured. Because once the the systm works near 
the critical stability point, the machine may get into the 
unstable region, leading loss of synchronization. The 
traditional control method, at this time, prevents the 
problem from happening by increasing the field current 
or the amplitude of armature current. But since the  
mover of testing machine is permanent magnet, it is not 
practicable to increase field current, and it is also not easy 
to change the amplitude of armature current adopting 
transducer to adjust the speed. Besides, it will bring about 
a series of problems by increasing the amplitude of 
armature current, such as increasing the loss of the stator, 
high temperature of windings and lower insulating 
capability, which will threaten the safety of the machine. 
According to literature 3, when the supply voltage 
remains the same, the maximum thrust will increase by 
1 K  while the supply frequency increase by K . 
Therefore, when the machine is getting into the unstable 
region because of disturbances, we can reduce the power 
supply frequency in order to increase the elextromagnetic 
force to prevent loss synchronization. 

In Equ.(7), tω  can be regard as the expecting positon 
angle of Permanent Magnet Linear Synchronous Motor,  

it xω π τ=                                 （8） 

svω π τ=                                  （9） 

where sv is the preset value of speed of PMLSM, ix  is 
the expecting position of mover, so Eq.(7) can be 
changed as:  

s
π ( t x ) t x
τ

πθ υ ω
τ

= − = −                     (10) 

Therefore, having known the distance x , time t  and 
angular velocity ω the mover travelled, we can get the 
position(power angle) of PMLSM according to Eq.(7). 
Then comparing the preset value of electromagnetic 
thrust-angle with measured value to produce the preset 
frequency we need, by which we can keep the linear 
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motor working in the stable region and electromagnetic 
thrust meeting the load requirement. 

Ⅳ  THE DESIGN AND SIMULATION OF ELECTROMAGNETIC 
FORCE ANGLE CONTROLLER 

Since the operating frequency of testing machine is 
low, the frequency can not be too low when the supply 
voltage is constant. otherelse, the machine will heated, 
which will effect the safely running of the system.. At 
this time, we can improve the thrust to prevent the loss of 
synchronization by changing the ratio between supply 
voltage and frequency. Meanwhile, increasing the 
intensity of voltage compensation in the low frequency 
region must be also considered. The reference ratio 
between supply frequency and voltage of testing machine 
is set to 6Hz / 270V. According to theoretic calculation, 
the thrust can be increased by 3 times when the ratio is 
0.6Hz/137, the thrust keeps constant when the ratio is 
1Hz / 112V, the thrust can be increase d by 2 times when 
the ratio is 2Hz / 206V，the thrust can be  increased by 
1.5 times when the ratio is 3Hz / 222V and keeps 
constant when the ratio is 5Hz / 238V.  

Mitsubishi FR-A241 inverter have the feature of 
adjustable five-point V/f, namely, it can set the 
V/f(frequency voltage/frequency) to five points, V/f1-
V/f5,in which linear interpolation is applied. By this five 
different points, we can change the V/f characteristics to 
meet the requirements of power angle control. 

Generally,when the working frequncy of inverter is 
smaller than the fundamental frequency, the V/f 
characteristics must be constant,as is shown in Fig.1. 
However, the resistance and inductance of the stator 
windings will produce big voltage drop at low frequency 
of low voltage, which will make the motor torque(thrust) 
much smaller than working in fundamental frequency 
voltage. Thus we need to increase compensation for 
voltage to increase output torque, voltage compensation 
�V is called torque promotion, which can be set value 
from 0 to 30% by Pr.0 of inverter, according to 
calculations, we set Pr.0 to 30%, taking characteristics of 
testing machine at low frequency into consideration. The 
curve compensated is showm in Fig.3 .Adjustable five-
point V/f characteristics and V/f values setted is 
illustrated in fig.4 and Table 1. 

 

 
Fig. 3 The V/f characteristic of inverter 

 

Fig. 4 the V/f 5 points adjustability of inverter 

Table 1 the inverter’s V/f parameters setting 

Parameter Function Preset 

Pr.100 V/f1(frquency 1) 0.6Hz 

Pr.101 V/f1(frequency voltage 1) 137V 

Pr.102 V/f2(frequency 2) 1Hz 

Pr.103 V/f2(frequency voltage 2) 112V 

Pr.104 V/f3(frequency 3) 2Hz 

Pr.105 V/f3(frequency voltage 3) 206V 

Pr.106 V/f4(frequency 4) 3Hz 

Pr.107 V/f4(frequency voltage 4) 222V 

Pr.108 V/f5(frequency 5) 5Hz 

Pr.109 V/f5(frequency voltage 5) 238V 

When the rated voltage frequency is set to 6Hz, the air-
gap is set to 8mm，the maximum thrust can be obtained 
when the electromagnetic power angle is 63 degrees.  we 
should always detect the speed and power angle of the 
motor when it is running, then according to the difference 
between actual value and preset value of power 
angle.adjusted the supply frequency to meet the 
requirement of the thrust and prevent the problem of out 
of step. The rule of frequency modulation and control 
based on theoretical calculations and control experience 
is shown in Table 2. 

Table 2 the rule of frequency adjustment 

f  0θ∆ <  [0,10) [10,25) [25,30) θ∆ ≥ 30

0 0.6f≤ <  f  stop stop stop stop 

0.6 2f≤ <  f  0.6 0.6 stop stop 

2 3f≤ <  f  2 2 0.6 stop 

3 6f≤ ≤  f  3 2 0.6 stop 

Matlab simulation model by electromagnetic force 
angle control strategy is shown in Fig.5, the simulation 
results in shown in Fig.6 

f ∗ θ∆
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(a) whole system 

 

(b) internal model of PMLSM 

Fig. 5 the block diagram of power-angle control strategy 

 

 
(a)the curve of power-angle 

 
(b)  the curve of speed 

Fig.6 the simulating curve of power-angle control strategy 

V  CONCLUSION 

（1）From the simulation curve, we can see that the 
power angle controller designed enhanced the stability 
and reliability of PMLSM for vertical movement. 
（2）The controller designed in this paper controls the 

electromagnetic force angle directly, when the power 
angle is reduced, the speed of the motor can be almost 
slowed down at the same time. so we can prevent the out 
of step of PMLSM for vertical movement significantly by 
using the relationship between supply frquency and force-
angle characteristics. 
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Abstract—In order to improve the precision of gyroscope, 
two decoupling method of DTG(Dynamic Tuned Gyroscope) 
were analyzed, the BP neural network and RBF network. 
The BP neural network has many advantages Compared to 
the traditional decoupling method, but still some drawbacks 
such as the over training, the congress process is very slow, 
and the hidden layer is also hard to determined. The paper 
introduced the RBF network as the new decoupling method 
compared with BP network. The simulation result verified 
that the RBF network is faster than BP, and also the 
accuracy is much higher. 
 
Index Terms—DTG(Dynamic Tuned Gyroscope), decouple-
ing,  RBF neural network, BP neural network 

I.  INTRODUCTION 

DTG(Dynamic Tuned Gyroscope) is a dual-input and 
dual-output inertial device[1], which can measure the two 
input angular velocities along the axes in the state of 
force feedback loop. But there is coupling between the 
two measuring axes and such coupling is twofold because 
of the  mechanical structure, which means that an input 
angular velocity along one axis will produce rotor angle 
and torque feedback in two axes. In inertial system, it not 
only hoped the small drift of the DTG and good linearity, 
but also no coupling between the two axes, which means 
that the input angular velocity only produce one output 
along the corresponding output axis to ensure the 
accuracy of the system. Although the coupling only has 
little effect in static test, the survey data will have a 
greater error when moving base test. Therefore, the 
decoupling design must be done in torque feedback loop 

[2]. From the view of control, it is hoped that the input 
angle had a single corresponding relationship with the 
output angle along the corresponding axis, thus the 
tracking of the rotor angle is smooth and rapid. In order 
to fulfill this requirement, it is needed to control the rotor 
angle decoupling, and it is also hoped that the input angle 
had the single corresponding relationship with the current 
of the moment. So, it is needed to decouple the feedback 
current, which is named full decoupling[3].  

The traditional decoupling method is building the 
relationship between the input and output signals, but the 
method is so complicated and low accuracy. BP neural 
network was introduced to the research of decoupling of 
DTG and achieved much better result compared with the 
traditional decoupling method[6]. But, there is still 

drawbacks of BP neural  network, such as the over 
training, the congress process is very slow, and the 
hidden layer is also hard to determined. The RBF(Radial 
basis function) neural  network has overcome these 
drawbacks in many situations, which has only very few 
nerve cells in local area to determine the output. So, the 
training of RBF network is very fast and can avoid the 
iterative calculation process of BP network. Still, there is 
also no the possibility of local extremum. The learning 
process is as fast as one thousand time of BP network. 
This paper will decouple the DTG by RBF and will 
compare the capabilities of the two networks to verify the 
ascendance of RBF. 

II.  ANALYSIS OF DTG COUPLING  

From the function viewpoint, the DTG is classified to 
position gyroscope, the measurement range of the angular 
displacement is small. So, the DTG is only suitable to 
platform-INS. There must be a balance loop to make the 
DTG as a dynamic tuning rate gyroscope[4]. It can deriver 
the following formula from the transfer function of the 
DTG: 

•
x

•2 2
y

φ (s)β(s) C -D1 1= -
φ (s)α(s) s C + D D C
⎡ ⎤⎡ ⎤ ⎡ ⎤
⎢ ⎥⎢ ⎥ ⎢ ⎥⎣ ⎦⎣ ⎦ ⎣ ⎦

 (1) 

•
x x

•PC P
y y

I (s) φ (s)C -D1= - K K (s) K
I (s) φ (s)s D C

⎡ ⎤⎡ ⎤ ⎡ ⎤⋅ ⋅ ⋅ ⎢ ⎥⎢ ⎥ ⎢ ⎥⎣ ⎦⎣ ⎦ ⎣ ⎦
 

(2) 

where  

T PC P 1

T PC 2

C = 1 + K K K (s) K G (s)

D = K K K (s) G (s)

⋅ ⋅ ⋅ ⋅

⋅ ⋅ ⋅  

1 2 2 2

JG (s) =
s J + H  

2 2 2 2

HG (s) =
s(s J + H )  
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Here, 1K means preamplifier gain, 2K --Exchange 

amplifier gain, DK --Demodulator transfer 

coefficient, LK -- Band stop filter gain, dcK -- Correction 

network gain, )(sKdc --Correction network frequency 
characteristics, 

K --PWM-Transfer Function, pK --Sensor scaling 

factor, TK --Torque scaling factor, J --Gyro equatorial 
moment of inertia, and H --Gyro angular momentum. 

It can be seen that both the rotor angle and the 
feedback current moment are cross-coupling according to 
equation (1) and (2). 

III． THE TRADITIONAL DECOUPLING METHOD OF DTG 

Define, 

⎥
⎦

⎤
⎢
⎣

⎡
=

)()(
)()(

)(
2221

1211

sDsD
sDsD

sD  

is the decoupling network transfer function matrix. 
There is equation (3) according to the DTG closed-loop 
feedback control system 

-1
T PC P

φ (s)β(s) 1= - [I + K KK (s)K G(s)D(s)]
φ (s)α(s) s

x

y

⎡ ⎤⎡ ⎤
⎢ ⎥⎢ ⎥

⎣ ⎦ ⎣ ⎦

i

i
                                                                                 

(3) 

Where 

1 2

2 1

G (s) -G (s)
G(s) =

G (s) G (s)
⎡ ⎤
⎢ ⎥
⎣ ⎦

 

Because the DTG two axes is symmetric, the 
decoupling of the main diagonal matrix elements should 
be equal. At the same time, in order to make the 
gyroscope tracking the constant angular acceleration 
input with the constant bias and track the constant angular 
velocity input with zero declination, the controlled 
decoupling matrix should be: 

⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡

−
=

H
J
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sH
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1

)(                               (4) 

Then, 
•
x

•
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2
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⎡ ⎤
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⎣ ⎦

                                                                                 

(6) 

According to (5), it can be seen that the control 
decoupling eliminates the coupling component in the  
rotor angle declination and recurs the ideal slip angle 
response. But according to (6), the coupling elements in 
the current feedback still exist. In order to eliminate the 
coupled components in current feedback loop, select the 
output decoupling network under the premise of choosing 
a decoupling network control. From the principle of 
decoupling diagonal matrix, there exists:  

⎥
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At this time, there is 
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T PC Py
2
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i
 

(8) 

From (8), the coupling component in the current 
feedback loop is eliminated, and the goal of output 
decoupling has achieved. 

IV．DTG NEURAL NETWORK METHOD OF FULL 
DECOUPLING 

It is known that the traditional decoupling method can 
not achieve the goal of control decoupling and output 
decoupling at the same time from the upper analysis. This 
article will design a neural network to make the 
gyroscope system to achieve the objective of full 
decoupling. 

A.  BP neural network selection and training 

The reference[6] has pointed out that the two-hidden 
network is the best one among all the networks 
mentioned in it. The two-hidden network is the one that 
has two entrance neurons, and s1 neurons in the first 
hidden layer, note the corresponding activation function 
is f11; s2 neurons in second hidden layer, the 
corresponding activation function is f12. The output is O, 
Y is the target vector, select f11 and f12 as Sigmoid 
function; f2 as purelin function. 

B.  RBF neural network theory 

RBF neural network has 3 layers, Fig 1 is the structure. 
There is no transfer function in input layer, which is just 
used to input. The transfer function in hidden unit the 
radial basis function and the function in output layer is 
linear function. The mapping relationship has two parts, 
the first one is the non-linear transfer layer from input 
space to hidden layer space. The output of J-th hidden 
unit is: 
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2

2( ) ( , ) exp( )
2

j
j j j

j

x c
h x x cφ σ

σ

−
= − = −

 
( 1, , )j p= " (9) 

Here, a is the norm of a ; x  is the input vector, 
which has n  dimensions,  

[ ]1 2, , , T
nx x x x= "  

jc  is the center vector of j-th non-linear transfer unit, 
and has the same dimension with the input vector; 

1 2, , ,
Tn

j j j jc c c c⎡ ⎤= ⎣ ⎦"
 

k
jc  is  the k-th input vector corresponding  to the j-th 

center; jσ  is the width of j-th non-linear transfer unit. 
Part II: the combination layer from the hidden layer 

space to the output layer space. The j-th output is: 

1
, (1 )

p

j i ij
i

y h w j m
=

= ≤ ≤∑               (10) 

In equation (10), ijw  is the connection weight of i-th 
hidden unit with the j-th output; m  is the dimension of 
output; p  is the number of hidden unit. 

The learning proces including the learning of the units 
in hidden layer and one of the units in output layer. 
Nearest neighbor-clustering algorithm is a method of self-
adapt clustering learning method, which needn’t the 
number of hidden unit before learning, thus, the RBF 
network after learning is the optimum one. 

 

Fig 1 the structure of RBF network 

C. The training process and the simulation result of 
neural network decoupling 

The neural network is simulated by the eight locations 
experimental data(no decoupling). Treat the output of 
traditional decoupling method as the training data of the 
neural networks, there are 5000 groups of numbers. 

Luo[6] has selected out the best structure of BP neural 
network in all the possible structure of the network to 
solve the decoupling problem. Here we will take the best 
on in reference [6] as the reference to verify the 
performance of RBF neural network. The network has 
two hidden layers, the first hidden layer has 3 nerve cells 
and the second layer has 2, after 7.78s training the max 
training error in x-axis is 0.000628 and 0.0080967 in y-
axis. Correspondingly, the training time of RBF network 

is 6.7s, and the max training error of x and y axis is 
0.000239 and 0.0084 respectively. 

The trained neural network is tested by the eight 
locations experimental data, and the output curve are 
listed below from Fig 2 to Fig 4. 
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Fig 2. Comparison of X-axis output in Q1x input 
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Fig 3. Comparison of Y-axis output in Q1x input 

data1: data of RBF Neural Network decoupling 
data2: data of traditional decoupling  
data3: data of BP Neural Network decoupling 
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Fig 4. Errors of X and Y axies output in Q1x input 

data1: error of X-axis output of RBF Neural Network 
data2: error of Y-axis output of RBF Neural Network 
data3: error of Y-axis output of BP Neural Network 
data4: error of X-axis output of BP Neural Network 

The simulation results listed above have proved that 
the RBF neural network can achieve the goal of DTG 
decoupling, and the network has much improvement over 
the BP network in accuracy. But the best result among the 
three is still the traditional decoupling method, so, there is 
still research work ahead. 

V．CONCLUSION 

DTG had a very serious phenomenon of coupling, 
which should be taken measures to decouple the X,Y axis 
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signals. Compared with BP neural network, the RBF 
network is faster, and also the accuracy is much higher. 
Both the two network can be realized by software, which 
is very simple and easy to realize. But some measures 
should take to further improve the accuracy of the neural 
network, such as training the neural network by much 
precise data collected from a more effective data 
processing. 
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Abstract—This paper analyzed the current development of 
electronic teaching materials, and probed into the 
restricting elements of the development: digital copyright 
protection, readability and multi-format support. Also, it 
reviewed the current readers' digital rights protection 
technology, and introduced the basic principles and 
properties of e-paper，and synthesized the advantages of 
the LCD screen and e-paper, designed and  implemented the 
EPD electronic materials, which is an available way for 
digital copyright protection, described in detail the structure 
and implementation process of EPD electronic materials, 
including: protections facing the digital copyright, the 
migration and implementation of the operating system, 
multi-access mode and multi-format support, GUI 
implementation, EPD display control and power 
management. It has showed that the EPD electronic 
materials is highly operable and  readable , strong in 
support of a variety of formats, content updated by wireless 
and portable, environmental-friendly and energy-saving, 
which has a good prospect.  
 
Index Terms—digital copyright protection; electronic paper; 
electronic materials; system structure; implementation flow 

I. THE PRESENT SITUATION AND BOTTLENECK OF 
ELECTRONIC MATERIALS’ DEVELOPMENT 

A.  The present situation of electronic teaching materials  
Traditional paper textbooks are expensive, bulky, 

unwieldy, not environmental-friendly, can not interact 
and update, only graphic display, and hard to learn by 
oneself, which can not fully meet the demands of 
teaching and learning requirements at any times and 
places in technological age and satisfy the party’s target 
of "building learning society”, which is stressed by the 
CPC  Comrade Hu Jintao[1], the "to strengthen the 
Learning Society process "[2]. 

Electronic materials [3] can meet some of these needs, 
such as renewable, portable, learning anywhere and 
anytime. Currently, there are many domestic and foreign 
enterprises have invested into the research and sale of 
electronic teaching materials or books, mainly in three 
directions, but also represents the development trend and 
the level of technology: 

1) Content or software:The "Electronic" mainly 

transformed from traditional teaching materials, which is 
multimedia courseware, or e-books. Such as domestic 
Superstar Group, which has made 3.7 million e-books, 
and e-Video publishing House of Higher Education has 
published 756 kinds of electronic publications since 
1999. Foreign intelligence program company are  mainly 
producing electronic version of the college  textbooks , 
which had  provided teaching materials around 6000, 
unified format for students to download and  use of 180 
days freely. 

2) Hardware:Many companies mainly research on 
the reading hardware platform. Such as Hanwang 
Technology, Nankai Tianjin Branch, Foxit software 
company has launched its own brand of EPD electronic 
materials. Foreign company like Apple has developed 
ipad, which could support the color version of e-books. 

3) Mixed mode:It not only develops the content, but 
also produces the reading hardware platform. Such as the 
domestic Hanwang invested a large sum to promote 
"electronic book" reader in whole country, the user can 
be randomly presented 500 genuine books, and built 
"Kingship Book City", which can provide users with 
nearly 20,000 genuine books for free download of sales 
approach. And in 2010, the sale-online profits of books 
are more than physical book for the first time, 
encouraging the development of e-book. 

B.  The bottleneck of electronic materials  
However, with the thriving development, there are also 

many problems of electronic materials, mainly including 
digital copyright protection, readability, and multi-format 
support. Through the literature researching and first 
investigation, the current electronic teaching materials 
mainly depend on the LCD screen, which causes poor 
reading, inconvenient carrying, high-cost, high energy 
consumption, environmental damage, fewer formats 
supported, and lack of digital copyright protection. 

1) Digital copyright protection:Compared to the 
paper materials, electronic materials copyright protection 
is a hard issue .Electronic materials must pass the digital 
rights management technology (DRM) to protect the 
content, in foreign countries, there are mainly Microsoft's 
DAS technology and Adobe's ACS technology ,while in 
domestic ,there are Founder Apabi technology, Superstar’ 
PDG technology, and the scholar of SEP technology. 
Despite the technologies are numerous, but mostly are 
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closed, and can not apply to other systems. Electronic 
materials need to face a number of publishers. it is 
necessary to find or design a mobile reading materials for 
electronic devices, which is easy to be implemented, with 
the opening of DRM and its key technology (including 
information security, data encryption, hardware 
fingerprint, digital watermarking techniques), and as an 
independent module embedded in electronic materials. 

2) Readability:Good readability is the key of 
electronic teaching materials. Paper materials’ biggest 
advantage is that we are used to it, therefore .So, 
patterning the "feel" of paper materials and achieving 
volume thin, flipping effect, are the existing electronic 
materials’ bottlenecks- as electronic materials mainly 
display on LCD screen, although with the fine and 
smooth, it is not easy to carry, more power consumption, 
the effect under natural light is poor, the angle of reading 
limits, which is not suitable for "anywhere" learning. 

3) Multi-format support:The type of many existing 
electronic teaching materials differs. There are text file, 
graphics and video files, sound files, video files, 
animation files. Even if the same type of documents, such 
as text files, also including ".txt", ".doc",".pdf", ". caj", 
etc. therefore, how to be compatible with a variety of 
content formats to the maximum is the key elements, also 
affecting the use of electronic materials. 

II. E-LEARNING MATERIALS BASED ON EPD 
According to the bottleneck and needs, the readability 

should be first considered. It introduces the basic 
principles and characteristics of EPD (Electronic Paper 
Display), designs electronic teaching materials based on 
EPD, and compares with the current widespread use 
electronic materials of LCD (Liquid Crystal Display). 

A.  E-paper’s theory and characteristics 
E-paper is generally implemented through electronic 

ink. Electronic ink is a kind of special materials 
processed into thin films and used with electronic display 
equipment; it is the comprehensive application of 
chemistry, physics and electronic technology. Electronic 
ink is composed of millions of tiny-sized microcapsules, 
whose diameter is as thin as hair. Each microcapsule 
contains white particles and black ones, respectively, with 
a positive charge and negative charge, they suspended in 
the clean liquid[3], See figure 1. 

 
Figure 1.  The Working condition of electronic ink 

At the top of E-ink film is a layer of transparent 
material, which is used as the electrode of power, the 
bottom is another electrode of the electronic ink, 
microcapsules sandwiched between the two electrodes. 
When microcapsule is motivated by negative charge, 
white particles with positive charge move to the top of 

microcapsules, the corresponding position is shown in 
white. 

Black particles with negative charge arrived at the 
bottom of micro-capsules due to the electric field force; 
the user can not see its black color. If the role of the 
electric field is in opposite directions, it shows the 
opposite effect, which is displayed in black and the white 
hide. So, as long as we change the direction of electric 
field, we are able to show the switch between black and 
white, white parts correspond to parts of the paper which 
is not written, and the black parts would correspond to a 
part which is written, See figure 2. 

 
Figure 2.  The displaying principle of electronic paper 

This e-paper, composed by the e-ink, has the following 
characteristics: (1) it is rewritable. With EPD, we can 
rewrite and update the text or images, and browse for the 
large amount of information. (2) Suitable for the naked 
eyes. As a result of a higher contrast ratio, the text and 
the pictures are clear, and would never change in all 
directions, so you can read it in a comfortable way. (3) 
Portability. The film has light weight, easily portable 
character and can be appropriately folded and curled. (4) 
Even in the case of power failure, it can keep showing a 
long time, and runs on very little electricity. 

However, the current e-paper has the following 
defects, compared with the LCD screen, e-paper has a 
lower Refresh rate, which is not suitable for complex, 
interactive and faster applications, it is more applicable to 
static display[4]. 

B.  Compared with LCD 
1) Readability:The reflectivity rate of EPD is 3 to 6 

times that of the LCD, the contrast ratio is 2 times that of 
the LCD. EPD’s much more readable than the liquid 
crystal display devices, and commensurate with 
newspaper. Therefore, E-paper can be treated as a display 
screen at the time of reading[5]. 

2) Power consumption:Compared with liquid crystal 
displays, EPD greatly reduced power consumption, which 
means extending battery life under the same conditions, 
or you can use smaller batteries, so enhance the system 
capacity of battery life[6][7]. 

3) Availability:E-paper displays have excellent 
Availability; it is not only thinner than liquid crystal 
display, but also light-weighted, durable and flexible. But 
it has a lower Refresh rate, and it is not helpful to human-
computer interaction. LCD screen display refresh faster 
and has rich colors, and touch-screen can be used to 
achieve good human-computer interaction[5][6]. 

Comprehensively considering the respective 
advantages and disadvantages of the electronic paper and 
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liquid crystal display, The reader of this article runs the 
operating system GUI, control the human-computer 
interaction by the LCD screen, touch screen and 
keyboard, and determine whether the content displayed 
on LCD screen can be shown on the electronic paper 
through the buttons. At the same time, the LCD display 
can be shut down to save power consumption when in 
reading, the user can control the content in the electronic 
paper and turn page by pressing the page up-down keys, 
as the system structure shown in figure 3[8][9]. 

 
Figure 3.  Electronic Readers system 

In the electronic Readers system, the functions of each 
module are as follows. 

1) The modules of contents stores:store e-books, 
documents are up to read in the SD card, connected to the 
Internet, or reading online through browser. 

2) Input Module:The small keyboard keys, you can 
conduct various kinds of input; open the power with 
power key, page control while reading; window 
operations in graphical interface with touch screen. 

3) Output Module:LCD screen and electronic paper. 
Graphic interface shown in the LCD display, mainly for 
the content of the search to find, while contents which 
needed to read displays in the electronic paper. When 
reading in the electronic paper can turn off the LCD 
screen, the system can still be in operation; through the 
control button we can display the contents in electronic 
paper directly. 

4) Power modules: battery and USB power supply, as 
while as USB power supply, the battery charge[10]. 

�. THE IMPLEMENTATION OF EPD ELECTRONOIC 
MATERIALS SYSTEM 

A.DRM (digital copyright protection) 
In the digital copyright protection, we should ensure 

that the content of each reading be legitimate. One 
important way is the equipment, through which to obtain 
and read the contents, should be legitimacy. Each device 
must apply to the Certification Center, which issues a 
unique certificate. Issued certificate is a key for compliant 
hardware or software. When the equipment has been 
signed by the certificate, you can pay to the content 

server and download freely and read the contents, at the 
same time of download, the content server communicates 
with the authentication center to confirm whether the 
device is a legitimate reading device. Each download are 
encrypted by the device certificate, so you can ensure that 
each book can be read on only one device, can not be 
copied. The module shown as figure 4. 

 
Figure 4.  the module of digital copyright protection 

There are two ways of reading content, online and 
offline reading. Online, content servers and devices can 
dynamically consult and change the key at specified 
times, guarantee not to be preserved and reproduced. 
Offline, in the case of disconnected networks can still 
guarantee read,  each download content is not only 
encrypted by device certificate, but also  ensured not be 
copied and altered. 

B.Access to Multi- document Format 
The current document formats are diverse. In order to 

simultaneously display documents in various formats, the 
properties of the document should be abstracted. The user 
interface should be unified. A document should include 
the following properties, such as author, publisher, 
publication time; text; content encoding format; content 
directory; text chapters and paragraphs; text attributes, 
including color, font size and format. After extracting the 
contents of these formats, the document layout can be 
carried out by the layout engine, displaying the content. 

The core component is the virtual contents extracting 
interfaces (VCI, Virtual Content Interface). VCI provide 
access to the layout engine of obtaining document content 
and unified attributes interface. For each specific 
document, just through signing up for a format parser 
(Parser), the interfaces of registration standards contents 
can be analyzed and displayed. In this way, it ensured the 
unity of the operating interface and supported the various 
documents’ extensibility. See figure 5. 

 

Figure 5.  Accessing to multiple document formats 
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C.Operating system migration and implementation 
The whole hand-held e-reader is a typical embedded 

devices, its system software consists of three parts: the 
Bootloader, Linux kernel and file system. The Bootloader 
introduces open source u-boot, according to hardware 
design, in the configuration file modified in various 
hardware-based address, the implementation of the 
compiler make the binary file, the Bootloader through 
JTAG programmer to the system in the FLASH.  The 
Linux essence uses 2.6.25 editions, carries out make 
menuconfig to choose processor ARM in the disposition 
menu, and disposes each hardware module the actuation, 
make production compression essence document zImage. 
The filing system uses ext3 form Ramdisk, the 
application procedure (including the GUI master routine) 
places in Ramdisk[10][11]. 

As for the drive program, the majority of them may use 
the driver in Linux, work well after carrying on the few 
revision, most important electronic paper controller's 
actuation design. Electronic paper image's demonstration 
flow, see figure 6, the processor carries on the display 
control to the electronic paper controller routing 
directive, each picture's data size is fixed, regarding 
800×600 the resolution display monitor, the data quantity 
is the 800*600*2/8 byte, each picture element is 4 gray 
scales (2 bits data) [7-8].According to the Linux 
actuation's frame, designs the electronic paper controller's 
actuation a character equipment, mainly realizes in the 
electronic paper controller's initialization and the driver 
struct the file_operations structure content, it is the 
application procedure and the hardware interactive 
connection[9]. 

struct file_operations epd_fops = { 
.open = epd_open, 
.close = epd_close, 
.write = epd_write, 
.ioctl = epd_ioctl,                          }; 

In the driver initialization is completed in the main 
control chip set of the register to request the allocation of 
space for data transmission. epd_open and epd_close are 
respectively responsible for opening and closing 
operation of the driver, epd_ioctl carries on a variety of 
control over the controller, such as reset, screen clearing.  
It is crucial to achieve epd_write, it must be implemented 
in strict accordance with the order of electronic display to 
achieve a direct impact on the refresh rate of electronic 
paper. 

 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 6.  E-paper image display process 

D.The realization of GUI 
GUI introduces the open source MiniGUI. MiniGUI is 

based on customer/server structure embedded GUI, has a 
server advancement (mginit), it is responsible for the 
initialization of some input device, and transmit the input 
device's news to the onstage customer advancement 
through UNIX Domain sleeve joint character. The 
application procedure construction based on MiniGUI, 
see figure 7. Carries on the cross compiling after the 
MiniGUI source code produces the dynamic storehouse 
as well as configuration files MiniGUI.cfg, its copy to the 

filing system, and carries on the correct disposition, 
guaranteed that the systems operation is normal[12][13]. 

Figure 7.  Based on the application framework MiniGUI 

E.EPD control 
In the system, it is necessary to design a background 

service program for dealing with key events page. Each 
program requiring displaying the relative content on EPD 
must apply to the service program for registering the 
matter of turning the page event, then when the service 
program captures the key events page for all registered 
applications send key event broadcasting, and only in the 
current the activities of the application window to display 
their content sent to the EPD on the show. See figure 

8[14]. 

Figure 8.  Display Controls 

F.Power Management 
Battery-powered skill is used to operate the handheld 

embedded devices, so a good design of the power 
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management of handheld devices is a key technology. In 
this system, in addition to the normal shutdown and 
sleeping mode, the LCD screen is also power-consuming. 
In order to save energy and, if necessary, close the LCD 
screen. The system-defines four states: 

The state of Turning off: the processor enters the deep 
sleep state, only the RTC clock is running. 

The state of Turning on: the processor is in normal 
operation, man-machine interaction, the LCD screen and 
the touchscreen are all running. 

LCD screen turned off: the electronic paper is on for 
reading, the LCD screen is closed, but the system is still 
dealing with the normal operation of the events page. 

Hibernation: the processor is move to hibernation 
mode, but maintain memory refresh, all the memory data 
is not lost. Wake-up keys will help quickly return to the 
pre-hibernation state.Four state of the conversion, see 
figure 9. 

Figure 9.  the four state transitions 

Ⅳ.CONCLUSION 
EPD is an energy-saving display device. From the 

perspective of digital copyright protection, this article 
combined with the advantages of LCD and EPD, 
researched on the hardware and software key technology, 
which supported the EPD's mobile e-learning materials, 
designed and implemented a specific type of hand-held 
EPD electronic textbook prototype. The electronic 
materials can provide open digital rights protection 
mechanisms, support a variety of common data formats. 
It is low power, lightweight, easy to carry, good 
readability, graphical interface to support high-speed 
wireless network to download, multi-channel content 
acquisition, control flexibility , easy to use, energy 

saving. This thesis content is becoming electronic 
information field, especially the hotspot of new display 
technology. 
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Abstract—The VPN technology based on MPLS is the 
current mainstream VPN technology that uses isolations of 
routing and address or other information technologies to 
resist attacking and marking spoofing, in which the security 
of data transmission are guaranteed to a certain extent. In 
this paper, Securities of MPLS VPN are analyzed in three 
levels, in which the overall securities of MPLS VPN 
network are enhanced by deploying the appropriate 
security measures. 
 
Index Terms—MPLS; VPN; MPLS VPN; network security  

I. INTRODUCTION 

With the development of computer network 
technology and internet, it is increasing that requirements 
of the flexibility and efficiency and security in network, 
virtual private network (VPN) technology was 
widespread concerned. The VPN technology Based on 
MPLS is the current mainstream VPN technology that 
uses isolations of routing and address or other 
information technologies to resist attacking and marking 
spoofing, in which the security of data transmission is 
guaranteed to a certain extent. But as an IP-based 
network technology, it is not solving illegal access of a 
protected network element and the error configuration as 
well as internal attacks and other security issues which 
widespread in the management of shared network.  

II. AN OVERVIEW OF MPLS VPN TECHNOLOGY 

Multi-Protocol Label Switching(MPLS) is a new 
network technology of booting high speed data 
transmission and exchange by utilizing fixed-length label 
in open communication network[1]. It is powerful to 
overcome packet forwarding technology limitations of 
the traditional IP for the performance characteristics of a 
perfect combination of flexible routing functionality in 
the network layer (Layer 3) and the high-speed switching 
data in link layer (Layer 2).The key of MPLS technology 
is Label concept which is short and easy-to-handle and 
only has local significance of information content. Label 
is short for easy-to-handle which is directly referenced 
by index. Local significance is designed for easy 
distribution. The value of MPLS is that connect modes 
are introduced into connectionless network. 

MPLS VPN is a kind of VPN technology Based on 
MPLS of IP-VPN which is IP virtual private network for 
using the application of the MPLS technology and 

simplifying core router's routing on equipments of 
network routing and switching, the label swapping 
combining traditional routing technology[2].  

Multilevel mesh network structure is generally used 
in MPLS VPN. It is consist of several different sites 
collection in VPN which a site can belong to different 
VPN and sites can be controlled for visits and isolation. 
MPLS VPN architecture is mainly divided into data and 
control plane. Data plane defines the VPN forwarding 
process; The control plane defines the establishment of 
the Label Switched Path (LSP) and routing information 
distribution process of the VPN[3]. Network framework 
of MPLS VPN is shown in the figure 1. 

 
Figure 1.  Network Framework of MPLS VPN 

The architecture of MPLS VPN consists of three 
components: CE, PE and P[4]. 

Customer Edge (CE): the user interface. There are 
edge devices directly with the service provider network. 
CE can be either a router or a switch or a host. Typically, 
CE "perception" does not exist to VPN, also not need to 
support MPLS. 

Provide Edge (PE): the service provider of edge 
router, which is directly connected with the user's CE. 
All managements of the VPN occur on PE, which the 
VPN routing information are maintained that is directly 
connected to, while all other VPN routing do not need to.  

Provide (P): the backbone routers of service provider 
in the network not directly connected with CE, which 
have MPLS forwarding capabilities. 

III. THE SECURITY OF MPLS VPN 

The transfer and processing of information are 
divided into control, data, and manage three levels in 

ISBN 978-952-5726-10-7
Proceedings of the Third International Symposium  on Computer Science and Computational Technology(ISCSCT ’10)

 Jiaozuo, P. R. China, 14-15,August 2010, pp. 168-170

© 2010 ACADEMY PUBLISHER 
AP-PROC-CS-10CN007 



 169

MPLS VPN network. In the control plane, the exchange 
and processing of routing information are completed and 
VPN routing tables are established and maintained. In the 
data plane, implementation of VPN data is fast 
forwarded. Configuration of the equipment is completed 
and appropriate management information is delivery in 
the management plane. The security threats of MPLS 
VPN network are also come from these three levels. 

A. The security threats of the control plane  
VPN routing information are exchanged through 

P/PE routers providing VPN services in the control 
plane, in which security attacks are against the two 
classes of devices. On the one hand, attacks are used on a 
routing protocol and illegal exchanging information of 
routers, on the other hand, there is an attack on a routing 
device which allows P/PE router does not work 
regularly. 

• The attacking to VPN routing protocol 
This kind of attack is typically found in members and 
routing information publication stage. For example, the 
attacker pretends as a PE equipment to establish a 
session with other equipments for the routing 
information. The internal routing information of VPN is 
disclosed. The attacker can also be forged or altered 
routing information so that the user data are passed to the 
wrong direction and user internal information are theft. 

• The attacking to P/PE router  
Usually P/PE router is attacked for means of 

squeezing the resources. For example, Denial of Service 
attacks affect and destroy the routing information to be 
sent properly, it interferes with the routing information 
for establishing and maintaining that impact VPN 
packets transmitted, the user businesses are affected 
ultimately. 

B. The security threats of the data plane 
• The security threats of internet 
In the case of VPN users are connect with internet, 

attacks are launched with IP source address spoofing, 
TCP session hijacking and planting Trojans, in which the 
user data streams are viewed，  modified and deleted 
non-authorized. 

• The security threats of the shared device 
In the MPLS VPN network, it is shared of network 

resources by normal VPN users, such as CE and PE 
equipment. In this case, although the VPN tunnel system 
can guarantee the security of information delivery to a 
certain extent, all security measures only will increase 
security threshold, the possibility of an attacker illegal 
capture, forgery and replay the possibility of MPLS label 
package can not rule out. 

C. The security threats of the management plane 
• The attacking to network devices through the 

administrative interface 
An attacker accesses network management system 

remotely through the network access control 
management interface illegal gained by means of 
guessing. Configuration management information of the 
device is viewed, extracted and changed. 

• Impact or damage management information 
delivery through clogging resource 

If deliveries of resources are not through a 
specialized transport channel or the use of a "band" way 
of delivery, the management information does not pass 
normally for network resources are excessive extending 
by an attacker.  

• The disclosure of internal  information  
The proper configuration can guarantee VPN routing 

information not leak for VPN is strictly isolated between 
address space and routing space. But as the number of 
VPN is increasing, a simple mistake of the network 
administrator may cause the VPN connection between 
staggered across the VPN to members of the error, which 
causing the routing information delivery and the leakage 
of error at cases of configuration management and more 
complex. 

IV. THE IMPROVEMENTS OF MPLS VPN SECURITY  

Although the MPLS VPN has the same level of 
security as ATM, FR virtual circuit for packets are sent 
in the MPLS domain in the form of label forwarding, it is 
not secure enough by MPLS technology itself. Therefore, 
the use of appropriate security measures to protect the 
MPLS VPN network security is very necessary for the 
threats of MPLS VPN in three levels. The design of 
MPLS VPN should be sure of routing information of the 
control plane are accurate, reliable and guaranteed, data 
delivery of the data plane are privacy, accuracy and 
integrity, configuration information  of the management 
is secure. 

A. Control plane safety 
The safe measures of control plane are mainly 

guaranteeing the deliverable security of the routing 
information and isolation of routing. 

The routing protocol neighbor certifications are most 
widely deployed. Neighbor certification allows receiving 
routing to use key to authenticate routing update source 
that only it and neighbor router know. The key of 
authentication between routers does not need transport 
with using MD5 authentication. The key and message are 
created into message digests as MD5 hash value to 
prevent the router receiving unauthorized updates from 
routing peers. this mechanism are also used to verify tag 
distribution peers receive updates. 

The condition of PE equipments are Overburdened 
should be prevented for the abuse of routing information 
through strictly to limit the total number of routing 
information on the side of PE to CE. 

The interface address On the CE site on PE VRF 
should be strictly prohibited while it is not needed. 

These addresses are absolutely forbidden for CE site 
access in case of it is not required, such as the Loopback 
address of VPN Routing and Forwarding table (VRF). 

B. Data plane safety 
• CE-PE data encryption 
the transmission path between CE and PE is 

relatively safe for multiple CE devices are connected into 
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the PE via Ethernet switches with Virtual Local Area 
Network(VLAN) which the transmission path  is 
determined by the network administrator, the date are 
allow to access with non-encrypted way at the case of the 
consideration of the business costs and simplification of 
the configuration. If the way of access is wireless or 
remote, one of the encrypted access methods is 
necessary. 

• PE-PE data encryption 
In order to guarantee the security of data 

transmission, Internet Protocol Security (IPSec) is 
deployment to authenticate or encrypt the data flow 
between ingress to export[5]. The transmission of 
information between the PE is not encryption in general. 
The reasons are that it has a degree of security for the 
technology of MPLS VPN tunnels are used to transmit 
information; it is very complex of the implementation of 
encryption between PE and expensive of information 
delivery that heavy burdens of processing are bring to 
P/PE devices. 

• CE-CE data encryption 
IPSec tunnel is deployed to provide user data security in 
mutual communication between sites. This technology is 
deployed in the CE or between hosts requiring data 
protection in sites. 

C. Management plane safety 
• The access control of Network management 

system 
The attack of hacker to network management system 

is primarily implemented through network management 
interfaces. In order to prevent the information of 
management thieving and malicious tampering, access 
authentication should be deployed at the administrative 
interface. 

• The delivery channel of network management 
information  

In order to prevent information of resource network 
management abnormal delivering for resource squeezed, 
management terminal should be used with out-of-band 
access management interface. The use of the link is 
isolated physically or logically with other infrastructure 
in VPN. If manage terminal is in-band access 
management interface, a filter or firewall must used to 
limit access to non-authorized users. 

• The correctness of device configuration 
Network administrators should guarantee the 

correctness of the VPN device configuration to prevent 
leakages of user data, which require improving the 
skillful level of administrator and increasing the moral 
quality of education at the same time.  

V. CONCLUSIONS  

As the sign of the network communication, MPLS 
VPN will gradually replace the traditional circuit 
communication and become future trends of network for 
the performance of its flexible, high-speed switching and 
routing and the high security. 
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Abstract—An approach of personal spam filtering by 
semi-supervised learning is a proposal. As a semi-supervised 
classifier, a transductive support vector machine uses both 
labeled emails from available public sources and unlabeled 
emails in individual inbox as the input data. The problem of 
the generalizing the training data to the test data in tradi-
tional support vector machine is solved.  It provides a way 
to combine the ability of generalization and adaptation for 
the spam categorization. The model and parameter selection 
is stated here in order to improve the performance of 
TSVM. The experiments show that the results of filtering 
with TSVM are better than those of SVM.  
 
Index Terms—semi-supervised learning, transductive sup-
port vector machine(TSVM), personal inbox filter, spam 
categorization,  vector space model  

I.  INTRODUCTION 

With the development of the Internet, the volume of 
spam is increasing rapidly. The method of labeling spam 
artificially is a heavy task, so automatic spam categoriza-
tion has become an important tool of network security 
[1]. The most common strategy at present is to build a 
server-based filter to search for spam, which is also 
called personal spam filtering. Because of privacy issues, 
training filters can not rely on the labeled emails in indi-
vidual mailboxes, but should depend on available public 
training data. Generally speaking, spam categorization is 
a problem of special text categorization, and can be re-
garded as two kinds of categorization problem. The result 
of categorization is whether an email should be identified 
as a spam or not. 

A support vector machine (SVM) is one of the more 
effective methods of machine learning. It has many ad-
vantages in text categorization, and is widely used in mail 
categorization [2, 3]. However, the traditional SVM is 
based on inductive reasoning, and its purpose is to look 
for the generalized rule for a given learning problem. 
While filtering personal email, it is very difficult to find a 
valid rule to classify the emails of individual users be-
cause of the various forms of personal email. Therefore, 
during the process of establishing classifiers, and in order 
to achieve the best categorization performance, we 
should not only consider the distribution of training sam-
ples, but also the distribution of the unlabeled emails in 

the mailbox. Semi-supervised learning can use both la-
beled and unlabeled data as the input data of classifiers, 
and has become more popular in recent years. Transduc-
tive support vector machines (TSVM) are an extension of 
support vector machine theory in the field of 
semi-supervised learning, and resolve the problem of 
distribution differences between the labeled data and the 
unlabeled data. Therefore, TSVM is a better way to solve 
the problem of individual spam categorization. 

In this paper, I used TSVM to solve the problem of 
filtering spam in personal mailboxes, and analyzed the 
input model and parameter settings of TSVM in detail, 
and obtained a very good result in the experiment of 
email categorization. 

II.  INDIVIDUAL SPAM CATEGORIZATION 

As a kind of special text categorization, spam catego-
rization has the basic features of text categorization. They 
are as follows: 

A.  High-dimensional Input Space 
There are over 10,000 different words in emails, which 

have a lot of the characteristics of learning and categori-
zation. However, experiments show that almost all of 
these characteristics are related, which means that inap-
propriate methods of characteristic selection will lead to 
information loss. 

B.  Text Vectors are Sparse 
Although many terms in emails are very large, the 

number of terms which appear in a specific emails are 
limited.  Due to this situation, the value of  most vec-
tors features is 0.  The length of the email is usually 
shorter than that of the text, so email vectors are sparse. 

C.  Most of the Text Categorization Problems are 
Linearly Separable 

These features are the merits of SVM on the text cate-
gorization [4, 5]. They are also the reasons why SVM is 
widely used in text categorization. 

Even though there is enough theoretical evidence to 
show that SVM can resolve the above problems quiet 
well, some difficulties still exist while using SVM to 
classify personal spam. By maximizing the categorization 
border of training samples, SVM studies the generaliza-
tion rules of learning classifiers. Because the content of 
personal email varies, the available public email cannot 
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provide adequate information for categorization models. 
Therefore, the sample distribution of individual mailbox-
es must be considered in the design of the classifier. In 
addition, e-mail senders often use various methods to 
avoid anti-spam systems, which require classifiers to 
adapt to the changes. TSVM can access the special rules 
pertaining to the emails which need to be classified in-
stead of the general rule of a whole input sample, so we 
can use the method of TSVM based on semi-supervised 
learning to resolve the above problems.  

Ⅲ.  TRANSDUCTIVE SUPPORT VECTOR MACHINE 

The basic principle of SVM is to maximize the catego-
rization intervals of training data. TSVM was put forward 
by Vapnik originally. It is a kind of improved SVM. 
Considering both test and training samples at the same 
time, it searches for the maximum interval between them 
and marks the test samples while training. Compared 
with SVM , Its optimizations are extended as follows: 

For a learning task )()|(),( xPxyPyxP = ，
learning unit L is a function h in an assumptive space H: 

}1,1{−→X ，the sample sets of n training samples 

are trainS : 

         ),(),...,,(),,( nn2211 yxyxyx  .      (1) 

Each training sample is made of feature vectors. 
}1,1{−∈y . Different from inductive reasoning, 

Xx∈ and two types of Categorization tags, learning 

unit uses the set testS of  k  test samples: 
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In testS , 
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 is the tag which 
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jx  needs to identify. 

 
TSVM can be expressed as: 

Solve ),...,,,...,,,,,...,( **
11

**
1 knk bwyy ξξξξ to mi-

nimize 

)
2
1

0

**

0

2

∑∑
==

++
k

j
j

n

i
i CCw ξξ ,  (3) 

and satisfy (4), (5), (6) and (7). 
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C and 
*C are the user-specified parameters, and they 

can balance maximizing categorization interval and 
wrong-subdividing of training samples or exclude test 
samples. 

TSVM can be seen as the optimization problem to di-
rectly access unmarked date tags. The specific training 
process can be found in reference [6]. Joachims applied 
TSVM to text categorization problems [6], the result of  
text categorization is improved significantly compared 
with that of SVM. Especially for small training sets, 
TSVM reduces the number of required training samples. 

�.   PERSONAL SPAM CATEGORIZATION 

In order to make TSVM get the best categorization 
performance, we must resolve some important problems, 
such as : the expression of TSVM input samples, the pa-
rameter choices of TSVM (such as the kernel function of 
C and TSVM) and so on. There are still many open prob-
lems here, from which we can obtain some solutions 
from the previous experimental results [6]. 

A  the Expression of Characteristics  
As a kind of text expression method, Vector Space 

Model (VSM) is currently used most widely in text cate-
gorization. For spam categorization, characteristic is the 
term which appears in the email. Therefore, we can ex-
press email as: 

          },...,,{ )()2()1( niiii wwwd = .  (8) 

)( jiw
 refer to the weight of the term j in the email i. j 

is the index of terms in the dictionary which is estab-

lished by analyzing all emails. The value of )( jiw
is 

usually counted through tf, tf-idf or Boolean. Because of 
the different lengths of emails and the informal structure 
of emails, or incomplete sentences, term frequency can’t 
reflect the inner content easily. Experimental results 
show [6], that in the mail categorization the Boolean me-
thod is better than the others. In the expression of cha-
racteristic Boolean, the Boolean value is 1 if the term j 
appears in the text i, otherwise the Boolean value is 0 . 
  Whether or not to adopt the table of the stop word is 
also a factor in influencing the performance of text cate-
gorization. Different from many machine learning algo-
rithms which limit the size of feature vectors, SVM uses 
all of the words without the need for characteristic selec-
tion. In addition, it doesn’t identify words by the suffix, 
because the terms in the email message have different 
forms and are case sensitive.  
  In order to obtain a better performance from TSVM, 
the feature vectors should be normalized. It guarantees 
that all of the feature vectors are in an ultra-sphere. In the 

spam categorization, we can use the formula (9), )( jiw
 

is the primitive feature vector expressed by the Boolean; 
')( jiw
 is the normalized feature vector; n is the number 

of the components in the feature vector. 
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B.  Model and Parameter Selection 
Parameter selection in SVM is an open question: the 

choice of parameters depends on the training samples. 
Some methods of automatic model selection are based on 
estimating the border of generalization performance. 
Cross-validation is the most common way to estimate 
classifier generalization error. Cross-validation method 
can be found in Ref [6]. 

The choice of kernel function is a question of SVM. 
Some kernel function has been used for text categoriza-
tion [7, 8]. Experimental results show that most of the 
text sets are linearly separable and linear kernel function 
is a simple and effective method. In the spam categoriza-
tion algorithm, we adopt the inner product of data as the 
linear kernel function. 

C. Individual Email Categorization Algorithm TSVM 
Based on the above analysis, we propose the personal 

email categorization algorithm based TSVM be as fol-
lows: 

1) Express emails as the Boolean vector space model 
without using characteristic selection and stop word. Use 
formula (9) to normalize feature matrix. 

2) Use cross-validation to determine parameters C in 
model TSVM, and use linear kernel function. 
  3) Take labeled training samples and unlabeled sam-
ples as TSVM input. Train TSVM classifiers to get the 
maximum interval between training data and test data, 
while getting the tags of unlabeled emails in the inboxes. 

D.  Performance Metrics 
Error rate is the most commonly used performance 

evaluation criteria in the two types of text categorization. 
For spam detection, we are more concerned about 
non-spam. Therefore, we adopt the rate of false reports 
and the rate of missing reports instead of the error rate. 
They are defined as follows [9]: 

RFR refers to the rate of false reports; NFCSE refers to 
the number of false classification spam emails; TNSE 
refers to the total number of spam emails; RMR refers to 
the rate of missing reports; NFCRE refers to the number 
of false classification regular emails; TNRE refers to the 
total number of regular emails. 

TNSE
NFCSERFR =  

TNRE
NFCRERMR =  

The value of AUC is another important evaluation cri-
terion of categorization performance [10]. In categoriza-
tion problems, TP is the ratio of the targeted samples as-
signed to targeted categories, FP is the ratio of 
non-targeted samples assigned to non-target categories. 
TP is also called sensitivity, and (1-FP) is also called 
specificity. ROC curve (Receiver Operating Characteris-
tic) is formed by all possible values of TP as vertical 

coordinate and FP as horizontal coordinate. The value of 
AUC is the area under ROC. The larger AUC value indi-
cates the better categorization result. 

Ⅴ. PERSONAL EMAIL INBOX CATEGORIZATION 
EXPERIMENT 

A.  English E-mail Categorization 
In the experiments of English email categorization, we 

adopt the personal mail in 2006 ECML-PKDD discovery 
challenge to filter data [11]. ECML-PKDD discovery 
challenge includes two tasks. Labeled training data are 
obtained from public data sources, while the unlabeled 
data in the personal mailboxes are taken as the test data. 
Task A deals with the situation of a large number of 
training data and many unlabeled available data that each 
user has. This task has three separate mailboxes. The 
number of training samples is 4,000, and the number of 
emails in a mailbox is 2,500. Task B has 15 separate 
mailboxes, but only a small amount of training data and 
unlabeled data are available. The number of labeled sam-
ples is 100, and the number of emails in each mailbox is 
400. The experiment does not provide the original texts 
of the emails, and the emails are expressed only by 
adopting the properties of tf in vector space model.  

An experiment can be conducted by using the method 
proposed in this paper. First, convert tf attributes into 
Boolean attributes, and normalize them according to the 
formula (9). The value of parameter C is obtained from 
the cross-validation in data adjustment, the value of C in 
task A is 0.05, and the value of C in task B is 0.2. As a 
comparison, another experiment can be conducted by 
using the traditional method of SVM and comparing their 
results. TSVM and the false and missing reports of 
TSVM and the values of AUC are shown in TableⅠ. 

From the above results, we can see that: the rate of 
false and missing reports of TSVM is both less than those 
of SVM, and the values of AUC are larger than that of 
SVM. In addition, we also get very good results if the 
number of training samples are small. 

B.  the Mixed Chinese-English Mails Categorization 
We adopt the emails in the mail server to construct the 

sets of experimental data. In this experiment, the total 
training data are 500, and all of them are from spam or 
non-spam, and are selected randomly from personal 
mailboxes. Test data are the emails in three personal 
mailboxes on the server, and the number of the emails in 

TABLE I.   
THE RESULT OF THE EXPERIMENT ECML-PKDD DISCOVERY 

CHALLENGE DATA SETS 

 
the Rate of False 

Reports 
the Rate of 

Missing Reports AUC 

SVM TSVM SVM TSVM SVM TSVM 

TaskA 0.0277 0.0213 0.0421 0.0088 0.8320 0.9321 

TaskB 0.7177 0.1917 0.5650 0.1200 0.8531 0.9006 
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each mailbox is between 100 and 500, and different from 
each other. Because the emails include both Chinese and 
English language, the construction of all feature spaces 
includes Chinese, as well as English terms. Through 
cross-validation, parameter C is valued 0.15. the rate of 
false reports, TSVM and SVM, the rate of missing re-
ports, and  the value of AUC are shown in tableⅡ. 

Ⅵ. CONCLUSION 

Personal E-mail spam filtering is a challenge to the 
existing categorization method. Because the sample dis-
tribution of each individual mailbox is different, email 
filters need to be adaptable. In this paper, we used TSVM 
to classify personal spam. TSVM can access the special 
rules for each mailbox instead of the general rules for the 
entire sample space. Experimental results show that the 
classifier based TSVM improves the email categorization 
performance, and is better than traditional SVM in the 
handling and filtering of personal emails. 
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TABLE II.   
THE RESULT OF DATA SETS MIXED WITH CHINESE AND ENGLISH 

 
the Rate of False 

Reports 
the Rate of   

Missing Reports AUC 

SVM TSVM SVM TSVM SVM TSVM 

Inbox1 0.7700 0.2050 0.0650 0.0600 0.8401 0.9666 

Inbox2 0.6400 0.2150 0.1850 0.0950 0.8892 0.8986 

Inbox3 0.7300 0.2650 0.2750 0.3600 0.7558 0.7675 
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Abstract— With the rise of Internet technology 
development, 
Browser Server mode has gradually replaced the 
traditional client-server mode. In the new architecture, the 
business logic of software application is implemented 
mainly by the Web server. System bottleneck will arises 
when the network traffic surge which cause greater 
pressure to database access. At this time, server will be slow 
or even to stop work. In this paper, these problems are 
analysis, and some useful methods are given which help the 
server more efficient. 
 
Index Terms—Web server, System optimization, Server 
cluster, Loads balance 

I.  INTRODUCTION 

B/S (Browser/Server) mode generated from the rise of 
Internet technology, it improves the old C/S architecture. 
In the B/S mode, the application server fully realized the 
software application business logic. Processing of user 
requests is fully realized in the Web server and users can 
conduct business deal just by the browser. So this 
architecture is a new information system technology and 
has become the most popular way to set up the 
application software architecture. 

 
First, let's look at how the server works. Web server 

can resolve HTTP protocols. When the Web server 
receives an HTTP request, it will return an HTTP 
response which called an HTML page back. For 
example, to handle a request, Web server can respond to 
a static page or a picture for page jump. The server may 
also generate the dynamic response to some other 
procedures. Such as CGI scripts, JSP(Java Server Pages) 
scripts, ASP(Active Server Pages), server-side 
JavaScript, or some other server technology. 

No matter what their purpose is, these the program of 
server-side usually produces a HTML response to the 

browser. You know, Web server, the delegation model is 
very simple. When a request is sent to the web server, the 
request just is passed to program which can handle the 
request process. Web server provides only an 
environment in which server-side program can be 
executed and the response generated by procedures 
returns, but not beyond the scope of functions. Server-
side programs typically have transaction processing, 
database connectivity and messaging functions. 
Transactions and database connection pool are not 
supported by web server, but it can be configured a 
variety of strategies to achieve fault tolerance and 
scalability, such as load balancing, caching. 

Next we look at an example. We know that an online 
website can provide real-time pricing and availability 
information. The site is likely to provide a form allows 
you to select products. When you submit a query, the 
website will process your query and return the results 
embedded in HTML pages. I want to introduce how a 
web server works and this will help you understand the 
functions of the server. 

Let us look at an online store to find out how the 
server works. If a user visits the website of the online 
store, he will send a request to the web server. When the 
server receives the request, it will start the corresponding 
service process to handle the request. Once finished, the 
web server will formulate information to HTML form 
which the browser can receive. At last, the Web server 
will send this information to user’s browser and the user 
also gets what he needs. 

II.  PROBLEMS ENCOUNTERED IN THE CURRENT SYSTEM  

Web server must be able to achieve higher efficiency 
and stability which is the Web-based enterprise 
applications must have. High reliability can be 
considered as a redundant system configuration. If the 
application server can not handle a specific request 
sometime, there should be the other server which can 
quickly take over this job. 

For an efficient system, if a Web server fails, other 
servers can immediately replace its place on the request 
for processing. The process should be transparent to the 
users and the user can be aware of anything. 

The stability determines whether the application can 
support the growing user requests, it is the ability of the 
application itself. Stability is an effective measurement 
to evaluate how the other factors affect system 
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performance, such as the maximum number of users that 
the system can support, the processing time required for 
a request. 

When the website’s load is very large, there will be 
broadband network congestion and slow response to the 
problem site. How to solve these problems is of concern 
to each technician. For hardware, the maximum working 
load of a single server is limited. Performance of the 
server can not just rely on the improvement of the system 
hardware upgrades. Sometimes, the hardware investment 
is disproportionate and huge financial is not equivalent to 
performance boost. So we must find a solution. 

We know that the bulge in the number of users will 
lead the server into an overload situation. Typically, the 
server will encounter two kinds of overload conditions. 
One is called short-time overload which is temporary. 
This situation is mainly caused by server load 
characteristics. A lot of research shows that web requests 
from the network traffic distribution is similar to that 
Web request traffic can be significantly large range of 
changes. This is often making the server in a short time 
overloading, but it just lasted a very short time. The other 
is called long-time overloaded which is usually caused 
by a specific event, such as the server is attacked by 
Denial of Service attack or a "live lock" phenomenon.    

 The first situation is inevitable indeed but the second 
situation can be eased by improving the server. If not 
considering malicious attacks, careful analysis to the 
server’s process on information package can reveal that 
the unfair CPU usage by high-priority process is reason 
that system performances will degrade under overload 
conditions.  

If all the loads were averagely assigned to different 
internal servers, the server load will be balanced to 
achieve the purpose of optimizing system performance. 
Typically, a group of servers in the cluster system will 
serve the same web application, but from the outside this 
seems like one server. Thus, when a large number of 
visits go into the server, the system will distribute them 
to different processing nodes. In fact, each server 
received only one part of the whole work and can easily 
finish it. So such a cluster server mode can achieve the 
objective of the optimization and decomposition. 

III.  HOW TO SOLVE THE PROBLEM 

The method of diversion load has been mentioned. 
The problem is how to realize it. We must consider the 
real situation of web applications and features in 
optimizing web server. In addition to analyzing the 
characteristics of web load, we should also consider the 
environment of the web server. Server can not only take 
their normal work, but also maintain high throughput in 
the peak period. However, the server under high load 
performance is often below expectations.  

In the solutions, the appropriate time of load diversion 
is important. In the existing server load balancing 
method, two methods are widely used and studied. One 
is the DNS (Domain Name Server) load balancing 
method RR-DNS (Round-Robin Domain Name System). 
In this method, host name will be mapped by the DNS to 

its IP address. When you type a URL in your browser, 
the browser will send the request to the DNS and 
requested return the corresponding IP address of the site, 
which is known as DNS queries. When the browser 
access to the site's IP address, it will use the IP address to 
connect to the site to be visited and display the page to 
the user. Shown in Figure 2, DNS server usually contains 
a single IP address with the IP address by mapping the 
name of the site list. 

 

 
In the DNS load balanced server, the same website has 

several different IP addresses in the DNS servers in fact. 
Each IP address represents different severs in the cluster, 
and all the servers are logically mapped to the same 
website name. Through examples, we can better 
understand this. We will publish three IP addresses to a 
cluster of three machines and DNS server contains the 
corresponding map table. When the first request reaches 
the DNS server, the IP address of the first machine is 
returned; when the second request arrives, the second 
machine's IP address is returned. And so, when the fourth 
request arrives, the first machine's IP address will be 
returned again, so on the cycle. 

Using DNS Round Robin method, all requests will be 
equally distributed to the group of machines in a 
particular site. All nodes in the cluster share the task of 
network services. It is obvious that the possibility of 
occurrence of the bottleneck will be reduced.  

The biggest advantages of DNS Round Robin is easy 
to implement and inexpensive. If you want to build such 
a system, you need not require additional auxiliary 
equipment. The hardware costs are very low and the 
whole system is easy to set up. To support the rotation 
schedule, the system administrator only needs to make 
some changes to DNS servers, and in many newer 
versions of the DNS server, this function has been added. 
For web applications, the code does not require any 
modifications. In fact, Web application itself will not 
aware of the load balancing configuration, even in front 
of it. Server performance scalability is also very easy. 
You can easily improve system responsiveness by adding 
a new server into the cluster. For the users, the building 
process is simple and advanced network knowledge does 
not be need. Even if there will be some problems later, 
all the maintenance is also very convenient. 

This software-based DNS load balancing method has 
some main shortcomings. One is that it can not ensure 
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the consistency of the association service provided by the 
system. The consistency is an important ability which the 
load balancing server system should have. The system 
must determine the session information is on the server 
side or bottom of the database level to guide the user's 
request to the appropriate server. But you will find that 
this system does not have such intelligent features, 
because it is to carry out similar judgments through the 
cookie, hidden fields and URL rewriting. When a user 
establishes a connection with the server by the text-based 
approach, all of its follow-up visits must be connected to 
the same server. Now the problem arises. The server's IP 
is being temporarily stored in the browser cache in such 
system. Once the date is invalid, the connection has to be 
re-established. But the request of the same user may be 
assigned to a different server to process, and then all of 
the previous session information will be lost.  

Another problem is that the system does not have high 
reliability to support high reliability. We know that a 
cluster has several nodes. If one node fails, then all 
requests assigned to the node will not be respond. Such 
situation is not that we would wish to see. So we must 
periodically check for damage nodes in the routers to 
avoid above situation.  Once found, the damaged nodes 
will be removed from the list. But ISP (Internet Service 
Provider) would store the data of DNS in cache on the 
Internet in order to save time. In fact, update of DNS will 
be very slow and some users can not avoid visiting some 
sites that no longer exists, or lack of access to some new 
site. So the DNS Round-Robin resolved load balancing 
to some extent, the situation is not very optimistic. 

IV.  HOW TO IMPROVE 

We can overcome the shortcomings of the above by 
improving the load balancer. Virtual IP address is a good 
way to resolve many problems that the above method 
has. 

The system using a virtual load balancer looks like a 
server with just a single IP address for visitors. Of 
course, this IP address is virtual address. Shown in 
Figure 3, it maps all the address of each machine in the 
cluster. When the request reaches the load balancer, it 
rewrites the request's header file, and assigned to one 
machine of the cluster. 

 

 
If a machine is removed from the cluster, the request 

will not be sent to the server that no longer exists, 

because all the machines have the same IP address in the 
face of it. Even if a node in the cluster is removed, and 
the address does not change. So the cached DNS on 
internet are no longer a problem. When a response 
returned, the client browser can only see the returned 
results from the load balancer. In other words, the client 
operation is targeted at the load balancer. For subsequent 
operations, it will be fully transparent to the client.  

This method also ensures a server to be consistent. 
Load balancer reads the cookies or URL in each client 
request. Based on the information, the load balancer can 
rewrite the header and sent the request to the appropriate 
node which will maintains the corresponding session 
information requested by the client. Note that there is a 
problem. In normal HTTP communications, load 
balancers can provide consistency. But it can not provide 
the same service through a secure channel. For the load 
balancer is not allowed to deliver the information hidden 
in one session when the message is encrypted. So it is 
difficult to handle session information in the encrypted 
request. However, there are two ways to solve this 
problem. 

First, a proxy server should be set up before the server 
cluster. It accepts all encrypted requests and decrypts 
them. Then the treated requests are re-sent to the 
appropriate node. This approach does not require 
additional hardware support, but it will add an additional 
burden on the proxy server. 

Second, we can set up a Special hardware decoder. 
The requests will be decrypted by the decoder before 
they reaches the load balancer. In this way, processing 
speed is faster than the proxy server. But the cost is also 
high and the complexity of the system is obvious. 

Since all of the web application requests must go 
through the load balancing system, the system can 
calculate many useful data, such as the number of active 
sessions, the number of active sessions, response times, 
peak load times, and so on. All of these statistics can be 
well used to adjust the whole system performance. 

 Virtual load balancer has some disadvantages, such as 
expensive cost and complexity system.  For the load 
balancer is the single hardware that all the requests are 
via to pass, any failure of the load balancer would lead to 
the collapse of the entire system. This reduces the 
system's fault tolerance. 

V.  CONCLUSION 

In B/S mode it is essential to maintain high-
performance of web server. When the system has low 
efficiency caused by the bottleneck, it must take some 
measures to reduce system burden. Some ways 
mentioned in this article to solve these problems and 
these methods also some shortcomings. In fact, to a 
specific solution, the characteristics of the specific 
application environment should be taken into account 
and advantages and disadvantages of each method have 
to do a detailed analysis. Only in this way we can really 
solve these problems. 
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Abstract— Efficient scheduling of tasks for an application is 
critical for achieving high performance in heterogeneous 
computing environment. The task scheduling has been 
shown to be NP complete in general case and also in several 
restricted cases.  The paper introduces a novel framework 
for task scheduling problem based on Ant colony 
optimization (ACO).  The performance of the algorithm is 
demonstrated by a Matlab program for producing effective 
schedules for random task sets . 
 
Index Terms—Ant Colony Optimization, Parallel 
programming, Task scheduling 

I.  INTRODUCTION  
 A parallel program ,which offers an effective and 

promising alternative choice for high performance 
computing, is a collection of separate co-operating and 
communicating modules called tasks and processes. Tasks 
can be executed in sequence or at the same time on two or 
more processors.  An efficient task scheduling avoids the 
situation that some processors are idle while others have 
multiple jobs queued up. The task scheduling activity 
determines the execution order. To meet the 
computational requirements of a larger number of current 
and emerging applications, a satisfactory algorithm for 
task matching and scheduling is able to enhanced the 
parallelization functions. 

One of the key challenges of such heterogeneous 
systems is the scheduling strategy. Given an application 
modeled by a dependence graph, the scheduling problem 
deals with mapping each task of the application onto the 
available processors in order to minimize makespan.The 
task scheduling problem has been solved for years and is 
known to be NP complete [1]. Several heuristic 
algorithms are proposed in literature to solve this problem. 
These heuristics are classified into different categories 
such as list scheduling algorithms, clustering 
algorithms,but there have been  being  limitations. For 
example, the solution quality is not guaranteed for large 
sized problems. 

Reliability of  the heterogeneous systems has a vital 
role in scheduling the application on to the processors. As 
heterogeneous systems become larger and larger, the issue 
of reliability of such systems needs to be addressed. This 
problem can be prevented by a constructive algorithm 
based approach, called Ant colony Optimization (ACO). 

Ant Colony System (ACO) 
ACO is originally designed to find a better solution to 

Traveling Salesperson Problem (TSP), where a 

salesperson is going to visit each city exactly once so that 
to travel the minimum distance. Difficulty of solving TSP 
comes from how to find a better route (shortest route). 
Computationally, this problem is known as NP-hard thus 
it is hard to exactly find an optimal solution. Suppose we 
are standing on a present city and going to find a better 
trip of visiting a set of n  cities. To this end, ACO 
algorithm decides the next based collective pheromone 

trails of ants and a probability 0
p .  If a uniformly 

generated random number p  is greater than 0
p  then the 

next city is decided by the highest probability:  
αβ τη ][][maxarg ijijNj∈

                                                 (2.1) 

where N is the set of unvisited cities, 
ij

η is given as 

the reciprocal of distance between city i  and city j , 
ij
τ  is 

the pheromone on the path between cities i  and j .  The 
parameters βα ,  are predetermined who are sometime 
sensitive to the convergence of an algorithm in practice. If  
p  is less than 

0
p  then the next city is decided by the 

following probability: 

∑
∈

=

Nl
ilil

ijij

ij
p

αβ

αβ

τη
τη

][][
][][                                                  (2.2) 

The pheromone on the path is updated after an ant 
moving to the next city j . The update rule is kept to as 
follows: 

0
)1( ρττρτ +−=

ijij
,                                            (2.3) 

where, 
0
τ  is a predetermined parameter, and ρ  is an 

evaporative rate of pheromone.  After a tour completed, 
ACO will globally update the pheromone on the path of 
current best tour by the following global update rule: 

V
gijgij

ρτρτ +−= )1( ,                                        (2.4) 

where, V is the best value of objective function, 
g

ρ is 

an addition rate. 
We summarize the ACO algorithm as follows: 
Step 1 initialize all parameters used  in the algorithm 
Step 2 do the following steps until a tour is completed 
2-1 select a city according to  (2.1) and (2.2) 
 2-2 update the local pheromone according to  (2.3) 
Step 3 global pheromone update on the path of current 

best tour by (2.4) 
Step 4 go to Step 2 until the stop criteria are satisfied. 
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II. METHODOLOGY 
parallel programming systems is based on scheduling 

the tasks  to be executed.  Suppose that n  tasks from m   
tasks  terminals are submitted to work center. A parallel 
programming systems has a number s  of  process  
terminals to execute the tasks. Our task is to place each 
task to a right process  terminal in order to maximize the 
outcome for the parallel programming system.The 
different priority level will also be given to task terminals 
refering to their past contribution to the system. In this 
research we do not focus on how the methods of 
measuring the contribution of a task terminal. Instead  we 
suppose the priority level is given.  

The main difficulty is how to build up the path and the 
route when one applies ACO to solve a certain problem. 
To express our approach we use the following variables 
to express the methodology in this research. 

Sets of tasks  from task  terminals: { }moo ,,1 …  

Prices for different process  terminals: { }stt ,,1 … , per 
second (depends on performance ,customers' 
satisfactions ,response speed etc. of each process 
terminals ) 

Maximum available time for each process  terminal: 
{ }suu ,,1 …  

Tasks index by different task  terminals:  
{ },,;;,, 1111 1 mmnmn cccc ………  

nnn m =++"1 . 
Priority level of task  terminals: { }mee ,,1 …  
Timetable of  processing  in time (sec.):  

an ms×  matrix
)(

ij
b

, { } { }mjsi ,,1,,,1 …… ∈∈ .  
The revenue of a timetable is calculated by  

)( ij
i j

iji wbtf ∑ ∑=
,                 (3.1) 

where, ij
w

 is a 10 − binary matrix. The elements of 

matrix 
)(

ij
w

 are divided to n  groups, each group 

corresponds to a process  terminal. All ij
w

 in the k -th 

group take value 1 if all tasks kki
c

of process  terminal 

ko are processed. Otherwise, All ij
w

 in the k -th group 
take value 0.   

Now we apply ACO to find a global optimal timetable. 

We start with allocating an ant to an task kki
c

based on 
the credit information on the advertiser by a probability  

       
∑
∈

=

Ni
i

i
c c

c
p

i
                                                  (3.2)                                                                                              

 A high priority level is given a higher priority to have 
its task to process. After a task determined according to 
the priority level information (3.2), a break is determined 

to process the task according to rules of (2.1) and (2.2). 
Then the above process is repeated until a timetable 
completed. The objective value f is obtained according 

to (3.1). This value is used to give pheromone kj
η on the 

path from k to j . 
The reason for applying the ACO algorithm in this 

research is to exploit its excellent searching ability to 
maximize the objective f  over all feasible timetables.  

The complete algorithm is listed below: 
Algorithm AcoMaxOutput 
Step 1 form an initial pheromone by set 

jiij
te +=η

for iin
c

going to time slot j .  

           And 
.1=

ij
τ

 Set all parameters . 

Step 2  choose an task kkn
c

according to (3.2).   
            Uniformly generate an random value p . 

            If 0
pp ≥ , compute probabilities according to 

(2.2) and local update according to (2.3) to determine a 

break subject to iu . 

            If ,
0

pp <  compute (2.1) to find a time j to 

air kkn
c

. 
Step 3 If a timetable is not completed,  go to Step 2.  

Step 4 compute f  according to (3.1). 

            If f  is currently best, set fV = . Global 
update according to (2.4) on the path of current best 
timetable. 

            If f  is less that current best, set 1=V . 
Global update according to (2.4) on the rest of the path of 
current best timetable. 

   Step 5 go to Step 2 and repeat several times. 
We will see that the initial 

values
jiij

te +=η contribute to obtain a better f  within 

initial iterations. At Step 2 
kkn

c is chosen by credit 

information of advertiser. This setting is very important to 
control no-show risk.   

III. NUMERICAL EXPERIMENTS AND DISCUSSIONS 
 

To investigate the performance of AcoMaxOutput, we 
conducted numerical experiment using a dataset of task 
times (in second) and price for different process  
terminals. Dataset   

task times (in second) are showed in table2 according 
to second. We have 207 tasks in total. Price for different 
process  terminal is  is listed below in detail: 
 

Table 1: Price value for different process  terminal 
 
[60 40 40 40 40 40 60 60 60 60 60 80 80 60 60 60 100 

80 100 100 100 100 80 60] 
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The tasks come from twelve different tasks  terminals. 
The detailed times are listed as follows: 

 
Table 2: task time in second 
 
Tasksterminal  

1
o  : 

15,13,15,14,15,14,14,14,15,14,15,15,15,15,14,13 
Tasksterminal

2
o : 

14,16,15,15,15,15,14,14,16,14,17,15,15,16,14,14 
Tasks terminal                               

3
o  

: 15,14,13,15,14,14,14,14,16,16,16,15,16,16,16,15,17 
Tasksterminal

4
o : 

17,15,15,14,16,15,15,15,14,15,15,17,15,14,15,15,15,16 
Tasksterminal

5
o : 

15,14,16,15,14,14,16,16,14,14,15,16,16,15,14,17,15,16,1
5, 

Tasksterminal
6

o : 
15,16,15,13,15,14,13,14,15,14,15,15,16,15,15,16,12,16,1
5, 

Tasksterminal
7

o : 
14,13,15,16,15,16,15,14,16,13,14,15,15,15,13,16,16,14,1
6 

Tasksterminal
8

o : 
16,16,17,15,14,17,14,15,15,14,14,15,15,15,16,16,16,14,1
5, 

Tasksterminal
9

o : 
16,16,14,18,15,15,16,14,14,15,15,15,15,15,15,16,16,16,1
5, 

Tasksterminal
10

o : 
15,15,14,15,19,15,14,16,13,15,15,15,14,15,15,14 

Tasksterminal
11

o : 
15,15,15,14,15,13,14,14,17,15,14,15,13,14,15,17 
Tasksterminal                                  

12
o                              :   

15,18,16,16,14,15,16,16,14,15 
 
12 tasks  terminals provide 219 tasks. The value of 

i
t in the algorithm is replaced by the data in this table. 

We suppose that priority level of 12 tasks  terminals 
as follows.  

 
Table 3: Priority level of 12 tasks  terminals 

 
[450  300  200   450  400  280  400  450  200  400  450  
200] 
[1300 1450  200  400  450  200  400  450  260  400   50   
50] 

 
Credit information is measured by many methods. 

Variety of this dataset influences the revenue for the 
broadcasting station.  

ACO algorithm works with many parameters, some of 
them are very sensitive to its convergence.   Therefore, 
setting better parameters can be a key to make ACO 
algorithm work efficiently. After running AcoMaxOutput 

using the trail parameters with small-scale data, we 
eventually set the important parameters and other two 
initial data as follows: 
 

Table 4: initial data setting 
 
α  

 
β  

 
ρ  

 
g

ρ  

2 1 0.2 0.2 

Maximum time 
limitation for 
each_break 

total_number_ 
of_iterations 

50 500 

 
A wrong initial dataset may make the algorithm not to 

be convergent. Search ability and convergence are two 
main criteria. We found that our algorithm provides quite 
good results with the dataset in this table under the above 
two criteria. 

A program based on AcoMaxOutput was coded using 
Matlab. The program was executed 10 times with the 
credit information described in Table 3. We obtained two 
sets of 10 better output in the following Table 5.  The 
results in 2nd  &5throw and 3rd &6throw correspond to the 
2nd dataset and 3rd dataset in Table 3, respectively. 

 
Table 5:  10-run results 

# of 
run 1 2 3 4 5 
Best 

Revenue
1 

 
80420 

 
80400 

 
80280 

 
80040 

 
80120 

Best 
Revenue

2 
80080 80200 80180 80060 80020 

# of 
run 6 7 8 9 10 
Best 

Revenue
1 

 
80160 

 
80220 

 
80360 

 
80160 

 
80400 

Best 
Revenue

2
80060 80200 80060 80260 80030 

 
The bset output we obtained each time is relatively stable.   
 
One of the 10 runs are depicted in below Figure 1. We 

see that the algorithms starts with a very good Output 
value . We believe that this good result is benifited from 
the setting 

jiij
te +=η  in Step 1 of AcoMaxOutput. 

Actually, we found that the first Output value can be 
declined to less than 3000 while we set 1=

ij
η  as the 

initial data. 
When the credit information is changed slightly (see 
dataset in 3rd row in Table 3), we see that the best 
revenues in 3rd row (Best Output2) of the 10 runs in Table 5 
were changed slightly as well. Figure 2 portrays the f  
value in each iteration of one of the 10 runs. We see the 
stability and higher search ability of AcoMaxOutput. 
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The numerical experiments show that the optimal 
output is influenced by the priority level of tasks  
terminals 

IV. CONCLUSION AND FUTURE RESEARCH 
We have studied how to apply the ACO algorithm to 
maximize the outcome for parallel program system . 
Different with TSP, there do not exist explicit paths and 
routes, which are needed to put the pheromone on and 
make ACO work well. The main contributions of this         

Figure 1: Output and iteratons 

Figure 2: Output  using a different dataset of priority level 
 

research are: 
(1) proposed a method to build a route in order to 

store the pheromone to maximize the output.  
(2) based on above ideas, we proposed algorithm         

AcoMaxOutput to solve this revenue problem 
using credit information of advertiser.   

(3)  found a good initial data jiij
te +=η in Step 1 of 

AcoMaxOutput, while the most other ACO-based 
algorithms use 1=

ij
η  or a constant number 

suggested by, such  as,  Karpenko, Shi and Dai 
(2005).   

The results show that AcoMaxOutput works efficiently 
and credit information can influence the optimal revenue. 
We know that substantial experiments should be 
conducted in this research field. There many topics we 
are interested in area such as how does the Priority level 
influent the oOutput and how deep it could be. We 
consider doing this research in near future.  
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Abstract—Pervasive Computing has become a hot research 
field and human computer interaction in Intelligent Space is 
an important branch, fully reflect the characters of 
Pervasive Computing. In the scenes where various kinds of 
resource changes and information interaction occurs at 
anytime and anywhere, how to achieve computers serve 
human transparent in their daily lives is an important issue 
that need focused on. Having analyzed the characteristics of 
information interaction and studied the function that model 
required, a dynamic intelligent space four levels model was 
proposed in this paper. MPLS technology was used in the 
area of data information transmission to realize low time 
delay and low packet loss rate in the transfer process of data 
packets; A privacy protecting model was defined in the area 
of users’ information protecting to realize privacy 
protection for users in their different identities.  
 
Index Terms—Pervasive Computing, Intelligent Space 
Model, MPLS Technology,  Privacy Protection Model 

I.  INTRODUCTION 

The idea of Pervasive Computing was put forward by 
Mark Weiser [1] chief executive of Xerox in 1991, which 
combines wireless network technology, artificial 
intelligence technology, human-computer interaction 
technology, database technology, embedded technology, 
mobile communications technology [2], small computing 
devices operating systems and small Computing 
equipment manufacturing technology, etc. It is embedded 
into the daily environment or computer tools, which 
breached the limit of that users sit in front of the 
computer and made the computer itself in the 
disappearance of people's line of sight, at last, the center 
of people’s attention return to the task itself completely. 
Pervasive Computing environment is the integration of 
information space and physical space, which can obtain 
digital service transparent anywhere and anytime.  

Promoters of Pervasive Computing hope that 
computing can be embedding to the environment or day-
to-day tools to make human feel it is more natural when 
they interact with computers [3]. And the notable goal of 
Pervasive Computing is to make computer equipments 
can sense the change of the surrounding environment, and 
automatically do the action what users need or they have 
already set. For instance, a user is meeting and his cell 
phone can incept the information of this meeting 
environment and automatically switch a quiet mode, and 
automatically answer calls, "master is in the meeting". 

II.  RESEARCH OF INTELLIGENT SPACE MODEL 

A.  Intelligent Space 
The intelligent space based on Pervasive Computing 

reflects the integration of information space and physical 
space. All kinds of information equipments, technology 
and the environment space synchronizes together, which 
let people enjoy the convenience that all kinds of 
information bring to them without paying attention to 
technology or equipment itself, which has space 
refractivity, we can refer to an office or a classroom, and 
can also be a building, or can be large to a district, a city, 
in the areas of the Internet can also refer to the entire 
world [4].  

B.  Four levels space model 
Through analyzing the interactive feature of intelligent 

environment information and researching the function 
what the model need implement, dynamic information 
space model to achieve different requirements of 
intelligent environment to information interactive was 
presented [5]. With the analysis of information units, the 
model provides information interaction mechanism, 
dividing into four levels, information environment 
oriented mechanism, equipment oriented mechanism, 
Judgment recognition oriented mechanism and ultimate 
user oriented mechanism. Using different levels of DIU 
(Dynamic Information Unit), the model can make 
intelligent environment changing in different scenes. 

Given the definition of information unit, DIU= (Iscene, 
R，Ability，Context, SV). Iscene denotes a type of 
information, for example, the different form of the 
temperature information, etc. R denotes the service for 
Iscene, for example, mobile sound serve based on sound 
service, etc. Ability denotes the able of equipment, for 
example, projection equipments have display function 
and voice function, etc. Context denotes the environment 
of Iscene, for example, a quiet meeting environment or a 
driving environment with safety guarantee, etc. 
SV(Security Verify) denotes the verify mechanism which 
ensure the information transport in the model on the safe 
side and the privacy protection mechanism, for example, 
if the message in information transport aspect is not trusty 
after verified, the alarm will be sent to the equipment; in 
the privacy protection aspect, model protects users’ 
privacy information and physical location. 
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The DIU of dynamic information space is divided into 
four levels, which are DIU1 (Iscene, R), DIU2 (Iscene, R, 
Ability), DIU3 (Iscene, R, Ability, SV)和 DIU4 (Iscene, 
R, Ability, Context, SV).Chart one reflects the relation of 
DIU: 

 
Figure 1. the relation of DIUs 

C.  Using MPLS technology in the model 
MPLS (Multi-Protocol Label Switching) is grouping 

transmitted protocols based on fixed-length labels 
transmitted, combined with Mobile IP can improve 
grouping transmitted rate and service quality. In MPLS-
based mobile Ipv6 network environment, designed low 
latency and low packet loss rate and with error recovery 
ability switch protocol is particularly important to ensure 
that information of the model is accurate, rapid 
transmission [6]. 
 
1. Transfer switch algorithm  

While (MN demand for a switch) (  
1) MN sends out the transfer request to CAR, 

requesting CAR to collect NI;  
2) if (the transfer request of MN is the first time | | the 

interval of two requests > T) / / T is the time of routers 
update, in this new routing algorithm, generally every 10s 
update a time.  

 {CAR collects NI, updated forecast information 
table, and sends the information table to the MN;}  {Else 
to 6};  / / MN, CAR and TAR need not repeat the work 
done by the previous.  

3) MN chooses a TAR, and send it to CAR;  
4) CAR sends the transfer request to TAR;   
5) TAR finds CR nodes with the CAR, and 

establishes LSP between TAR and CR (Figure 2);  
6) MN switch. During the MN is out from the CAR to 

connect to the TAR, the data packets for sending MN is 
intercepted by CR, who will send the packets to TAR;  

7) if (MN switching success) (MN and TAR 
completes bundled update BU;)   

{Else MN returns to the CAR, to Step 1}; / / switch 
failure  

8) TAR answers and sends data packets to MN;  
 ) 

2. Analysis the process of transfer switch 
In the mobile MPLS network, MN sent the transfer 

request to CAR and requested CAR to collect network 
information of other AR. CAR received the transfer 
request, through the step by step discovery mechanism to  
collect NI and establish forecast information table, and 
sent the information to MN. In according to their own 
service requirements, MN chose a suitable transfer switch 
node as the goal of access routers TAR from the forecast 

information table, based on TAR which MN has chose, 
CAR sent out transfer request to it, which told TAR a 
mobile node will be here. TAR reverted to CAR firstly 
after it accepted the request, secondly used the algorithm 
similar to the literature 7 to find the CR nodes of CAR 
and TAR , thirdly established the LSP between TAR and 
CR, then waited the switch of MN. 

 
Figure 2. designed network topology 

 

D.  Privacy protect model 
Pervasive Computing environment has dynamic 

specialty which make it difficult to protect privacy. In 
this environment the operation must be truly invisible and 
ubiquitous, it is crucial to users for their behalf. In order 
to achieve this, the environment should possess enough 
information of users in every situation where they may be 
involved. But the pervasive of the system depends largely 
on gaining and sharing of users’ personal information 
with other entities, sometimes without users’ directly 
consent.[7] 

In the Pervasive network environment, users can get 
enough information from local information equipment in 
different places where they are, for example, when Mr. M 
got airport hall, his PDA contacted information server 
and got the information Mr. M need. In order to 
guarantee the privacy information of Mr. M and what he 
inquired not be known by non-authority users, privacy 
protect model should be embedded in the third level of 
space model. 
1. Proposed new model of privacy protect 

Considering the dynamic change of each factor in 
Pervasive environment, there are too much differences to 
effect the result of privacy protect, which include different 
levels and mechanism of privacy protect for people in 
different place; different restricting degree of social, law 
and moral criterion in different environment; different 
information equipments and the information they have, 
etc. 

After synthetically considering the method of accessing 
control and the factors effect privacy protect, we put 
forward privacy protect model based on priority level, 
(Preferred Privacy Level Protect Model)  

PPLPM=User ((L,M,S),T,C,UI,IV,IR,IU) 
L stands for Law; M stands for Market Moral Norms; S 

stands for Social Surroundings; T stands for Technology 
Method; C stands for a set of Contextual Variables; UI 
stands of User Information; IV stands for Information 
Veracity; IR stands for Information Receiver; IU stands 
for the type of Information Use. These parameters are 

Internet

HA CN
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interrelated and interdependent, through their different 
matching, the dynamic privacy protection mechanisms can 
be implemented in real time environment, which provide 
privacy protection for users in different environments and 
different time. 

 
Figure3. Privacy Protection Model 

 
2 Privacy protect method 

1). Identity management protocol 
In the identity management equipments of users, 

different identity subsets of users are allowed to show 
depending on context relation. In Pervasive environment, 
the equipments should be interconnected with other 
equipment for interaction in the operating environment, so 
they can’t be restrict to contact with one user or some 
users. In this identity management based on context guide, 
users can be aware of the occurrence of the operation 
which is not practised by them and do the corresponding 
control to achieve privacy protection.  

2). Maze protocol  
Maze is a protocol aiming at ensuring the privacy of 

users and the anonymity of their communications. 
Through this protocol users communicate with each other 
and access resources through appropriate authentication 
technique, at the same time preventing the disclosure of 
their physical locations. Maze’s operation is based on it’s 
portals、routers and circuits. Maze routers are deployed 
in a hierarchical fashion. Leaf level portal is the beginning 
of the circuit, which can connect the user directly, but it 
can’t distinguish the true identity of users. When users do 
operation, they connect leaf level portal firstly, then 
through circuit route a “storage center” can be get, which 
is actually a storage of the user's information routers, in 

where the identities of users can be distinguished, and 
ultimately realizing users the operation. With this 
protocol, leaf level portals have real physical address 
unknown users’ identities, and storage center can identify 
user without known the full address of users, getting the 
result of privacy protection. 

E.   summarizes 
This paper defined a four levels model of intelligent 

space in Pervasive Computing environment. The 
transmission of data and other information used MPLS-
based mobile Ipv6 technology in the model, makes the 
transfer process of data packets achieve a effect of low 
latency and packet loss rate, makes the transmission of 
information rapidly and accurately. Privacy protect model 
is embedded in intelligent space model to make sure the 
transmission of information  safe and accurate and users’ 
privacy can be protected. This model not only can be used 
in small-scale intelligent space, such as: the smart 
classrooms and smart conference rooms, but also can be 
applied in a wider room and domain in Pervasive 
Environment. 
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Abstract—Because of the traditional way of metering error 
and low efficiency, we propose household metering system 
design based on Zigbee and GPRS technologies, using 
PIC18LF4620 as the core processor and CC2430 chip as 
close communication function, using SIM300 chip as 
communication function in distance. Clustering structure of 
the network to reduce data traffic, Energy-saving sleep 
cycle has been achieved. Experiments have proved that this 
system can be safely. 

Index Terms—Zigbee; GPRS; Meter reading system; 
structure of Clusters; CC2430 

I.  INTRODUCTION  
With the development of the computer, wireless 

communications and the rapid development of 
microelectronics technology, the people’s life standard is 
constantly enhancing. And the demand of the home 
automation, building automation is also increasing. For 
households at the top of high buildings and luxury 
housing plot, the traditional meter reading has been unable 
to meet the future residential development needs, 
traditional metering not only waste labor human power, 
but also exit  man-made meter error. If there is always no 
body at home, and charging are even more difficult. Smart 
increasing demands for remote meter reading. Using 
remote, wireless meter reading system can avoid manual 
meter reading mistakes, and errors of leakage of metering 
reading. It can improve efficiency, reduce labor intensity, 
and liberate labor, force. To meet demand, this paper will 
make the use of the ZigBee and GPRS technology to 
design a system that automatically copied in distance. 

II. ZIGBEE AND GPRS TECHNOLOGIES  

A. ZIGBEE TECHNOLOGY 
ZigBee technology is emerging following the 

Bluetooth. It is short-range, low power, low cost and low 
complexity of wireless communications technology. The 
technology is applies value in the home automation, 
building automation, industrial control and industrial areas 
of logistics. ZigBee uses FM technology and spread 
spectrum technology to work in the 2.4GHz (global 
epidemic), 868MHz (Europe, popular) and 915MHz (U.S. 
pop), and in these three bands can transit high data rapidly 
with 250kbps, 20kbps and 40kbps. When using the 
2.4GHz band, ZigBee technology can transmit 10 meters 
in the indoor, while in the outdoor transmission distance 

can reach 200 meters; in other uses spectrum, the indoor 
distance is 30 meters, while in the outdoor transmission 
distance can reach 1000 meters. The actual distance will 
be based on the size of the transmission power. 

ZigBee technology has a variety of network topologies 
shown in Figure 1[1] 

    

(a) STAR       

      

(b) CLUSTER 

 

(c) MESH 

Figure 1.  The third network of topology structure of ZigBee 
technology 

Compared with other networks, ZigBee has the 
following advantages: low power, low cost, short time 
delay, network large capacity, reliability and safety. 

B.  GPRS technology 
GPRS, is a short form of General Packet Radio 

Service. It is the European Telecommunications 
Association (the GSM system), It is technological 
innovation about exchanging and transmitting in groups. 
GPRS shares wireless channel, using IP to PPP to achieve 
data terminals in high speed and in distance. As the 
existing of GSM network to the technology of the third 
generation of mobile communication (2.5G), GPRS, has a 
significant advantage in many ways. It provides end to 
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end, wide-area wireless IP connection. It has the 
characteristics of using existing net works, using 
resources, always online, high transfer rate, reasonable 
cost and so on. 

III. THE DESIGN OF SYSTEM STRUCTURE AND 
NETWORK  

A. THE MAIN STRUCTURE OF SYSTEM, FUNCTION AND 
TECHNICAL SPECIFICATIONS 

The system of home meter reading is composed of 
control terminal in distance, GPRS module and user 
metering module. Shown in Figure 2. 

 
Figure 2.  The whole diagram of the system 

User meter reading module uses 2.4G free of charge, 
without application band. By the ZigBee network 
coordinator, the center of the network node, full-function 
device (FFD), a reduced functionality device (RFD) to 
form ZigBee wireless networks[1], to achieve the 
instrument of data copying and transmission and other 
functions. 

ZigBee network is for short distance communication, 
and GPRS is networks for remote communication. they 
can combine with each other, through the net work’s 
gateway to achieve a user meter copying to control and 
transfer in distance. 

Home Meter Reading system should have the 
following functions:  

• Timing, location, automatically copy the user's 
electricity, water, gas volume. 

• Low-power, low cost, reliable, safe.  
• To user’s meters of electric water and gas 

working condition monitoring in time. When each 
of them work abnormally it can report 
automatically. 

• To provide effective operating parameters for the 
property sector and offer the basic data for the 
implementation of automatically meter copying. 

• To realize the transmission and processing of data 
in distance. 

B.  The network structure design  
Using the combination of ZigBee and GPRS network, 

to copy home meters. Show in Figure 3. 
The function of communication in short distance uses 

the CC2430 chip by chipcon company. A simple external 
circuit can constitute a data transceiver module. Remote 
communications of GPRS module uses SIM300 chip, its 
stability is relatively high. In the process of 
communication, the system goes through the RS232 serial 
port to send commands and data to SIM300, then SIM300 

begin landing GPRS Gateway to get IP address 
successfully, after that starts to communicate with the 
remote control terminal, thus establishing a 
communication link with the Internet.  

 
Figure 3.  Network Structure 

As the close communication within the node in the 
same region, data transmitting has great redundancy, so 
taking clustering structure of the network, and distributing 
centralized nodes to form clusters and elect cluster head. 
cluster node, among the data distribute to cluster head. 
cluster The first collection of cluster nodes within the 
cluster data fusion of information to complete work on 
packet compression, reducing the flow of data to achieve 
the purpose of energy saving[2]. 

IV. THE DESIGN OF HARDWARE 

A.  THE DESIGN OF USER METER READING MODULE DESIGN 
User meter reading module consists of three parts, 

intelligent instrument data acquisition module, data 
storage and data transfer module of ZigBee. 

ZigBee module uses CC2430 chip. CC2430 accords 
with IEEE802.15.4 standard, and it is special chip in 
ZigBee. In addition to the CC2430 including RF 
transceiver, it also incorporates enhanced flash memory 
8051MCU, 32 / 64 / 128KB, and it watchdog of 8KB of 
RAM, and the ADC, DMA, etc.. CC2430 can operate at 
2.4GHz frequency band, using low voltage (2.0 ~ 3.6V) 
power supply and low power consumption (when 
receiving data 27mA, send data 25mA), its sensitivity 
reach to-91dBm, the maximum output is +0.6dBm, the 
maximum transmission speed is 250kbis/s[3]. CC2430 
module data transmission path and the process show in 
Figure 4. 

 
Figure 4.  CC2430 module data transmission path and the process 

Data collection needs to store the received data, and 
then select the path to send data out. It needs adequate 
storage unit. Select PIC18LF4620 MCU as the core 
processor. In the state of idle and sleep, you can make the 
system power consumption to a minimum. Interface is 
simple and little devices, simplifying the hardware 
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debugging more difficult, increasing the stability of the 
system. The interface circuit of PIC18LF4620 and 
CC2430 show in Figure 5[4]. 

 

Figure 5.  The interface circuit of PIC18LF4620 and CC2430 

B.  The interface of GPRS data transmitting module and 
ZigBee network 

SIM300 is used in the communications of GPRS 
data transmitting chip module, SIM300 has TCP / IP 
protocol stack. It can facilitate the achievement of 
Internet access. Using the RS-232 serial communication 
interface to communicate with the chip, to support EGSM 
900M, DCS 1800M and PCS 1900M 3 total bands, to be 
compatible with GSM Phase 2 / 2 +. It has small size, 
low power consumption, can provide voice, data and 
messaging functions [5]. GPRS network and ZigBee 
network hardware connections shown in Figure 6. 

 

Figure 6.  The diagram of ZigBee network and the GPRS network 
interface connection 

V. SOFTWARE DESIGN 
About software design, every communication 

protocol layer has to save energy. The communication 
between sensor nodes and the network coordinator 
introduce an example of communication process among 
the ZigBee modules. Before ZigBee modules making 
communications, it initializes effectively, ZigBee sensor 
nodes and the initialization process of the coordinator 
shown in Figure 7. In the initialization process, the 
network coordinator issues a request to connect sensor 
nodes. After the sensor nodes successfully receive and 
verify a data frame, and MAC command frame, the node 
returns to the confirmed frame. The ZigBee module of 
the sensor node is in dormancy. After finishing 
initialization, ZigBee module information processing as 
shown in Figure 8, the network coordinator is in working 
state, waiting for the response of the connection request 
of sensor nodes, and when the fixed time is up, sensor 
nodes take the initiative request to connect the network 

coordinator, and reported to the network coordinator 
about the collected data of intelligent instrument. Sensor 
nodes and link nodes, and the communication between 
the link nodes and network coordinating is like this[6]. 

                    
 
Figure 7 ZigBee module                         Figure 8 ZigBee module 

 Initialization flowchart             information processing flowchart  
 
The program of the sensor nodes collect in the fixed 

time, A/D conversion, the fixed time of sending and 
dormancy, the nodes of router and coordination achieve 
the function of data forwarding and routing. Note that 
when programming, data communication between 
coordinating node and the GPRS modules should follow 
the appointed message so that the remote control terminal 
can analysis the reported message better[5]. 

VI. RESULTS OF EXPERIMENT 
During experiment, six sites were selected and 

formed a small sub-cluster network and elected a cluster 
head. Every send the collected data in the fixed time to its 
cluster head. After finishing transmitting data, node was 
in dormant state. Cluster head finish fusion of data 
among clusters and compress the data packet, then 
transmit to routing node, and send data through a series 
of routing nodes to the GPRS module. GPRS module 
data will send data to the remote control terminal. Select 
three experimental points, to test the situation of user 
using water, electricity, gas meter. The experimental data 
show in Table 1. 
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In the testing process:  
• GPRS network transmission effects influenced the 

system. Research has shown that using GPRS 
network to transmit data, the data is less than 128 
Byte, and the communication delay about 2s. This 
method can increase the amount of data 
transmitting, thus it can avoid delaying 
communication time.  

• The capacity of the buffer area of data, affect the 
quality of sending and receiving. When the 
capacity is too small, it can close data in 
transmitting, and even lead to GPRS module 
automatically reset and make the entire system 
collapsed. So in making program, it should use 
flow control.  

•  Saving energy is important. It can be achieved by 
increasing the system dormant time. 

VII. CONCLUSION 
Through study and analysis, the wireless remote 

meter-reading system is designed. This system combines 
ZigBee technology with GPRS network. It is using 
PIC18LF4620 as important processor, by CC2430 to do 
communication in short distance and SIM300 to achieve 
communication function in long distance, using RS-232 
link communication joint to connect the communication 
between ZigBee and GPRS technologies. In this way it is 
convenient to copy the data of water, electricity and gas 

meter. It can full use the resources of networks. This 
system has low cost and a little power consumption, 
while it has great extension and security. It can be used in 
other areas widely. 
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TABLE I.  THE RESULTS OF THREE EXPERIMENTAL POINTS 

 Property 
Room  
number 

Month Water meter
（A） 

Electric 
meter（B） 

Gas Meter（
C） 

Total 
(A*2+B*0.5+C*2.5) 

421 10 12.9 tons 169 kWh 5 m3 123.7 yuan 

419 10 19.5 tons 361 kWh 19 m3 267  yuan 

422 10 16.3 tons 254 kWh 11 m3 187.1 yuan 
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Figure 1.  LBP operator 
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Abstract—This paper presents a medical image retrieval 
method based on the integration of corner and center local 
binary pattern (CLBP). The CLBP is adopted to describe 
the texture feature of the medical image firstly. Based on 
multi-scale curvature product (MSCP), the interest corners 
are extracted and then a new method is introduced to 
describe the shape feature. Then, such features are used 
together as the index for medical image retrieval. 
Experiment results show that the presented method not only 
reflects the texture information very well, but also has a 
rotating shift invariant feature, and it can improve the 
precision of medical image retrieval and the recall rate.  
 
Index Terms—medical image retrieval, CLBP algorithm, 
corner, Similarity 

I.  INTRODUCTION 

With the development of the technology, the 
application of the medical digital imaging devices in 
clinical becomes more and more widely and the 
technology of PACS aspects also receives a continuous 
development. Large amounts of medical images are 
produced in the hospital under such condition. Therefore, 
it has become a serious problem for the doctors to choose 
useful images from the medical image database for 
analyzing and diagnosing. It has made the medical image 
retrieval become one of the hot spots. 

Because of the high gray scale resolution, high spatial 
resolution, high similarity, large quantity information 
contained in images and other characteristics, medical 
images are different from general images. Recently, most 
of image retrieval methods use the underlying image 
features when describing images [1], but most medical 
images are grayscale images and the majority of 
literatures use the texture feature. In recent years, the 
corner of the image has been widely used in image 
retrieval. Corner detection is an important basic research 
topic in the field of computer vision and pattern 
recognition. Accurate corner detection plays a crucial 
effect to the completion of many computer vision tasks 
(such as image matching, object recognition and motion 
analysis, etc.), and researchers proposed a lot of corner 
detection methods in recent years [2]. 

Considering the method of using a kind of feature can 
only express some extent part properties of the image. A 
new method is proposed in the paper which combines the 
corner feature and center local binary pattern for medical 
image retrieval. 

II.  TEXTURE FEATURE EXTRACTION  

A.  Introduction of LBP  
Texture reflects the local structure of an image, which 

denotes the changes of pixel grayscale or color in a 
neighborhood. LBP (local binary pattern) is a simple 
and effective method of existing methods, and it has 
already drawn a lot of attention [3], and several 
extensions of LBP were also proposed. Both LBP and 
its extensions  has been widely used in many areas of 
image processing and pattern recognition.  

For each pixel in an image, LBP operated with eight 
neighboring pixels using the center as a threshold. If the 
gray-level of the neighboring pixels is larger or equal, 
the value is set to one, otherwise to zero. The final LBP 
code was then produced by multiplying the thresholded 
values by weights given by powers of two. The 
computation of LBP is given in Fig. 1. 

B.  Texture feature extraction method in this paper  
It is obvious that the LBP descriptor produces rather 

long histograms (256) and is therefore difficult to be 
used as a region descriptor. To address the problem, the 
improved LBP algorithm, called Center Local Binary 
Pattern (CLBP), was proposed to extract the texture 
feature in this paper. 

The main idea of CLBP is that the relation of the 
center pixel and the center-symmetric pairs of pixels 
instead of the gray-level difference between the center 
pixel and its neighborhoods are considered. The 
computation of CLBP value was denoted by Fig. 2, Eq. 
(1), Eq. (2) and Eq. (3). The new method can reduce the 
feature dimension effectively from 256 to 32. Therefore, 
CLBP is more effective for region description than LBP. 
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Figure 2. 8-neighbourhood.

 4 41,   ( ) | ( )
0,  otherwise 

k c k k c k
k

p p p p p p
s + +≥ ≥ < <⎧
= ⎨
⎩

 (1) 

 1 2

1 2

1
W

0
µ µ
µ µ
≥⎧

= ⎨ <⎩

，

，
 (2) 

where, kp , 4kp +  ( 0,1,2,3k = ) and cp  are correspond 
to the gray-level of center-symmetric pairs of pixels and 
the center pixel on a circle respectively. The 
neighborhood’s average pixel value is represented by 1µ  
, and the entire image’s average pixel value is expressed 
by 2µ  . Then CLBP can be calculated by Eq. (3). 

 
3

4

0

2 2k
k

k

CLBP S W
=

= ⋅ + ⋅∑  (3) 

III.  SHAPE FEATURE EXTRACTION 

A.  Corner detection and extraction 
Corner detection is an important research area in 

computer vision and it plays an important role in 
describing object features for object recognition and 
identification. Furthermore, most contours based 
relevant point detection methods rely on detecting 
corners on the contour of a shape. Most of literatures 
about corner detection are single-scaled and work well 
if the object has similar size features, but are ineffective 
for objects with multiple-size features. 

The image analysis theory based on scale space was 
proposed by Witkin in literature [4]. After that, the 
multi-scale curve analysis became the main method of 
the solution to detect the corner. 

Mokhtarian et al. put forward curvature scale space 
(CSS) -based corner detection algorithm [5], and 
obtained good detection results. On the other hand, it is 
not sensitive to noise. However, because of using a 
single high scale and a global threshold in the process of 
corner detection, the method may miss the true corner 
and detect the false corner. Therefore, Mokhtarian and 
Mohanna used different scale to adopt different lengths 
of the outline to reduce the case of missing true corners 
[6]; Zhang Xiaohong, et al.[7] proposed the corner 
detection method based on multi-scale curvature 
product (MSCP). Though some true corners can be 
enhanced effectively by MSCP, it smoothes out some 
other corners. A novel algorithm for detecting corners 

was presented based on Curvature Scale Space (CSS) 
and Multi-scale Curvature Product (MSCP) by Jun-ding 
Sun and Qi-qiang Guo[8]. Firstly, the corners of an 
image are detected at different curvature scale space. 
Then, a multi-scale curvature polynomial is defined as 
the sum or multiplication of the curvature of the contour 
at each scale. This method can enhance the corner 
maximum, suppress noise and prevent some corners 
from being smoothed in the high scale. 

The corner detection algorithm based on multi-scale 
curvature polynomials was used to extract medical 
images corners in this paper 

B.  The method of describing the corner characteristics 
The corners of the image are detected firstly, then the 

distance between every corner and the centre of the 
image is calculated using Euclidean distance. Because 
the number of extracted corners in each image is not the 
same. We introduced relative difference, denoted by VC, 
to represent the corner feature.  The new method is 
given by the following equation. 

 / 100%VC σ µ= ∗  (4) 

where, σ 、 µ  are the standard deviation and mean of 
the distance from corners to the center of images 
respectively. 

IV.  SIMILARITY MEASURE 

Suppose 1H  and 2H  be the texture spectrum 
histograms of the query image and one image in the 
database. The distance of the two histograms can be 
written as, 

 1 2 1 21
1( , ) K

i ii
dis H H h h

=
= −∑  (5) 

 where 32K = .  

For the corner feature, the distance is defined as, 

 1 2 1 22( , )dis VC VC vc vc= −  (6) 

where 1VC  and 2VC  denotes the corner feature of the 
query image and the image in the database. 

Finally, The distance of the two images is written as, 

 1 1 2 2 1 21( , ) 2( , )d dis H H dis VC VCα α= × + ×  (7) 

where 1α  and 2α are thresholds and 1 [0,1]α ∈ , 

2 [0,1]α ∈ , 1 2 1α α+ = . 

V.  EXPERIMENT RESULTS 

In this section, 156 CT scan images of the lung fixed 
to 512×512 pixels were used as test images. 
Experimental software environment is matlab 7.0.  

The result of corner detection of an example image is 
shown in Fig. 3. Fig. 4 gives the retrieval results and the 
first image is the example image. 

In order to deeply proved the method, 12 categories 
of images are selected from the image library as 
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Detected corners

 
Figure 3.  The result of corner detection 

 
Figure 4.   Retrieval results. 
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Figure 5.  Contrast curve of the three algorithms. 

example images and 12 retrieval results are obtained. 
Precision Recall is accepted as the evaluation criteria of 
retrieval algorithms in this paper. The image contrast 
curve of CLBP & VC algorithm, a single feature CLBP 
and the VC algorithm under the same environment was 
displayed in Fig. 5. It is indicated that the retrieval 
precision of the algorithm in this paper are better than 
the other two algorithms. 

VI.  CONCLUSIONS 

The integration of CLBP and corner features for 
medical image retrieval was proposed in this paper, and 
experiments were done to compare this feature fusion 
algorithm with a single feature algorithm. It can be seen 
that this feature fusion algorithm gains better effect from 
the experimental results. 
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Abstract—For power system, power flow analysis is very 
important to enhance the system security and efficiency.  An 
algorithm based on distributed computing is proposed for 
power flow analysis. In this algorithm, the coefficient matrix 
transformed into a bordered block diagonal form (BBDF) 
matrix, and each block is sent to corresponding client to 
calculate. In IEEE standard power systems, this algorithm 
has been proved more effective than Newton-Raphson 
iteration and decoupled algorithm.  
 
Index Terms—distributed computing, power flow, Jacobian 
matrix, matrix partitions, client 

I.  INTRODUCTION 

In power engineering, the power flow analysis is an 
important tool involving numerical analysis applied to a 
power system. The great importance of power flow 
analysis is in the planning the future expansion of power 
systems as well as in determining the best operation of 
existing systems. So precise power flow analysis is 
foundation for power system planning and investment, 
and fast power flow analysis is precondition for power 
system structure and operation [1]. 

With the development of society and economy, and 
power grid becomes more and more huge, the power flow 
analysis is a difficult work because the computation is 
enormous. So the novel algorithms are needed to improve 
conventional power flow algorithm. 

Distributed computing is a field of computer science 
that studies distributed systems. In distributed computing, 
a problem is divided into many tasks, each of which is 
solved by one computer [2].  

Power system has many nodes, such as generator, 
substation, these nodes have many own computers, and 
these computers have been in a network [3]. Equipped 
with distributed program, these computers can make up 
of a distributed system to calculate the power flow. 

In power flow analysis, distributed computing has four 
methods: partition method, multiple factoring method, 
sparse vector method and inverse matrix method. For 
partition method, it has specific physical meaning, and its 
program is easy [4]. In this paper, the distributed 
computing used partition method is applied to the power 
flow algorithm, this algorithm has been proved more 
effective than Newton-Raphson iteration and decoupled 
algorithm in IEEE standard power systems. 

II.  BASIC PRINCIPLES 

A.  Power flow equations 
The power equations give the relationships between 

bus powers and bus voltages in term of the admittance 
parameters of the transmission system. In power system, 
there are following types of buses: there are load (P, Q) 
buses, generator (P, |V|) buses, and a slack or swing bus.  

Power flow equations have two variables, one is 
voltage magnitude |V|, and the other is voltage phaseθ . 
In polar coordinate, the power flow equation along a line 
(i, j) as follows: 
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1

| | | | ( cos sin )

| | | | ( sin cos )
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i i j ij ij ij ij
j
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i i j ij ij ij ij
j
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θ θ

θ θ

=

=

= +

= −

∑

∑
       (1) 

In (1), the ijG is conductance, and ijB is susceptance. 
And the equations are nonlinear equations. 

At the P, Q buses, the complex voltage is unknown 
because we do not know |V| and θ . At the  P, |V| bus, Q 
and θ  are unknown. The |V| and θ  variables are implicit 
variables in the power flow equations and iterative 
solution methods are required.  

B.  Solution of power flow 
There are several different methods of solving the 

resulting nonlinear system of equations. One method is 
Gauss iteration or its variation, Gauss-Seidel iteration. 
The complex form of the power flow equations is used. 
The iteration formula remains unchanged through the 
entire calculation. 

Another method is Newton-Raphson iteration. The real 
form of the power flow equation is used. The iteration 
formula involves a Jacobian matrix that changes as the 
iterations proceed [5].  

For computations involving power systems under the 
usual operating conditions, some simplifications of the 
Newton-Raphson scheme are usually possible. One of 
these modifications is called decoupled power flow. It 
still requires the updating of Jacobian matrices for each 
iteration, but the dimensionality of the computation is 
reduced. Another modification is called fast-decoupled 
power flow. In this case, the updating of matrices is no 
longer required and the computational burden is greatly 
reduced. 
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Actually the above methods can be described solving 
large-scale sparse linear equations, and expressed as 
following:   

Jx=b                                         (2) 

In (2), J is the nodal admittance matrix, and it is called 
Jacobian matrix which is multi-dimensional, nonsingular, 
symmetrical and sparse. x is a unknown vector, b is a 
known vector [6].  

C.  Distributed computing for power flow 
In order to perform distributed computing in a power 

system, the Jacobian matrix is transformed into a BBDF 
matrix [7]. Each block is sent to corresponding client to 
calculate. Therefore, the (2) can be formulated as follows: 
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Where subscripts 1,…, k, represent k client, and n 
represents the cutset block, respectively. Form (3), the 
unknown vector in the cutset block can be solved by the 
following equation: 
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The unknown vector in each client can be solved by 
the following equation: 

                       1( )i ii i in nx J b J b−= −                           (5) 

The Jacobian matrix is divided with LU decomposition 
algorithm as following: 
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Substituting (6) into (4), the unknown vector in the 
cutset block can be rewritten as (7):  
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Substituting (6) into (4), the unknown vector in each 
client can be rewritten as (8): 
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III. DISTRIBUTED COMPUTING FOR POWER 
FLOW 

A.  Structure  of  distributed computing in power system 
The structure of distributed computing in power 

system is illustrated in Fig. 1. 
In Fig.1, the computer in dispatching center is host, 

and the computers in substation are clients. The host and 
clients are connected with ethernet network. The host 
builds the nodal admittance matrix according to power 
grid, and the nodal admittance matrix is separated into 
several matrix partitions, and these matrix partitions are 
sent the client to calculate the power flow.  

In separating of the nodal admittance matrix, not the 
host but the connection mode of the power grid decides 
the number of matrix partitions. 

B.  Flow chart of  distributed computing in power system 
In distributed computing, the flow chart is shown by 

Fig.2. First, the host forms the nodal admittance matrix, 
and then divides the matrix into several computers in 
substations, last, the client computers calculate and  the 
result. The flow chart of distributed computing is shown 
by Fig.2. 

 
 

Figure 1.  Structure of distributed computing in power system 
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Actually, in above program, a timer is set in order to 
avoid endless loop. The program will be exit if the timer 
achieves the preset number. 

C.  Simulation result 
For the limit condition, this algorithm is simulated in 

Pentinum (R) personal computer. In IEEE-30 bus and 
IEEE-39 bus standard power systems, Newton-Raphson 
iteration, decoupled and distributed computing is used to 
calculate the power flow [8]. 

Fig. 3 presented three algorithms cost time in power 
flow analysis in two power system. In IEEE-30 bus , the 
time of Newton-Raphson is 0.125 second; the decoupled 
is 0.11 second, and the distributed computing is 0.96 
second.  And in IEEE-39 bus, Newton-Raphson is 0.151 
second; the decoupled is 0.136 second, and the 
distributed computing is 0.118 second. 

The simulation result showed that the distributed 
computing algorithm is effective than Newton-Raphson 
iteration and decoupled algorithm. 

IV.  CONCLUSION 

Distributed computing becomes more and more 
popular in power flow analysis, and the power system is a 
symmetrical and sparse, so the BBDF is fit for the 
distributed computing in power system. This study 
presents a distributed computing algorithm with BBDF 
method. In this algorithm, the nodal admittance matrix is 
divided into several blocks with LU decomposition 
method, and each block is sent to corresponding client to 
calculate the power flow. At last, this algorithm is 
simulated in IEEE-30 bus and IEEE-39 bus standard 
power systems, the simulation result proved availability 
of the distributed computing algorithm. 
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Figure 1. The overall architecture design 
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Abstract—According to design three-dimensional digital 
modeling based on two-dimensional drawings data and its 
annotation information and build up the original three-
dimensional model in AutoCAD, and then the paper figures 
it out in 3DMAX further. And export to a file with the cpp 
extension name by explor3d tool. Developing a system 
which can carry out indoor dynamic scene rendering and 
interactive roaming by using VC++6.0 and OpenGL 
development kit. The main content of the paper is research 
the way of the data store of three-dimensional model and 
processing dynamic scene rendering.  
 
Index Terms—real-time scene rendering, OpenGL, Three-
dimensional data store, VC++, Interactive Roaming  

I. INTRODUCTION 

As the rapid development of computer hardware and 
software [1], previously time-consuming and expensive 
three-dimensional realistic image synthesis technology 
has been accepted increasingly and used widely. Fast 
rendering dynamic scenes has been the difficult and hot 
in computer graphics and virtual reality research. 
Dynamic simulation of indoor scenes is an important 
application in building of dynamic scenes. According to 
the interactive simulation of dynamic scenes indoors, 
various objects in the scene can be selected by the 
mouse, and then interact with the selected object. Objects 
in the scene can be added, deleted, modified and 
reproduced. The operations of object scaling, translation, 
rotation can be achieved through the graphical 
transformation. At the same time lighting and texture 
mapping can be adjusted so as to enhance the effect. 
Building Decoration Company can provide customers 
with the design of virtual building interior walkthrough 
in order to attract customers. Customers can have a more 
intuitive experience before the interior decoration, and 
the structures of space, form, sound and light and other 
effects can be appreciated in immersed sense. So the 
design can be changed timely and make it more perfect. 

II. THE OVERALL ARCHITECTURE DESIGN  

This section will introduce four-layer structure model 
design (Fig.1). Next, selection of tools and techniques 
will be analyzed (Fig.2). 

A.  Four-layer structure model design 
The design of three-dimensional model is the core, 

and the overall architecture can be abstracted into four 
structural models shown in Fig.1 below. 

In this framework, L1 is the bottom. Texture data and 
three-dimensional model data can be stored in this layer. 
And L1 is mainly responsible for provision of raw data 
to the upper so as to build and render three-dimensional 
model. At the same time, if the texture data or model 
data was revised through the top by the user, this module 
can also save the modified data. L2 is three-dimensional 
model layer. The layer is the core of the system. Whether 
three-dimensional model data, and texture data, or 
rendering, interactive modules, are based on the layer. 
OOA vision is abstracted as an independent entity with 
its own attributes, such as status, size, location, texture, 
etc. Also it has its own methods, such as show, hide, 
move, copy, delete, rotate, etc. This layer is based on the 
data of the L1 layer and it is the object of the upper 
handle individual. L3 level is rendering module, it is 
mainly responsible for realistic processing and calculate 
the intensity distribution and display of L2 layer of the 
target individual in accordance with the requirements of 
the upper. This layer is also the UI intuitive interface 
layer which the user can see. L4 is the top of this design 
and it is also known as the interaction layer. It contains 
the object picked up, moved, rotated and other operation 
control. Peripherals including keyboard, mouse, etc are 
used to achieve human-computer interaction (HMI) in 
this layer. The results processed and packed in this layer 
will be sent to the L3, and the display of L3 layer will 
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Figure 2. Generation of three-dimensional model 

 

Figure 3. Simple form of realistic process 

directly be affected. Each layer can communicate with 
each other by sending message. 

This system architecture can reduce the development 
effort and shorten the development cycle and it also 
reduces maintenance costs and facilitates the promotion. 

B.  Selection of tools and techniques 
OpenGL graphics library is developed from SGI's GL 

(Graphic library) graphics library. Currently, it is 
supported by several IT giants including Microsoft. 
Which provide a strong technical background for 
OpenGL, Almost every graphics card manufacturers 
have accelerated chips for OpenGL; therefore its use has 
a broad prospect. OpenGL provides a wide range of 
drawing method for three-dimensional objects [2], 
including the depth, anti-aliasing, flat shading, 
interaction, plus shadows and texture, and many other 
functions. There are several advantages of OpenGL: 
Firstly, universality. Most software and hardware 
vendors are supported. Secondly, stability. OpenGL has 
been stable for years and have a number of successful 
large-scale applications. Thirdly, cross-platform nature. 
OpenGL can be transplanted and run in the windows, 
UNIX, Linux, MAC. What’s more, OpenGL has 
powerful functions. 

VC++6.0 is an IDE development tool of Microsoft. 
The power of MFC class library provides the conditions 
for rapid development of the system. The object-oriented 
C++ language is used by the tool. The data structure can 
be easily built in OOP way so as to achieve the four 
structural model of the design. 

III. GENERATION AND DATA STORAGE OF THREE 
DIMENSIONAL MODEL  

The data source of three-dimensional model is mainly 
from images, good design drawings or the object itself. 
In regard to three-dimensional model for the needs of 
virtual simulation, engineering design drawings are 
generally well done in advance and then modeling by the 
use of digital drawings and data can be collected by 
drawing annotation. The process can be shown in Fig.2. 
After collecting data, there are generally two ways of 
processing the data collected: One approach is to use 
AutoCAD to establish the model directly, the model 
constructed in this way is high accuracy and virtually no 
errors generated.  

Although the rule of geometry is very convenient and 
fast, it is not good at dealing with irregular geometry. 
The other method is that 3DMAX is used to create more 
complex, irregular surface. Compared to the AutoCAD, 
3DMAX is more adept at the complex and irregular 
surface processing. Two ways have their own benefit. 
The combination of AutoCAD and 3DMAX is used in 
this design and explor3d is used for post-processing. 
Firstly, a more precise three-dimensional model is 
obtained by using AutoCAD. Secondly, it should be 
imported into 3D MAX in further complex modeling. 
The model processed is stored temporarily in the format 
of 3ds file. And then the 3ds file is opened by using 
explor3d, Files are stored as the source file which can be 
directly applied to the VC++6.0 in the cpp format. The 
function of L1 and L2 layers of the four-layer structure 
can be completed in the system through this manner.  

IV. THREE-DIMENSIONAL SCENE REAL-TIME 
RENDERING 

Three-dimensional scene real-time rendering needs 
have the generated realistic three-dimensional model 
processing and achieve real-time rendering. Realistic 
handling means processing a series of model data so that 
make it looks closer to the real world. Real-time 
rendering is the graphics data in real-time calculation and 
output. The most typical graphical data source is the 
vertex. Vertex includes position, normal, color, texture 
coordinates, vertex weights and other information. 

A.  Realistic handing 
Realistic treatment of three-dimensional model is 

mainly achieved by texture mapping technology in this 
design. Texture mapping technology should be used in 
order to make users could change the murals, wallpaper 
arbitrarily. An image is mapped into a polygon surface 
by texture mapping. And when the polygon be 
transformed or rendered. The correct behavior can be 
showed by the image mapped to the polygon surface. 
Implementation of texture mapping requires the 
following steps [3]: 

1)  Texture object is created and a texture is specified.  
2)  Determine how texture is applied to each pixel.  
3)  Texture mapping function is enabled.  
4) Scene is drawn, texture coordinates and geometric 

coordinates are provided. 
Fig.3 is a simple form for realistic handling process. 

B.  Realistic rendering 
Indoor roaming must be real-time; otherwise, the 

results will be bad. There are two common methods of 
real-time rendering of realistic images [4]: One is the 
light tracing algorithm, and the other is the radiosity 
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Figure 4. With visibility culling algorithm on the radiation treatment 

process  

algorithm. 
The process of reflection and refraction of light 

between the smooth surfaces features have been 
successfully simulated by global illumination model of 
ray tracing algorithm. With the transfer point of view, the 
information of points of light texture model must be 
calculated and mapped out in real time. As the ray 
tracing technology is built on the basis of spatial 
sampling point, the number of sampling points is often 
very limited, which makes many of the performance of 
lighting effects are not correct. At the same time, the 
information of the light texture points must be calculated 
in real time and precisely. So the higher machine's 
hardware is required. OpenGL accelerator and faster 
light-processing algorithms are needed. 

Radiosity algorithm is composed of the environment 
surface as a closed system, and assuming that the closed 
system of surfaces are diffuse surface, and then 
calculated the energy of each surface according to the 
energy balance in purpose  to  find the  brightness  of  the 
observed points, and then quickly display the scene 
realistic view of different observation angles. Because of 
consideration of energy transfer between the surface of 
the closed system, and thus it is easy to calculate the 
correct light distribution from the overall environment 
and the hardware requirements are lower. However, the 
algorithm can not assess the visibility of drawing 
elements, which will consume some resources to 
calculate the distribution of invisible light elements. 

Through the above analysis of two commonly 
algorithms, the design proposes a radiosity algorithm 
with visibility culling which meaning do visibility 
culling firstly before calculating radiosity to process real-
time radiosity rendering. The process shown in Fig.4. 

Visibility culling techniques [5] (Visibility Culling) is 
drawn through assess whether a drawing element or 
group of elements is visible or invisible in the list, then 
the invisible elements would be removed quickly from 
the list, the number of the drawing elements that sent into 
the rendering pipeline could be reduced, so that improve 
the rendering speed to achieve fast rendering of virtual 
world technology. Visibility culling techniques can draw 
all the elements contained in the virtual world refine a 
similar set.  

According to the assessment based on visibility, 
visibility culling algorithm can be divided into three 
categories. 

1) Horizon culling: If the sight of a drawing element 
out of the four-level pyramids, it will not be visible. 

2) Occlusion culling: If a drawing element is blocked 

by other opaque elements (group), it will not be visible. 
3) Back culling: If the drawing element’s normal 

direction departure from the direction of observation 
viewpoint, it will not be visible. 

After culling the elements contained in the draw list, 
at this point, as only visible element or element group 
exists in the list, next using the Radiosity algorithm to 
calculate light distribution, which could reduce a lot of 
computation. Thus rendering speed could be speed up 
and will not affect the rendering quality. The following 
example shows a simple key code: 
void RenderScene() 
{  

glClear(GL_COLOR_BUFFER_BIT| 
GL_DEPTH_BUFFER_BIT); 
glPushMatrix(); 
// Position / translation (mouse rotation) 
glMatrixMode(GL_PROJECTION);    
glLoadIdentity();     
glTranslated(0.0,0.0,-8.0); 
glRotated(m_xRotate, 1.0, 0.0, 0.0); 
glRotated(m_yRotate, 0.0, 1.0, 0.0); 
glScalef(m_ScaleX,m_ScaleY,m_ScaleZ); 
 // give the List index 
::glCallList(index); 
glPopMatrix(); 

} 
Realization of the complex physical can use the 

identical manner, but the data of the model is large, L3 
layer’s rendering module could be achieved through the 
realistic handing and real-time rendering. 

V. HUMAN-COMPUTER INTERACTION 

As the design is a roaming system. Thus it needs to 
achieve human-computer interaction [6]. Speaking at the 
computer, the function should be achieved mainly 
through the keyboard and mouse. Use the up, down, left 
and right arrow keys of keyboard and the mouse up, 
down, left, right movement to control the viewpoint 
changes, thus changing the current window display 
content. The roaming function of module design is in the 
L4 level. 

VI. CONCLUDING   

This paper describes the creation of indoor dynamic 
scenes, as shown in Fig.5, the effect picture of indoor 
roaming shown in (a) and the all-round observation of 
digital building model shown in (b). 

 The paper mainly focused on the three-dimensional 
model data are generated and stored procedures, and 
real-time 3D scene rendering method. The paper improve 
the radiosity algorithm [7], which is used to render the 
Real-time 3D scene, Drawing list should be culled 
visibility before the data of the calculation of intensity 
distribution could be reduced and speed up the rendering 
speed, calculation of radiation intensity distribution, in 
this way, the data of the radiosity calculations could be 
reduced and speed up the rendering speed. 

The human-computer interaction in the paper stated 
simply because of the limitation. In addition, the system 
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(a) The effect picture of indoor roaming 

 

(b) The digital building model 

Figure 5. Dynamic scene walkthrough system 

is still in the primary stage of development, it just makes 
more depth in solving the problem three-dimensional 
scene in real-time rendering, saving and modifying 
model data real-time have not be carried out in the aspect 
of the human-computer interaction. Further research is 
needed. 
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Abstract— The design and development of land use 
planning management information system is the scientific 
guarantee of dynamic implement and real time management 
planning. Take Hebi city as example, we try to design the 
land use planning management information system basing 
on GIS. Using object-oriented modularization method and 
general-purpose programming language VB.NET 2005, we 
repeatedly develop the MapGIS and couple SQL Sever 2000 
and Access 2003, in order to realize the functional module of 
land use planning management information system. The 
system provides a new model and measure for the 
information management. The results indicate that the 
systematic construction’s design is rational, the system 
works steadily and can realize the dynamic, real time and 
informatization management of planning data.  

Index Terms—Land use planning, MIS, GIS, Repeatedly 
develop  

I. INTRODUCTION 

The land is foundation of human survival and 
development. As the global land problems’ increasing, 
how to use the land scientifically, rationally and 
effectively has become a question to the world[1]. 
Compiling and implementing the land use planning is the 
key to it. Currently, it has a tentative system adapt to our 
country. As the quickly development of economic society 
and the planning refer to mass land spatial and attribute 
information. The traditional model is not fit for the time 
require. In China, the planning at city level is a 
connecting link between province level and county level, 
which has the characteristics of micro-workable with 
macro-control. It not only relates to the practice of 
province planning but the city land use scale and 
reasonable arrangement. In this way, the city level 
planning results is very important. It’s an availably form 
to construct land use planning management information 
system with the help of GIS. It can get and process data 
rapidly and exactly, realize the real time and 
informatization management. Therefore, it can realize the 

integration of “spatial and attribute information 
management – information procession and statistical 
analysis – teletext results export”, which has become the 
hot spot in the land science research[2-5]. These years, 
the techniques of MapGIS repeatedly development is 
being perfect. Basing on this function , it has meaning to 
construct a land use planning management information 
system, which conclude information acquisition, 
procession and results management[6]. 

Taking Hebi as example, the paper uses object-
oriented modularization method and general-purpose 
programming language VB.NET 2005, repeatedly 
develops the MapGIS and couple SQL Sever 2000 and 
Access 2003. We design and develop the land use 
planning management information system at city level in 
order to make the planning results electronize and 
informatization. It offers prompt and exact data, give 
technical measures and supports for the implement of the 
land use planning management information system at city 
level. 

II. SYSTEM ANALYSIS 

Considering the characteristics and work flow of the 
land use planning management information system at city 
level, it’s usual work mainly concludes construction land 
pre-qualification, special construction land examination 
and approval, land use planning examination and 
approval of village (town), land use change and control 
examining, planning achievements management, 
planning implement management and so on. The system 
can be divided into several module and design separately. 
They must satisfy: (1) the construction land pre-
qualification, examination and approval, planning 
examination and verify and land use change must has 
procedures; (2) the numerical statement and pictorial 
statement export function; (3) planning monitor; (4) 
achievements and implement management; (5) the 
planning notice and documents bring out on the net. 

III. DESIGN AND DEVELOPMENT CLUE 

A. Desing clue and development target 
Basing on the characteristics and work flow of the land 

use planning management information system at city 

“Evenleth Five-Year Plan” National Tecnology
Supporting Plan Programe(2006BAG05A14); Natural 
Science Research Programe of Henan Province
department of Education(2009A40002); Ph.D Fund of
Henan Polytechnic University(B2010-87) 
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level and land use planning of Hebi, we repeatedly 
develops the MapGIS 6.7 using VB.NET 2005 and 
couple SQL Sever 2000 and Access 2003. A land use 
planning management information system at city level 
has functions, such as land use planning, geography data 
base query and statistical analysis. 

We use system engineering principle making the 
planning management programmatic, which can be 
identified and processed by the computer. Try to achieve 
man-machine interaction by guide mode, create planning 
management database, and increase the automatic level 
of it. Through the friendly system interface, we realize 
the informatization of data management. 

B. Development and working environment 
The configuration of development environment is high 

required: CPU must be better than Intel 4-1.2GHz, 
internal memory must be better than 512M, video 
memory must be better than 128M, hardware is 40G, OS 
is Microsoft windows XP Professional PS2, 
programming software is VB.NET 2005; database 
software is Access 2003 and SQL Sever 2000, GIS 
software is MapGIS 6.7, MapGIS 6.7 SDK, development 
instrument is Microsoft Visual Studio 2005. The system 
operation environment: CPU is Intel 3-733MHz, internal 
memory is 128M, hardware is 20G, OS is Microsoft 
windows XP Home. 

IV. SYSTEM DESIGN 

A. System construction 
According to the systematic target and requirement, 

the system is divided into five work platform, which are 
usually work platform, conference platform, monitor 
platform, website platform and system maintenance 
platform. In this way, the system database is felled into 
main database, geographic information database and 
website database. 

 

Figure1.  System overall structure drawing 

B. System function 
• Usually work platform: concluding the 

construction land pre-qualification module, 
special construction land examination and 
approval module, land use planning examination 
and approval of village (town) module, land use 

change module, planning achievement 
management module and planning implement 
management module. It has functions: land use 
data statistical analysis, attribute resources 
querying, printing reports, and browsing 
geographic information and user personal data 
management. 

• Conference platform: concluding staff module 
and expert leadership module. It has functions: 
conference preparing, conference introducing, 
program introducing, recommending, instructs 
feed backing and programs signing.  

• Monitor platform: its main functions are browsing 
the planning implement by time sequence and 
item searching. Monitoring the planning targets 
through statistical analysis. At the mean time, it 
can explain and label questions, edit and print 
questionable material, send questions to 
professional stuff and wait for reply and so on. 

• Website platform: news of land use planning, 
notices of land program, land use querying, 
information assorting. And it has functions: 
searching in the website, user login, introduce of 
website and entity. 

• System maintenance platform: concluding 
mainstay system maintenance module and website 
backstage module. It has functions: user 
management, data back up and newly assort. 

 

Figure2.  Interface of usually work platform 

 
Figure3.  Interface of conference platform 
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Figure4.  Interface of monitor platform 

 

Figure5.  Interface of website platform  

 

Figure6.  Interface of system maintenance platform 

C. Construction of database 
It is consisted of main database, geographic information 

database and website database. 

• The pattern of main database is SQL, concluding 
basic data tables, program qualification tables, 
implement management tables and interaction 
tables. 

• Geographic information database is files with the 
pattern of point, line and area in MapGIS. It 
concludes points, lines and areas files of land use, 
land planning and land implement area. 

• Website database concludes bulletin tables, news 
tables, planning files and invest reference tables, 
information back up tables, contacts tables and so 
on. 

V.  SYSTEM WORK PROCESS 

The planning management can realize the functions 
through corresponding work platform and access 
corresponding database. 

(1) The usually work platform, monitor platform and 
conference platform are the main planning management 
platform. They are connected with main database and 
geographic information database, such as program 
examination and approval, file management, monitor 
management, conference management, which realize date 
exchange between function platforms and main database 
and geographic information database. 

(2) The website platform is connected with planning 
website database and geographic information database. 
The information browsing, suggestions feeding back and 
planning figures on it are directly exchanged through the 
website platform and website database and geographic 
information database. Furthermore, the website database 
connects the geographic information database unilaterally, 
which can get the update information. 

(3) The system maintenance website platform is 
connected with main database and planning website 
database, which is used for data back-up, data renew, 
system user management. The management of website 
platform is mainly implemented by the system 
maintenance website platform operating the planning 
website database. 

(4) All the platforms need vector data browsing and 
attribute data query function, except the system 
maintenance platform. Each platform accesses 
geographic information database, which realize the 
spatial entity browse function. Then, they access main 
database through relevant spatial entity ID, which realize 
the attribute data query function. 

VI. CONCLUSION 

The design basing on the usually management flow 
and require of land use planning at city level, referencing 
corresponding technology regulation and guide, using 
software engineering methods, combing GIS, database, 
net communication, design and develop the database. The 
system has functions of planning results management, 
statistic, query and export, which achieves the unified 
management of spatial and attribute information. The 
techniques that “program information unified 
management” and “flow processing batch by grade” has 
realized “obtaining and managing the spatial and attribute 
information – information processing and statistical 
analyzing – figures and texts exporting”, which has 
obviously increased the management level of the 
planning results’ scientific and automatic degree. The 
results indicate that the systematic construction’s design 
is rational, the system works steadily and can realize the 
dynamic, real time and informatization management of 
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planning data. It provides reference to the informatization 
of territorial resources management. 
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Abstract—Comparing with the traditional traffic simulation 
software, Arena can define a discrete random function and 
can make simplification of the operation by using 
customizable interface. The discrete environment of 
modeling and simulation provided by Arena has obvious 
advantages during the research on the complex queuing 
system. In this paper, Arena is applied to resolve the 
problem of intersection. By using Arena’s modeling and 
simulation method, this paper analyzes the flow of 
signalized intersection, and studies the relationship between 
signal control system and each subsystem. Special modules 
of signalized intersection are built in the discrete 
environment of modeling and simulation of Arena. It is 
concluded that these modules can be used expediently to 
study on simulation modeling, scheme adjustment and 
result analysis of a certain intersection. 
 
Index Terms—Signalized Intersection, Micro Simulation, 
Arena  

I.  INTRODUCTION  

With the rapid development of social economy, the 
traffic problem has been paid more and more attention. As 
the throat of urban traffic, the capacity of urban 
Intersection has restricted urban development. Intersection 
is an extremely complicated system, which is controlled 
by multiple factors and big randomness. It is far from 
satisfying by building an exact mathematic model or 
preestablishing a control schemes. In recent years, with 
the development of the computer technology, Traffic 
simulation had been one of the research highlights. As a 
system simulation software, the modeling environment of 
Arena is discrete. It is useful for studying complicated 
queuing system. Compared with traditional simulation 
software (such as VISSIM), Arena has the following 
advantages: (1) Make simplification operating by using 
customizable interface; (2) Arena can custom random 
distribution functions, which can be used to analyze some 

Intersections having special traffic flow. In this paper, it 
will try to take Arena to research the problem of 
Intersection.[1] 

II. ANALYZE THE FACTORS OF INTERSECTION SYSTEM 

A. Determine the Boundary of the Target System 
Before starting to research the system, we must know 

the boundary of the target intersection system, and find 
out factors which must be included in the system while 
others can be ignored. Make it as simple as possible, and 
make sure that the primary problem we study can be 
answered, and can reflect the real system. The main 
objective of signal control is to reduce delay as possible. 
If a vehicle arrives at the intersection, we will think it has 
arrived at the system; if a vehicle drives away from the 
intersection, we will think it has leaved the system. Then, 
we define the exit and the entrance as the boundary of the 
system. In the successive research, we will adjust the 
boundary because of the change of the research 
scope.[2][3] 

B. Process Analysis 
When a vehicle arrives at the entrance of the 

intersection, it will choose different lanes based on 
different destinations and the using condition of driveway. 
If the signal lamp turns red or yellow, then stop; If it is 
green, then look around to make sure if there is a vehicle 
ahead, IF Yes Then drive follow it, IF No Then drive 
away from the intersection.  See Figure2-1. 

C. Object Aalysis 
In order to build the intersection model, abstract each 

real entity as an object.[4] The objects have the same 
features with the real entity. By analyzing the flow of 
signalized intersection and all subsystem, and abstracting 
all kinds of the factors of the real system, we can obtain 
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the system objects: Vehicle Generator, Vehicle Controller, 
Lane Link, Signal Lamp, Signal Controller, Vehicle, 
Lane. 

D. Relation of Objects Analysis 
When the object analysis has completed, we start to 

analyze the relation of these objects. See Figure2-2, the 
number is the information code transferred between 
objects, when we encode in Arena. 

 
Figure2-2. Relation of Objects 

E. Input and Output Parameters of the Model 
Considering the requirement of the system, as well as 

the data collected, we confirmed the under parameters as 
the input parameters. See Table2-1. 

TABLE2-1 INPUT PARAMETERS 

Type Input Parameters 
Vehicle Arrival Distribution、Destination 

Lane Link Number of Entrances and Lane 

Signal 
Controller 

Signal Control Plans 
Number of Signal  

Lane Top Speed, Capacity of Lane 
Length of Lane 

Considering the aim of the research, we confirmed the 
under parameters as the output parameters. See Table2-2. 

TABLE2-2 OUTPUT PARAMETERS 

Type Output Parameters 

Vehicle 

Max/Min/Mean Travel time 
Max/Min/ Mean Delay 

Parking Rate 
 

System 
Structure 

Max/Min/ Mean Queue Length 
Traffic Capacity  

Number of Vehicles In Lane 

III. EXPLAINING OF MODULES IN ARENA 

A. Module of Vehicle Generator 
Module of Vehicle Generator is used to create vehicle 

and attach attribute, such as arrival time, type, destination 
and color. This module is the basic module of the 
simulation model. The arrival time of vehicles is a random 

event, so the time interval between two adjacent vehicles 
(time headway) is also a random variable. When time 
headway accords with Poisson distribution, we usual use 
negative exponential distribution to describe the time 
headway. The specific form is as follows:  

⎩
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λ—Traffic Flow Rate. 

B. Module of Vehicle Controller 
Module of Vehicle Controller is used to control the 

driving of the vehicle, and this module is the heart module 
of the simulation model. It decides the overall process of 
vehicle’s parking, freed driving and follow driving.[5][6] 

• Parking 
If the signal lamp turns red, yellow or there is a 
vehicle ahead, then stop. 
• Free driving  
If the distance between a vehicle and the front vehicle 
surpasses some dmax, we will consider the front 
vehicle do not impact on the following vehicle, and 
the vehicle drive away from the intersection as normal 
speed. 
• Follow driving 
If the distance is less than dmax, then the front vehicle 
will impact the speed of the follow vehicle. The 
following vehicle module is the most important 
dynamic model of a Traffic simulation model. This 
text uses the new line following model which is 
brought forward by Hglly. It considers the influence of 
the speed of the two front vehicle. The model as 
follow: 
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D(t)—expected speed of following drive 
C1—Based on the survey of action of 14 drivers, 
when correlation coefficient greater then 0.8, the 
numeric area of T is 0.5～2.2s, then C1 is 0.17～1.3. 
C2—To make the front and the following vehicle have 
the same acceleration by setting △v and △x. 
At last, we will obtain the final formula: 

)5.0(20)(
))()5.0((125.0)(5.0

−+=
−−∆+−∆=

txtDn
tDnxTtxx

 

C. Module of Lane 
This module is a carrier which connects the origin and 

destination. It is the important component of the 
simulation model. Its function is offering the space for the 
vehicle. 

D. Module of Lane Link 
In order to guarantee that we can build the model in 

Arena, we design the module of lane link. Its function is 
making vehicle arrive at the right lane with different 
destination. 
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E. Module of Signal Controller 
This module is used to describe dynamic entity which 

is related to the road. It can produce light signal and 
restrict the action of vehicle, which is driven by system 
clock. We transform Signal Control Plans to Phase Step 
Table at the progress of encoding this module in Arena. 
Consequently, when input the parameter, we should also 
do this thing. Take four-phase (Dual Left Turn) for 
example, Its Phase Step Table as follow, See Table3-1. 

IV. CASE ANALYSIS 

A. Basic Condition 
Collect the basic data of a intersection from Wuhan, its 

Hourly traffic volume as follow, look at Table 4-1, unit is 
pcu/h. S- moving straight, L-turn left, R-turn right.  

TABLE2-3 HOURLY TRAFFIC VOLUME 

 FLOW LANE  FLOW LANE 

W 
S 545 2 

N 
S 476 2 

L 104 1 L 41 1 
R 54 1 R 53 1 

 FLOW LANE  FLOW LANE 

E 
S 564 2 

S
S 558 2 

L 177 1 L 54 1 
R 109 1 R 51 1 

B. Parameter Input 
• Input of Arriving Function  
We can confirm the arriving function by using the 
function of Input Analyzer in the Arena. After 
analyzing, we can obtain the parameter of arriving 
function:  
λd =4.23，λx=6.38，λn=5.39，λb=6.31. 
• Input of Signal Control Plans 
There are two programs, one’s Cycle time is 60s, the 
other is 100s. See Table4-2. 

TABLE2-4 INPUT OF PHASE STEP 

 STEP 1 2 3 4 5 6 7 8 9 

一 TIME 2 3 3 2 2 15 3 3 2 

二 TIME 2 5 3 2 2 21 3 3 2 

TABLE2-5 INPUT OF PHASE STEP 

 STEP 10 11 12 13 14 15 16 17 18 

一 TIME 2 15 3 2 2 13 3 3 2 

二 TIME 2 21 3 2 2 19 3 3 2 

C. Simulation Result Analysis 
Working procedure after input parameter, by 10 times 

simulation, we can obtain the result as Figure4-1. From 

TABLE2-1 PHASE STEP 

  1 2 3 4 5 6 7 8 9 1
0 

1
1 

1
2 

1
3 

1
4 

1
5 

1
6 

1
7 

1
8 

1G ━ ━ ┅     

1Y    ━ ━    

1R ━     ━ ━ ━ ━ ━ ━ ━ ━ ━ ━
1A     ━ ┅    

1PG ━ ┅ ┅     

1PR ━    ━ ━ ━ ━ ━ ━ ━ ━ ━ ━ ━ ━ ━ ━
2G     ━ ━ ┅    

2Y     ━   ━
2R ━ ━ ━ ━ ━ ━ ━ ━ ━ ━ ━    

2A     ━ ┅  

2PG     ━ ┅ ┅    

2PR ━ ━ ━ ━ ━ ━ ━ ━ ━ ━ ━ ━ ━ ━ ━
Time 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

Phase 

    
━ means switched on, ┅ means blink, blank means turn off,  unit of time is s. 

1G—green light of E-W                             2G—green light of N-S 
1Y—yellow light of E-W                           2Y—yellow light of N-S 
1R—red light of E-W                                 2R—red light of N-S 
1A—green light of left turn of E-W           2A—green light of left turn of N-S 
1PG—green light of pedestrian of E-W     2PG—green light of pedestrian of N-S 
1PR—red light of pedestrian of E-W         2PR—red light of pedestrian of N-S 
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this figure, it is obvious that the programI is better than 
programII. 
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Figure4-1 Result Analysis 

V. CONCLUSION 

By using Arena’s modeling and simulation method, 
special modules of signalized intersection are built in the 
discrete environment of modeling and simulation of 
Arena. It is concluded that these modules can be used 
expediently to study on simulation modeling, scheme 
adjustment and result analysis of a certain intersection. 
However, there still might be some other aspects that we 
hope to do more research on this topic. One thing is that 

the paper only takes one intersection into consideration, 
other than several adjacent intersections on main traffic 
flow which could possibly have more complicated 
scenarios. That is also one of our research focuses in next 
step. 
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Abstract—This paper analyzes the current situation of the 
intrusion detection system, which is the basis to put forward 
that data mining technology is to be applied to the intrusion 
detection system in terms of the problems of the traditional 
intrusion detection system. Meanwhile, the paper designs 
the intrusion detection model of data mining. With the study 
on intrusion detection and data mining, the algorithm of 
classical relation with clustering in the characteristics on 
intrusion detection system is improved and optimized. 
 
Index Terms—Intrusion Detection; Data Mining; Error 
Detection (Abnormal Detection); Misuse Detection; Relation 
Rule; Sequence Rule; Clustering Algorithm 
 

I.  FOREWORD 

With the development of internet technology, more 
and more people have got the abundant network 
resources to learn the various patterns of network attack 
and may implement the seriously destructive attack only 
with the simple operation. So how to detect and prevent 
the invasive behaviors has become the highlight of 
computer field. 

There are plenty of methods to strengthen the network 
security such as setting secret code, VPN and firewall. 
But most them are static and can’t make the effective 
protection. However, the intrusion detection technology 
is a dynamic protective strategy, which can make 
monitor, attack and counterattack on network security to 
make up the weakness of the traditional static strategy.   

II.  THE INTRODUCTION OF INTRUSION DETECTION 
TECHNOLOGY 

The intrusion detection technology monitors the 
operation state of network system and digs out each 
attacking attempt, attacking behavior and attacking result 
so as to ensure the confidentiality, integrity and usability 
of system resource. The intrusion detection system can be 
classified into the diverse patterns of being based on 
mainframe, being based on network, being based on 
kernel and being based on application. The paper mainly 
analyzes the structure of the intrusion detection system 
based on network. The intrusion detection system can be 

divided into two sorts according to the differences of the 
data analysis methods.  

The first one is misuse detection, also named detection 
based on quality, which is to establish a quality-base in 
terms of a known invasive behavior to match the motion 
having occurred. When the consistent result is got, the 
invasive behavior is surely proved. The merit of misuse 
detection is that it has got the low misinformation rate. 
However, the quality-base will become larger and larger 
because of too many invasive behaviors and can only 
detect the known invasive behaviors. 

The second one is anomaly detection, also named 
detection based on behavior, which is to establish a 
normal quality-base and judge the invasion according to 
the user’s behavior or the consumption of resource. The 
merit of anomaly detection is that it has the strong 
currency and little relation to system and can detect the 
attacking methods that have never appeared before. 
However, it still has the high misinformation rate because 
of the impossibility of the produced outline to 
comprehensively describe all users’ behaviors of the 
whole system as well as the variable behaviors of each 
user. 

Therefore, the combination of the two methods can 
obtain the better performance. Anomaly detection can 
make the system detect the new, unknown and other 
situations; misuse detection can protect the integrity of 
anomaly detection by means of preventing the alteration 
of behavior patterns that some patient hackers may use to 
make anomaly detection consider it legal.  

The data origin of intrusion detection can be obtained 
by some specialized wire-shark, for example, Winpcap is 
generally used to obtain data packet in the system of 
Windows, while Tcpdump and Arpwatch may be used in 
the system of Unix. Data mining technology is mainly 
introduced and will be used in the data analysis phase. 
The response consists of the active response and the 
passive response. 

Ⅲ.  THE INDUCTION OF DATA MINING TECHNOLOGY 

The mission of invasion analysis is to find the invasion 
trace among the numerous obtained data. The network 
invasion is judged when the obtained data is input into 
the detecting system as information and analyzed and 
disposed by the detecting system. It is a huge intellectual 
project to establish a rule-base (quality-base), because the 
current detecting rules are generally made by handcraft, 
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Figure 1. The Pattern of Invasion Detecting System Based on Data 

Mining 

especially the detecting knowledge of judging the 
invasion behavior, which is a series of deduction rules 
coming from the security experts’ analysis experience on 
the suspicious behaviors to obtain the invasion quality so 
as to compile IDS. The IDS of this sort has got the 
obvious fault that the experts need to summarize and 
obtain the invasion quality continually so as to provide 
the comprehensive and abundant invasion detecting rule. 
It proves that the IDS can passively detect the known 
invasion or attack behaviors only with the outer aid but 
can’t detect the variants or unknown invasion or attack 
behaviors. Besides, the reliability of IDS is not steady 
because of the man-made analysis and experience and the 
misinformation rate is high.  

In order to overcome the current limitations of IDS, a 
new sort of technology---data mining technology is 
supposed to be applied. Data mining is the process of 
mining the unknown knowledge useful to decision from 
the numerable data sets. The clustering analysis algorithm 
of data mining is suitable for constructing the normal 
behavior model of network from the numerous data 
packets, while the relation analysis algorithm is suitable 
for describing the relation rules of invasion behavior 
pattern with which invasion detecting is carried out. 

Ⅳ.  THE REALIZATION OF INVASION DETECTING SYSTEM 
BASED ON DATA MINING 

The invasion detecting system in the paper consists of 
the pre-processor of data, data partition, relation rule 
obtaining, rule base and data analysis, and so on. The 
flow chart is as the following. 

The pre-processor of data is in charge of selecting the 
reasonable property from the data stream such as the 
system log data and network data packets to create the 
data form fit for detecting pattern; data partition partitions 
the data into the abnormal or normal data set with 
clustering algorithm. The module of relation rule 
obtaining makes the quality obtaining of each data set, 
then creates the rule sets and the rule bases describing the 
current each data set to store the normal and abnormal 

rules respectively. Whether the invasion occurs is decided 
by calculating the matching degree between the rule of 
the current data set and the rule of the rule bases. After 
the rule of the unsuccessful matching is input into the 
data analysis engine which makes analysis and judgment, 
the correspondent normal and abnormal rules are formed. 

Ⅴ.  THE CRUCIAL TECHNOLOGY ANALYSIS  

A. Data Partition 
The partition of data is to accomplish the following 

work. That is to form numerous data sets accurately, to 
make each data set comprise just the normal data or 
abnormal data, to judge whether each data set is the 
normal data set or the abnormal data set and utterly to 
favor the relation rule obtaining.  

The clustering algorithm is a common sort of 
technology of data mining, the core idea of which is to 
gather the similar (or close) data into a cluster and make 
the same patterns of data close but the different patterns 
of data distant. Here the improved clustering algorithm of 
K-means and the data partition in advance is taken. 

The disadvantages of the traditional algorithm of K-
means include: 

(1) The amount K of the ultimate clustering is 
supposed to be confirmed in advance and the record of 
the same amount should be designated as the initial 
clustering center. Then the whole record set is to be 
scanned by times, the clustering center and the clustering 
that the record belongs to are to be altered continually 
before the steadiness of the clustering center. The result 
of clustering has a direct and close relation to the amount 
K of clustering. The different clustering amounts will 
bring the different clustering results, so it is very hard to 
confirm the clustering amount bringing the best clustering 
result. 

(2) Some of the clustering results are likely to be 
vacancy, that is, the vacancy clustering may be brought 
without any object similar to the clustering center of such 
clustering. 

(3) The initial clustering center at random is likely to 
be not the best one at the beginning of the clustering and 
the clustering result is easily influenced by the initial 
clustering center. The traditional algorithm of K-means 
takes the arbitrary selection when the initial clustering 
center is obtained. However, obtaining a better initial 
clustering center can obtain a better clustering result. 

The schedule to improve of the algorithm of K-means: 
The improvement is made according to the 

disadvantages of the algorithm of K-means, that is, the 
two clustering parameters of the clustering semi-diameter 
and the nearest value H are to be added. The concrete 
method is the following. It is to calculate the smallest 
value of the distance of the current record from all the 
clustering centers; the record will be regarded as the new 
clustering center if the smallest value is more than the 
clustering semi-diameter. The final clustering amount K 
will be the best clustering amount of the data set instead 
of the beforehand clustering amount. It is not necessary 
for this method to confirm the clustering amount in 
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advance, which can sort out the records of the contiguous 
distances into the same clustering and isolate the 
abnormal records of great distances from the other 
clustering. The method can adjust the clustering amounts 
in a certain scope and sort out the abnormal records into 
an individual clustering, which is favorable for marking 
the abnormal records and cuts down the influences on 
calculating the clustering center. When there is vacancy 
clustering in the clustering results, the farthest object 
from the clustering center will be removed from the 
current clustering to bring a new clustering center so as to 
replace the vacancy clustering with the newborn 
clustering.  

For the selection of the initial clustering center, the 
sample set of the amount T should be taken first and the 
initial center set of the amount T will be produced after 
the clustering of K-means on each sample set. Then all 
the elements of T×K are clustered with the algorithm of 
K-means with C1 being the initial clustering center and 
the clustering center sets of T will be obtained, then the 
best one will be selected as the ultimate initial clustering 
center.    

The advantage of this method is putting forward a 
method to automatically select the initial clustering 
center, which reduces the complexity of algorithm time 
by means of selecting sample instead of the whole data 
set and can avoid the influence of “the isolated point” by 
means of the beforehand initial center clustering and 
multiple sample sets so as to improve the representation 
of the initial center. 

Improved k-means algorithm is described as follows:  
Input: a database containing n items of data  

Input parameters: the initial number of clusters M; 
cluster radius r; nearest neighbor threshold h  

Output: k a cluster  
(1) Select the M were the best initial cluster centers 

(w1, w2, …, wm)  wj = xi, where, j∈{1..k},i∈{1…n}; 
(2) to correspond to each cluster cj and wi. 
(3) Calculate the other records xi (i (1 ... n)) to the 

minimum distance from cluster center min.  
(4) If min <r, will be assigned to the nearest wj * xi 

where cluster Cj *; that | xi-wj * | <= | xi-wj | mj = (1 .. k) 
Otherwise, create a new cluster, the xi as a new cluster 
center.  

(5) Back (2), until all records are complete.  
(6) to each cluster mean replace the original cluster 

center, namely:  
(7) If there is an empty cluster, the furthest point away 

from the cluster center out to create a new cluster where 
the cluster center, the new cluster created to replace the 
empty cluster.  

(8) until the same value until the cluster centers.  
(9) Finally, calculate the value of all the cluster centers 

for any two centers The distance between the nearest 
neighbor with threshold h are compared, if the distance is 
less than h is to merge these two cluster.  

(10) repeat (9), until the distance between any two 
cluster centers are greater than the value of h up 

B. The Birth of Relation Rule 
The normal and abnormal data are partitioned into 

different data sets to obtain after the clustering partition 
of the data, so the influence of the too high degree of 
minimum support is reduced so as to be favorable for the 
relation rule obtaining. 

The mining process of relation rule consists of two 
steps. 

 (1) The first one is to find out all the frequent item 
sets, which are used to find out all the item sets whose 
support degree is not less than the received minimum 
support value. 

 (2) The second one is to bring the forceful relation 
rule by the frequent item sets, which must satisfy the 
minimum support and the minimum confidentiality. In 
the process of mining, the first step, which decides the 
general quality of mining relation rule, is the core of the 
relation rule finding algorithm.   

By means of the mutuality between the appointed 
min_sup and min_conf and the hunting algorithm of the 
frequent item sets as well as the mutuality with the 
relation rule sets, the users make explanations and 
evaluations on the mining results. This experiment 
module realizes the relation analysis with the improved 
algorithm of Apriori. 

Because the traditional algorithm of Apriori needs to 
scan the whole data base in the process of producing the 
frequent item sets, a back-up set needs to be formed 
before the formation of each item set K, which will be the 
bottleneck of algorithm efficiency when there is a big 
amount of data. The rule amount mined by the algorithm 
of Apriori is large. It is reasonable to get informed of the 
original IP address to have analysis and judgments for the 
record data of network link, so it is not favorable for the 
analysis of invasion behavior when the received rule sets 
include no rules of the original IP address and that should 
be excluded.  

The improved algorithm of Apriori consists of two 
parts which are bringing the frequent item sets and 
bringing the relation rule. The process of bringing the 
frequent item sets comprises linking, which is used to 
bring the back-up item set, and pruning, which excludes 
part of the item set elements by means of minimum 
support. The process of bringing the relation rule is to 
obtain the relation rule sets with the following formula. 

 )(
)(

lcount
scount

 counfmin_≥  (1) 
With the above considerations, the improved project of 

the algorithm of Apriori is put forward.  
(1) the simultaneous linking and pruning 
(2) The core quality parameter P is supposed to be 

introduced that means the parameter of the original IP 
address. In the process of bringing the relation rule, it is 
necessary to check whether there is the original IP 
address in the rule. Otherwise, the rule bringing should be 
quit.  
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C. The General Quality Detecting 
We downloaded 3 group tcpdamp form of network 

traffic data from the site, base on behalf of the normal 
state of network traffic, netl is the network traffic that 
includes analog IP Spoofing attacks, In the data file, an 
intruder is trying to guess the serial number to IP Gain 
access to the remote host, net3 is included simulated port 
scanning Describing the attack traffic .in the data file, the 
intruder tried to collect information about Web hosts and 
the services provided information. Experimental data can 
be easily obtained from the Internet, data is 
representative. Experiments show: Using the improved 
Apriori algorithm can improve the speed, the resulting 
rule set is also smaller.       

KDD Cup 99 data set includes four major types of 
attacks, DOS attacks and port scanning attacks PROBE 
accounted for more than 80%, respectively, for detection 
of these two attacks. Select the data in the 15 key numeric 
attribute clustering, used in the clustering process does 
not record the type of identification, clustering the data 
set results can be clustered into different categories. 
Makes the exception classes and normal classes of data 
separately. Can be found through the experiment, take 
different number of clusters a great impact on the results, 
but can not predict the optimal number of clusters. The 
improved k-means clustering algorithm can solve the 
initial issue of the number of difficult choices. Clustering 
algorithm is introduced and the most close to the radius 
threshold, the number of clusters does not require pre-
input data can be clustered into the best number. Table 1 
shows the parameters of the DOS attacks on the 
introduction of test results. Experiments show that: the 
improved k-means algorithm DOS attack detection rate 
significantly increased, better clustering algorithm, and 
do not need to specify the final number of clusters in 
advance, you can change most near the threshold to 
control the particle clustering degree.  

Ⅵ.  CONCLUSION 

Invasion detection has been developed fast in the 
recent years, which is the second security valve after the 
firewall as a kind of active detecting method of network 
security. The paper starts from the basic definitions, 

introduces invasion detection as well as several data 
mining methods commonly used for invasion detection 
and theoretically states the module of the invasion 
detection system based on data mining technology. The 
paper realizes a mining module based the mainframe log 
data. Besides, the abnormal visiting relation rule is 
brought by mining the log files of IIS so as to serve the 
invasion detection system.  

There are various patterns of technology used for 
invasion detection. The technology of invasion detection 
based on data mining technology has become the 
highlight of the current development of invasion 
detection. However, data mining is still in the developing 
phase, so it is essential to make the deep research on data 
mining. 
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TABLE I.  THE PARAMETERS OF THE DOS ATTACKS ON THE 
INTRODUCTION OF TEST RESULTS 

M h r 
The final 
number of 

clusters 

Detecti
on rate
（%） 

Error 
rate（
%） 

2 7 8 37 99.27 7.18 
2 7 10 31 94.58 5.67 
2 7 15 20 85.36 3.92 
2 7 20 16 82.7 1.4 
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Abstract—To anti-collision problem of multiple tags of 
RFID in ETC (Electronic Toll Collection) system, a novel 
BBS (Backtracking Binary-tree Search ） anti-collision 
algorithm is proposed in working in UHF (5.8G) based on 
the DBS (Dynamic Binary-tree Search) and RSBS (Random 
Split Binary-tree Search) to solve the only one bit collision 
in inquiry. The BBS algorithm can reduce twice inquiry 
process. The simulation in UHF (5.8G) show that the BBS 
algorithm can reduce the number of inquires and 
information sent to improve the ETC system efficiency. 
 
Index Terms—Tag, Reader, Binary-tree Search, RFID 

I.  INTRODUCTION 

RFID (Radio frequency identification) is the 
identification technology using radio wave which is the 
combination of wireless communication technique and 
semiconductor technique. The major problems of the 
RFID are included as follows: There are two or more tags 
to return information to the reader at the same time, 
collision will occur when multi-tags exist within the 
range of the reader signal scope, the phenomenon are 
known as tags collision. The anti-collision algorithm 
mainly include the time slot ALOHA anti-collision 
algorithm and binary tree anti-collision algorithm [1][2]. 

Using the vehicle RFID technology and the path-
identifying stations method, the ETC (Electronic Toll 
Collection) system can be changed into the systems based 
on the mobile communications tolling systems’ model for 
the need of the highway management. With applications 
in UHF (2.45G/5.8G/13.6G), and increasing number of 
the tags, the ALOHA algorithm cannot achieve a higher 
recognition rate and more exact efficiency. Especially  
the 5.8G in UHF is used for the frequency band of the 
ETC system by the ISO, so more and more BS (Binary-
tree Search) algorithm is used to solving the tags 
collision. 

The BS algorithm is a deterministic algorithm and has 
higher recognition rates. In theory, there is no recognition 
omission. In the process of anti-collision algorithm to BS, 
the tags always full character code as a response. But in 
practice, the character code of the tags may be very long, 
such as the code length of UID (Ubiquitous 
Identifications) is 128 bit, and can be expanded to the 256 
bit, 384 bit or 512 bit according to requirement. Thus lead 
to a significant amount of data, the recognition speed is 
influenced by the code length. 

The DBS (Dynamic Binary-tree Search) algorithm [3] 
reduces the time consuming of transferring the character 
code in ETC system to improve the ETC system 

efficiency.  The DBS algorithm is proposed as the 
classical anti-collision algorithm owing to the Simple 
ideas, stable system performance and less system 
resource requirements in ISO/IEC14-3A.  There are some 
problems in the DBS algorithm, such as all of the tags 
which are not to be activated compare their own to judge 
whether met to request command. The process is 
obviously a waste; meanwhile the tags which should be 
removing of the request from the scope also increase the 
interference within the system 

The tags should have a counter and a 0 or 1 random 
number generator in RSBS (Random Split Binary-tree 
Search) algorithm [4]. The reader active the dormant tags, 
then select all or part of the tags to recognition flow by 
Select or Unselect command. 

In order to take full advantage of the collision 
information has been obtained. Based on DBS and RSBS 
algorithm, a novel BBS (Backtracking Binary-tree 
Search) anti-collision algorithm is proposed to solve the 
tags collision problem in ETC system. 

II. BBS ALGORITHM 

A.  Define tag states 
The BBS idea is when there is some collision between 

tags, the reader firstly search the one path until a tag 
could be recognized; and then upward to the backtracking 
search from the lowest collision bit. If there are 
collisions; the collision bits are no less than one bit, and 
then downward search. If there are not collisions and then 
backtrack to the place of the second low collision, and 
then upward backtracking by bit-by-bit, until each tags 
are recognized. If only one bit collision has happen 
during inquiry show that only one tag need to be 
recognized, then the system no longer corresponds to the 
collision bit and directly select and read these two tags. 
So similar to each of these pairs of tags, the system can 
reduce twice inquiry process. 

For implement the BBS algorithm, the tags need to add 
the dormant depth counter need, meanwhile the reader 
need to add the collision bit counter and jump flag bit. 
The dormant depth counter can implement the 
backtracking. The collision bit counter can judge whether 
only a collision bit occur. The jump flag completed 
secondary the process that read the two tags of only bit 
collision to reduce the number of inquires and 
information sent to improve the ETC system efficiency. 

Define three states of the tags: 
(1) Activation state;  
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(2) Dormant state; 
(3) Quiet state. 
The dormant state and the dormant depth counter work 

together to complete the collision record and reduce the 
impact of information search. 

B. BBS algorithm steps 
The anti-collision demand is as follows: 
(1) Request(x,m): x is 0 or 1, m is the highest bit of 

collision detected, the reader sent the command to active 
the tags in the region. The tag of the activation state 
detect own m-bit tag number to compare the x, if the 
results is the same, then answer; if not, the tag enter the 
dormant state, and the corresponding dormant depth 
counter is set 1. If the tag is the dormant state, then the 
dormant depth counter adds 1. When m is all, no matter 
what the value of x, each bit is compulsory compared 
with 1. 

(2) Active: Its role is to reactivate a dormant state tag. 
Only dormant tags can response to the command. The 
dormant depth counters minus 1 to be active in dormant 
state. If the dormant depth counter is 0, the tag became 
the activation state and can response the Request. 

(3) Quiet: The flag bit of the read tags became 1 and 
the tags enter into the Quiet state no longer respond to 
Request command. 

(4) Select: When the reader determines collision-bit 
counter is 0, the reading flag of tags is set 1. The tags of 
active state and only one collision is no more inquire 
when the collision counter is 1, and directly set the read 
flag which the collision bit is 0 to 1. 

(5) Read-Data:  When the read flag of tags is 1 and the 
reader counter is 0, the reader begins read the information 
and the read flag of read is reset. If the read flag is 1 and 
the collision counter is 1, then the reader begins read 
information and the read flag of read is reset and make 
the flag jump into the 1. 

Fig.1 The flow of BBS algorithm 
(6) Switch: When the jump flag is 1, the read flag 

which the collision-bit is 1 and is no Quiet tag is set 1, 
and the read collision is became 0 and the jump flag rest.  

The BBS algorithm flow show in Fig.1. 

C. Case Analysis 
As shown in Fig.2, the BBS algorithm could be 

represented by the binary tree structure. We can see form 
Fig. 2 if the 5 tags are recognized; the 4 child nodes 
follow the root node. The parent-child nodes can bi-
directional search, the tags of the only one bit collision 
read directly left and right n odes, Therefore the total 
number of searches is as follows: 

 

 
Fig. 2 BBS process diagram 

 
S(m)：(m－1) ×2 + 1－2n = 2(m－n)－1 
So based on the BBS algorithm, the reader identify m 

tags, the number of the search is as follow: 
S(5)=(5－1)× 2 + 1－2 = 7 
2n is that reader need not to inquire the tags can read 

directly when minimal un-continuous collision-bit is 1 
bit.  

The BBS algorithm character is as follows: 
As long as within a range of values, the dormant depth 

counter can accurately identify each tag, the recognition 
can reach to 100% in theory. 

The BBS algorithm draws the method of the RFBA 
(Random Fork Binary-tree Anti-collision) algorithm, and 
improved the RFBA algorithm and shortened the length 
of sending information and reduced the number of 
inquires and system overhead. 

The pairs of the tags that minimal un-continuous 
collision-bit is 1 bit appear randomly, so system overhead 
depends on the number of a collisions and the tags 
themselves character code. The system efficiency with 
the increase in the number of tags is discrete, but the 2n- 
the pairs of the tags that minimal un-continuous collision-
bit is 1 bi t- is always greater than zero. Therefore the 
system overhead of the BBS is certainly not greater than 
the DBT and BS. 

III.SIMULATION 

The anti-collision is to deal with the large number of a 
certain length of binary with serial number tags. If the 
number of tags with the same length is regarded as the 
matrix, the matrix row is the tags serial number; matrix 
column is the serial number tag values in a certain bit, the 
BBS simulation is processed by MATLAB [5]. 

For the tags number of choices we adopt the following 
principles: each additional 10 tags we select a observation 
points when the number of the tags below the 100, each 
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additional 20 tags we select a observation points when the 
number of the tags below the 400, each additional 50 tags 
we select a observation points when the number of the 
tags beyond the 400. 

Through the BBS simulation, the ratio relations 
between the numbers of bits transmitted per tag and the 
number of the tags are shown in Fig.3. We can see as 
follows: 

Fig.3 Relation between the ratio and tags number in kinds of algorithm 
 
When tags number < 50, each tag of the average 

number of bits transmitted is the smallest number in BS. 
 When 50<tags number < 550, BBT is the relative slow 

linear increments, and its bit rate is the smallest change in 
all algorithm. 

When tags number > 550, RSBS advantages in data 
transmission can be reflected in the Fig. 3.  

By the relation between the tags number and the 
inquire number we can see as follows from the Fig.4: 

 
Fig. 4 Relation between the tags number and the inquire number 

The number of inquire sharp increase and the process 
time rapid grow with the tags increase in BS. This is 
because BS is bit-by-bit algorithm. The branch that the 
tags are not assigned must to be searched. The invalid 
inquire can consume large amounts of system time, so 
reduce the system efficiency. 

The number of inquire slowly increase in DBS, but the 
un-recognized tags need reply in every inquire process. 
After the two tags with only one bit collision still need 
send separately inquire command, the reader can send the 
select and read command. 

The compare number of BBS is obviously less than the 
DBS. The backtracking can reduce the inquire number, if 
only one bit collision happen, the system no more send 
inquire command but read directly above two tags to the 
extent that reduce the inquire number. 

IV. CONCLUSION 

The BBS algorithm is proposed to solve the tags 
collision of RFID in ETC system. The BBS can reduce 
the number of inquires in UHF (5.8G). The simulation 
and compare results show the BBS can improve the 
system efficiency.  

REFERENCES 

[1] Liu L A, Lai S L. ALOHA-Based Anti-Collision 
Algorithms Used in RFID System[J]. Wireless 
Communication, 2006, 9:124-134. 

[2] Lee S R, Joo S D, Lee C W. An Enhanced Dynamic 
Framed Slotted ALOHA Algorithm for RFID Tag 
Identification [J]. Mobile and Ubiquitous System, 2000, 
7:166-172. 

[3] Guo Z M, Hu B J. A Dynamic Bit Arbit ration Anti-
Collision Algorithm for RFID System [J] . A nti-Counter 
feiting Security Identification, 2007, 9:457-2460. 

[4] Myung J, LeeW, Srivastava J. Adaptive binary splitting for 
efficient RFID tag anti-collision [J]. IEEE 
Communications Letters, 2006, 10 (3):144 -146. 

[5] Tsan P W. Enhanced binary search with cut through 
operation for anti-collision in RFID systems [J] 
.Communications Letters IEEE, 2009, 10 (4):236-238. 

 



 215

The Implementation of Multi-Local LEACH 
Routing Algorithm Based on Wireless Sensor 

Networks 
Qingpu Guo1, Jun Li2 

1 Henan University of Economics and Law, Zhengzhou, China 
Email: gqp@hnufe.edu.cn 

2 North China University of Water Resourcesand Electric Power 
Email: lj@ncwu.edu.cn 

 
 

Abstract—These LEACH is a widespread protocol in 
wireless senor networks to reduce the energy dissipation of 
wireless sensor system. However, through our analysis, we 
found there are still some limitations in this protocol. In this 
paper, we propose a revised LEACH algorithm called 
Multi-Local LEACH to address these problems, which 
incorporates multi-hop and internal rotation mechanism to 
the convention LEACH. We establish the simulation 
platform in a virtual wireless environment by matlab and 
simulate the operations of the two protocols. The result of 
experiments shows that Multi-Local LEACH can 
significantly extending the network lifetime and be superior 
in energy saving compared with conventional LEACH. 
 
Index Terms—LEACH; multi-hop; internal rotation; 
wireless sensor networks; simulation 

I.  INTRODUCTION 

The routing protocols of wireless sensor networks can 
be classified into two categories: flat routing protocol and 
tired routing protocol [1]. Nodes are peer to each other in 
flat routing protocol and they transfer data by multi-hop. 
However, as a majority of traffic will converge at a 
minority of nodes in flat routing protocol, this will lead to 
system performance degradation and drastic sensor 
lifetime reduction. Considering the energy consumption 
by data transmission is larger than that by data 
computation, wireless sensor networks are commonly 
using clustering-based tiered protocol to reduce data 
transmission. Compared with flat routing protocol, tiered 
protocol is more scalable, manageable and energy-
efficient. LEACH [2](Low Energy Adaptive Clustering 
Hierarchy) protocol is a clustering-based tiered protocol 
for wireless sensor network which was firstly proposed 
by Hari Balakrishnan in 2000 [3]. For LEACH protocol, 
some of the sensor nodes are adaptively elected as 
cluster-heads to reduce the amount of information that 
must be transmitted. The other sensor nodes that are non-
cluster-heads are in charge of collecting information and 
transferring them to the cluster-heads. The cluster-heads 
are responsible for performing data fusion in their own 
clusters. After data aggregation, they will transfer the 
data to the base station. Therefore, by using LEACH 
protocol, the energy consumption could be reduced 
compared with the way that all nodes directly transferring 
data to the based station. LEACH protocol works well at 

energy saving, however, it still has some drawbacks to 
overcome. 

II. LEACH PROTOCOL OVERVIEW AND 
EXISTINGDRAWBACKS 

 In LEACH protocol, the cluster-heads are periodically 
and randomly elected. For each election, every node 
selects a random number between 0 and 1. If the number 
is less than a threshold T(n)[4], [5], [6], the 
corresponding node becomes a cluster-head at the current 
round. The threshold is set as: 
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Where P represents the desired percentage of cluster-
heads to all nodes, r represents the current round, and G is 
the set of nodes that has not been cluster-heads in last 1 P 
round. After a new cluster-head is determined randomly, 
it broadcasts this information to the rest of the nodes that 
notify them who is the new cluster-head. After this phase 
is complete, each non-cluster-head node selects a cluster 
joined for this round. This selection is based on the 
received signal strength of the advertisement. After each 
node has decided to which cluster it belongs, it must 
inform the cluster-head node that it will be a member of 
the cluster. In the set-up phase, cluster-header play a core 
role in the construction of a cluster[7]. Nodes of a cluster 
communicate with their cluster-head using different 
CDMA codes. In steady-state phase, nodes keep on 
collecting inspection data and transmitting them to their 
cluster-head. The cluster-head performs local data fusion 
to compress the amount of data being sent from the 
cluster to the base station. In order to minimize overhead 
of initiation, the steady-state phase is longer compared to 
the set-up phase[8]. 

Ⅲ. MULTI-LOCAL LEACH ROUTING ALGORITHM 
DESCRIPTION 

A. Overview of Multi-Local LEACH Routing Algorithm 
Since LEACH employs direct communication between 

cluster-heads and base station, the nodes furthest from the 
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base station have the largest transmit energy consumption 
compared with the nodes close to the base station. 
Consequently, the nodes far form the base station will 
have less lifetime than that of the nodes close to the base 
station. In addition, the election of cluster-heads is 
performed in entire WSN, which leading to large amount 
of energy dissipation and network lifetime reduction. To 
address these problems of LEACH, we propose the 
Multi-Local LEACH routing algorithm. Compared with 
conventional LEACH algorithm, multi-local LEACH 
provides several advantages: 1, Multi-Local LEACH 
routing protocol only uses conventional LEACH 
algorithm once to organize clusters at the set-up phase so 
as to reduce the cluster organization times, by which will 
significantly alleviate the energy dissipation of network 
set-up. Consequent reorganization of network will be 
limited inside clusters; 2, In the process of network set-up, 
meanwhile, cluster-heads record each cluster nodes’ 
signal strength that received from the base station. With 
the aid of mean signal strength, the distance between 
cluster and base station will be obtained. The base station 
relies on this value to determine the inter-cluster data 
forwarding mechanism. As a result of the first rotation 
mechanism within the cluster, flat routing protocol 
becomes an energy-efficient factor, eliminating the 
disadvantages of single hop data transmission in 

conventional LEACH algorithm; 3, Multi-Local LEACH 
provides a simple and practical internal rotation 
mechanism of cluster-head inside cluster nodes, which 
could basically address the drawback of excessive node 
energy dissipation caused by fixed cluster-heads. 

B.  Implementation Steps of Revised Algorithm 
Base on the analysis of energy dissipation of network 

set-up, the complementation between flat routing protocol 
and internal rotation mechanism, and the constrains of 
communication between clusters and base station, we 
propose an optimized Multi-Local LEACH algorithm 
whose flowchart is shown in Figure 1. 

1) The Set-up Phase of Network: Networking 
construction signal is broadcasted by the base station. 
When each node receives this signal, it firstly record the 
RSSI value of the signal’s strength. After that, it enters 
the process of electing itself to be a cluster-head. When 
being elected to be a cluster-head, the node begins to 
recruit cluster member from other sensor nodes in the 
vicinity and calculate total signal strength of all the 
cluster members. The nodes that haven’t been organized 
to a cluster need to repeat the reconstruction process 
using LEACH algorithm until everyone are added to a 
cluster. After that, cluster-heads record the sum of signal 
strength of base station as RSSItotal and its average value 

as RSSIaverage. By the formula RSSIaverage =－(10×n×
log10d+A),we can get d which is the distance to the base 

station and transmit the value to the base station. In this 
formula, n is the signal transmission exponent, d is the 
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Fig. 1. Flowchart of Multi-Local LEACH algorithm 
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distance between sensor node and the base station, A is 
the signal fading depth, normally taking the value 
between 45 and 49. The base station sorts the clusters in 
ascending order by the energy values it received from 
cluster-heads and then labels the clusters. The number of 
clusters will be subsequently sent to cluster-heads. 
Subsequently, the network moves into a relative steady-
state phase where begins to performing data collection. 
According to the real situation of radio signal 
transmissions, we adopt multi-channel fading model 
which works well in practice to simulate the 
communication between cluster to cluster or cluster to 
base station. 

2) Communication Mechanism Between Clusters: 
Since the output power of wireless sensor nodes is limited, 
we exploit multi-hop pattern of flat routing protocols to 
transmit data. In the network set-up phase, the base 
station numbers every clusters according to the distance 
values from the cluster heads. The larger the number is, 
the farther the cluster is to the base station. The policy of 
data transmission is : cluster-heads perform data fusion of 
local cluster data before sending out them, the cluster-
heads in vicinity who receive the data firstly judge if the 
cluster number is larger than their cluster number, if it 
does they will forward the data and send confirming 
message, otherwise they will discard the data without 
forwarding them. 

3) Internal Rotation Mechanisms: When a cluster-head 
receives a participation message of a cluster member 
node, it automatically increases the counter which records 
the amount of nodes. The cluster-head assigns a serial 
number and a special timeslot to each cluster node after a 
cluster is set up. The cluster nodes are only permitted to 
communicate with cluster-head in special timeslot, and 
they have to keep sleeping in other time. Once a cluster-
head’s transmission time reaches N, current cluster-head 
abdicates its role to a substitute node which is just 
awaking now and takes the place of the substitute node 

by using its timeslot. After that, the cluster head gets into 
the sleep state. To preserve the reliability of the replacing 
process, cluster-head firstly sends replacing message to 
the substitute node. When the awaking node receives the 
message, it sends its timeslot to cluster-head as an echo. 
After cluster-head receives the timeslot message, it 
transmits the data information and acknowledges 
information to the substitute node. Then, the former 
cluster-head node gets into sleeping state and waits for 
the arrival of its timeslot as a normal cluster node. 

Ⅳ. SIMULATION AND EVALUATION 

In wireless sensor network, the primary metric to 
evaluate an algorithm is network lifetime which means 
the network energy dissipation. This metric is usually 
measured by the number of survival nodes in the network. 
Without taking into account other external factors that 
may undermine the premise, we consider a node is dead 
when its energy is less than 0, and a network is beginning 
to dead when the first node died. The time consumed by 
the first dead node is defined as network lifetime. 
Excepting the energy dissipation of cluster set-up phrase, 
other energy are mainly consumed by the communication 
and signal amplification between cluster-heads and base 
station in LEACH algorithm. However, energy is mainly 
consumed by data fusion and relay in Multi-Local 
LEACH protocol. In this article, we performed multiple 
simulations of Multi-Local LEACH to get the mean 
network lifetime and compared it with LEACH. 

A. Evaluation Metric 
Our experiments use Matlab to generate 100 nodes 

which are randomly distributed in a region from (x=0,y=0) 
to (x=100,y=100). The base station whose energy is 
sustainable was located at the coordinate address of 
(x=25, y=150). Compared with the energy consumed by 
data transmission and reception in wireless sensor 

 
Fig. 2. The comparison of node lifetime. 
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network, the energy consumed by computation and 
storage is basically negligible. Hence, network lifetime is 
chiefly depending on data transmission. Assuming that 
the initial energy amount of each node is 0:5J and the 
energy consumption of transmission and reception is 
Eelec = 50nJ/bit. Amplification consumption ε amp = 
100pJ/bit/m2; k which is the size of package is set to be 
1000b; therefore the energy consumption of one 
transmission of a package is E = Eelec×K + εamp× k 
×d2, the energy consumption on reception of package is 
E = Eelec×K, d is the distance between nodes. In 
LEACH, d represents the mean distance between inter-
cluster nodes and cluster-head or the max distance 
between cluster nodes and base station. In Multi-Local 
LEACH, d is the mean distance between cluster nodes 
and cluster-head or the mean distance between adjacent 
cluster. 

B. Simulation Experiment 
TABLE I 

THE COMPARISON OF LIFETIME OF WSN NODES. 

 Round number 
of 

LEACH 

Round number 
of Multi-Local 

LEACH 
Round first node dies 415 465 
Round 50% nodes die 580 624 
Round last node dies 650 660 

Figure 2 shows the Matlab simulation results of Multi-
Local LEACH and LEACH. The x axis represents the 
round number of network simulation and the y axis 
represents the survival nodes amount after each round. 
Table 1 shows the statistic results of network lifetime of 
the two algorithms. According to the simulation results, 
the first node death in LEACH algorithm occurred in 
round 415, while the first node death in improved Multi-
Local LEACH occurred in round 465 which is 1.1 times 
as much as the former. That is, the network lifetime is 
increased by 10%. All nodes of LEACH are dead in 
round 650 and that is round 660 for Multi-Local LEACH. 
There is no significant difference between these two 
algorithms apparently, but take a close look we could find 
that after the first node died, other nodes died more 
quickly in LEACH. In contrast, the trend of node death of 
Multi-Local LEACH before round 580 is much slower 
than LEACH. Obviously, Multi-Local LEACH is 
superior to LEACH concerning improving the lifetime of 
wireless sensor network. In figure 2, We could also find 
that the slope of curve of increase significantly after 
round 630, which is due to LEACH that is used at set-up 
phase of Multi-Local LEACH. Since LEACH algorithm 
leading to uneven distribution of cluster-heads, it is liable 
to increase the cluster-heads’ energy consumption when 
increasing multiple hops. Because the internal rotation 
mechanism is adopted, the energy consumption of Multi-
Local LEACH is still lower than conventional flat routing 
protocols. The curves show that, in improved algorithm, 
the energy of nodes can be more efficiently used in 
network, thus to guarantee the load balance between 
nodes in network and extend the network lifetime. If the 
drawback of uneven distribution of cluster could be 

overcome, energy dissipation will be further reduced and 
a longer network lifetime is attainable. 

V. CONCLUSION 

In this paper, we improve the drawbacks of LEACH 
protocol and perform simulation experiments for the 
revised algorithm. In addition, we analysis the 
performance of Multi-Local LEACH, which is the 
revised LEACH algorithm, in terms of network lifetime. 
The results of simulation show that the revised algorithm 
can obviously extend the network lifetime compared with 
conventional LEACH, where the first node death time is 
1.1 times of LEACH and the network lifetime increase 
10%, significantly improving the network performance. 
As a single-hop protocol, LEACH has the drawback of 
huge energy dissipation in long-distance transmission. To 
address this problem, Multi-Local LEACH evenly 
distribute the extra energy caused by relay data as a 
cluster-head in all nodes within a cluster through the 
internal rotation mechanism. If there are many nodes in a 
cluster, we find that the mean energy dissipation of each 
node is relatively huge, which is liable to result in quick 
death of local cluster nodes. How to implement efficient 
clustering and an even distribution of network nodes in 
clusters are the challenges need to be settle in our further 
work. 
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Abstract—Artificial Neural Network (ANN) can be used to 
simulate the human nervous cells in the processing system. 
The advantage of ANN is constantly training to gain the 
accurate results. Structure Similarity (SSIM) expresses the 
quality of the  images comprehensively by  the image 
brightness, contrast, and structure. This research combines 
the Artificial Neural Network perceptrons and Structure 
Similarity characteristics to create different types of images 
suitable for weight value, expect through the video image 
intensifier to improve the visual identification, and provides 
the automatic image processing procedure in the future 
(e.g. analyze, detection, division, and identify). 
 
Index Terms—Artificial Neural Network, Structure 
Similarity, Perceptrons 

I.  INTRODUCTION 
As technology advances, the image display 

technology and industry have been evolved as well.  In 
the research field of color images, image quality analysis 
is increasingly important. We establish an image color 
quality index, using the weight of brightness, color, and 
contrast. The index can enhance image quality 
assessment. 

Digital image systems, such as digital cameras, 
printers, monitors, etc., the image quality can be 
presented by the system image quality assessment. The 
trainditional image quality assessment methods can be 
divided into Physical measurement and Psychophysics 
assessment categories. Physical measurement has been 
referred as an objective quality assessment which is the 
general formula property assessment. Psychological 
measurement emphasis on the assessment of subjective or 
perceived manners which is mainly derived from the 
feeling of image by the observer, that is the observing 
experiment by using human eyes.  

We use image processing algorithms to make different 
quality of standard images by three important indicators 
(specify level, color level, and sharpness), perceived 
brightness, color, contrast, and image quality 
transforming by the human eyes. Taking some factors 
into consideration giving the weight values to produce an 
amount of formula assessment, and then the quality of 
image is evaluated according to this formula.  

Color image quality assessment of three key 
indicators for the tone (which specify the degree of 
lightness), color and sharpness, the meaning of the 
metropolis lies generally against the three indicators to 

judge the quality of image. Using neural network to find 
the level of image quality of the three indicators, and give 
the weight value to establish a formula for image quality 
assessment. It can be successly improved and objective in 
image quality assessment methods. 

II. ARTIFICIAL NEURAL NETWORK 
Artificial Neural Networks is a widely discussed and 

re-studied topics in recent years. It refers to an imitation 
of biological neural network information processing 
system. To the biological point of view, the artificial 
neural network is a simple model of human brain. The 
simple operation element which corresponds to the brain's 
neurons and many connections throughout the network of 
neurons is known as the neural network. In fact, the 
advantages of neural networks can learn non-linear 
system, excellent learning ability, good fault tolerance 
and the characteristics of highly parallel computing 
power. Since the seventeenth century, doctors and 
anatomists lay the foundation of neural science.  

In 1943, psychologist McCulloch cooperated with  
mathematician Pitts in the MP model [1], the 
mathematical model is called “form neurons”. In 1949, 
Hebb proposed to change the connection strength of the 
Hebb neuron rule [2]. Rosenblatt introduced the concept 
of the perceptron [3] model in 1957, which is also the 
earliest and the simplest neural model. However, scholars 
believe that this model was the lack of hidden layer 
learning algorithm and the learning will be impeded. 
After that, the theory of neural networks was taken 
seriously again is because the development of artificial 
intelligence. Until the 1980s, Hopfiel neural network 
(1982) has been proposed. At this time, since the expert 
system encounters difficulties such that neural network 
theory has become important. Until now, neural networks 
have been widely used in various scientific aspects. 

The American scholar F. Rosenblatt proposed the 
most original sensor model since 1957. As shown in 
Figure 1, the basic perceptron composed of components 
as a linear combination of function with accumulator and 
a hard limiter. It is also known as single-layer 
perception.While its input is greater than or equal to the 
weighted threshold value, the output is 1, otherwise is 0, 
the output as Equation (1). Basically, the perceptron is 
comprised of an adjustable value of synaptic weights, and 
the threshold of a single neuron.  
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Figure 1.  Perceptron 

Generally, while the input of hard-limiter is positive, 
then the output of neuron is 1. Conversely, if the hard-
limiter of input is negative, then the output of neuron is -1. 

Perceptron has a good ability of identification for the 
linear segmentation data. The action function use the 
number of the sign function. There are two input features 
denoted as x1 and x2, and the output is obtained as (2). 
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Perceptron's output has two modes as the proof by the 
F. Rosenblatt’s demonstration. It can be find a straight 
line s which separates the two modes and the ω will be 
constringed. If the problem can be divided into the two 
modes, then it is called a linearly separable problems. 
While the problem can not be separated, then s will does 
not exist, as ω1and ω2 will not exist. 

III. IMAGE QUALITY ASSESSMENT 
Image Quality Assessment in Image Processing plays 

an important role, as image processing algorithms and 
systems design benchmarks to help assess the best or the 
quality of the results. At present more commonly used by 
the image quality index for the assessment are the Mean 
Square Error (MSE) and the Peak Signal to Noise Ratio 
(PSNR), respectively, are defined as follows: 
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where N is the size of image, xi and yi are the gray level 
of pixel of orignal image and test image However, these 
common approach, focused on the image gray value of 
the mathematical model to quantify the numerical 
standards, although with an objective assessment, but not 
all of the assessment results can meet the human visual 
judgement. By Fig. 6 can be found in the Test Signal 1, 
Test Signal 2 and Original Signal, Error Signal of the 
MSE results are the same, but the human visual 
judgement can only discover that the Test Signal 1 is 
closer to the Original Signal [4]. 

 
Figure 2.   MSE distortion of the signal difference calculation [5]  

A. Structural Similarity Index (SSIM) 
In 2002, Wang is the first scholar to propose new 

image quality evaluation index [5-10]: Universal Quality 
Index and Structural Similarity index applied to video 
image evaluation criteria, The results showed that the two 
kinds of gray scale images were superior to focus on the 
mathematical degree of statistical indicators. Structural 
Similarity Index, SSIM, taking into account the image of 
the brightness, contrast and structural and comprehensive 
representation of the overall image quality. Fig. 3 is the 
diagram of the structural similarity (SSIM) measurement 
system [4]. 

 
Figure 3.  Diagram of the structural similarity (SSIM) measurement 

system [5] 

The SSIM index is a full reference metric, in other 
words, the measuring of image quality is based on an 
initial uncompressed or distortion-free image as reference. 
SSIM is designed to improve the traditional methods like 
PSNR and MSE, which have proved to be inconsistent 
with human visual system. SSIM is also commonly used 
as a method of testing the quality of various lossy video 
compression methods. Using SSIM index, image and 
video can be effectively compared. 

SSIM comprehensively indicates the structural 
similarity of the overall quality of the images which 
include the luminance, contrast and structure of images. 
The SSIM is defined as: 
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The SSIM index is a decimal value between 0 and 1. 

A value of 0 would mean zero correlation with the 
original image, and 1 means the exact same image. A 
motivating example is shown in Fig. 4, where the original 
“Lina” image is altered with different distortions. The 
“Lina’’ image is dealed with various types of distortion, 
and the MSE is 225. However, the values of SSIM are 
significantly different. As shown in Fig. 4 (b), it is the 
image of best image quality, and the SSIM is 0.9327. 

 
Figure 4.  (a) Original Image "Lena" 512 x 512.  

(b) Contrast-stretched Image, MSE = 225, SIM = 0.9327. 
(c) Gaussian Noise Image, MSE = 225, SSIM = 0.3891  
(d) Implusive Noise Image, MSE = 225, SSIM = 0.6494  
(e) Blurred Image, MSE = 225, SSIM = 0.3461  
(f) JPEG Image, MSE = 225, SSIM = 0.2871 

IV. EXPERIMENTAL METHODS  

This paper is focused on two issues, first is the output 
of the traditional PSNR and subjective assessment which 
are often contrary. Second, the SSIM is difficult for the 
serious blurred images to have an accurate assessment. 
This paper proposed a scheme which combines the 
Artificial Neural Network and technique of SSIM to 
improve the issues. In this study, the features of SSIM, 
including the overall image brightness, contrast ratio and 
image structural comparison are utilized. Since the image 
processing technique of SSIM is closer to the human eye, 
SSIM and the neural network are combined to perform 
the adaptive image quality assessment. Therefore, we 
combined single-layer percetpron and SSIM to establish 
the new single-layer percetpron. By the definition of 
SSIM, (10) is used and extend as (11). 

γy)s(x,βy)c(x,αy)l(x,

y)]s(x,y),c(x,y),f[l(x,y)SSIM(x,

××=
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where  α=1w , β=2w , γ=3w , ))y,x(llog(x1 = , 

))y,x(clog(x2 = , ))y,x(slog(x3 =  
As shown in Fig. 5, is the single-layer model according 
to the established formula. 

∑
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Figure 5.  Combination of SSIM and Single-layer Perceptron 

V. EXPERIMENTAL RESULTS 
The experiments of picture image analysis have been 

performed on the portraits, buildings, animals and plants 
images. First, each image was compressed in different 
intensity of the JPEG compression, Gaussian blur, 
sharpening, noise processing, and contrast adjustments. 
As illustrated in Fig. 6, is one of the results of the image 
strengthened. The l(x,y),c(x,y),s(x,y) and SSIM values for 
each image is calculated. The training software used is  
the SuperPCNeuron which operated on a Pentium IV 3.0 
GHz, personal computer with Windows XP operating 
system.  

The learning rate is 0.01, weight range is from 0.1 to 
0.5, the number of input variables is 3, and the number of 
output variables is 1. We define log[l(x,y)], log[c(x,y)], 
and log[s(x,y)] as input value of X1, X2, X3. Visually set 
a good image as 1, poor image is 0 for a training set of the 
output. The training mode employed are BPN network 
model and K-fold cross-validation method, and allow the 
system select images randomly as training data and test 
data. 

 
Original Image JPEG Gaussian Blur 

   
Contrast Noise Processing Sharpening 

Figure 6.  Sample Image 
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We use (11) to find the weight value of each picture of 
portraits, animals, buildings and plant which are denoted 
as W1, W2 and W3. Table I is the RMSE and weights for 
each portrait picture and non-portrait picture. The 
experimental results have illustrated that applying 
different weights in each group into different image 
values, the output values are approximate to the results 
using the SuperPCNeuron. Although the results are 
suffered from the errors, however, it does not affect the 
overall image evaluation. 

TABLE I.  WEIGHTS  OF IMAGE  

 W1 W2 W3 RMSE 

portrait -0.1073 0.1962 -0.0332 0.24349 
animals -0.2470 0.2659 0.0269 0.25951 

buildings -0.1287 -0.0143 0.2183 0.25612 
plant -0.2048 0.2146 0.0126 0.38116 

F-Measure 
To prove the proposed scheme can identify different 

types of images and suitable for image quality evaluation 
criteria, the F-Measure method is used to test and verify. 
The F-Measure contains order Recall and Precision are 
shown in Table II. 

TABLE II.  TRUE POSITIVES,TRUE NEGATIVES, FALSE POSITIVES 
AND FALSE NEGATIVES PARAMETERS 

 correct result / classification 
E1 E2 

obtained result / 
classification 

E1 tp 
(True Positive) 

fp 
(False 

Positive) 

E2 
fn 

(False 
Negative) 

tn 
(True 

Negative) 

Recall and Precision formula are defined as follows: 

fptp
tpPrecision
+

=    
(12) 

fntp
tpRecall
+

=    
(13) 

If R：mean to Recall, P：mean to Precision，then 
the F-Measure is defined as follows: 

recallPrecision
recallPrecision2F

+
×

×=  (14) 

When the higher the value of Recall and Precision, the 
higher the F-Measure value which means that its quality 
is better. In Table III, we found that Precision values were 
above 0.7, F is also above average of 0.6. Experimental 
results have demonstrated that this approach can make the 
image quality of different types to achieve adaptability. 

 

TABLE III.  F-MEASURE DATA 

 portrait animal building plant 
Precision 0.8730 0.8095 0.7619 0.8095 

Recall 0.7432 0.5667 0.5517 0.6071 

F 0.8029 0.6667 0.6400 0.6938 

VI. CONCLUSION 
In this paper, the Structure Similarity and Artificial 

Neural Network for image quality assessment are 
investigated. The SSIM can retain structural 
characteristics of the image. By using the ANN properties 
to find the coefficient of SSIM, all kinds of images of 
image quality assessment index can be establish. It can 
achieve adaptability for the image quality of different 
types, become the optimization of image processing 
parameters, and obtain both image structure and image 
quality of high-quality images. Experimental results have 
demonstrated that the proposed approach can make the 
image quality of different types to achieve adaptability. 
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Abstract—Grid computing is applying the resources of 
many computers in a network to single problem at same 
time, usually to a scientific or technical problem that 
requires a great number of computer processing cycles or 
access to large amounts of data. Many academic institutions 
devote themselves to define standard of Grid computing 
and hope to do some application engineering work. How to 
design the general architecture is the most important factor 
of Grid computing application. This article given a Grid 
computing model contains general architecture and 
interfaces. The model is a simple distributed computing 
application based on Open Grid Services Architecture, 
which given a detailed description on GridService 
architecture, interfaces, creation of transient services, 
factories, services lifetime management, notification by 
analyzing the architecture and interfaces function of Open 
Grid Services Architecture. 
Index Terms—Grid computing, distributed computing, 
OGSA, Lifetime management 

I. INTRODUCTION  
With the development of computer network 

technology and internet, more and more scholars show 
interest in research of grid computing. Grid computing is 
a sort of distributed computing which can connect many 
computers in the world and make them a fully shared 
integrate resource by high speed internet network. 
Although grid computing is mainly researched in 
academe and scientific research at present, but more and 
more big IT academic institutions hope by using it to do 
some application engineering work. 

Just like TCP/IP protocol is the core of Internet and 
each entity must use IP protocol, grid computing define 
standard protocol and standard service. After a long 
period of practice and improvement an approbatory 
standard – open resource Globus Toolkit was defined. In 
2002, Open Grid Services Architecture (OGSA) was 
defined as the base services of the open grid services in 
global grid forum. OGSA is a sort of system architecture 
of grid computing, the center is Services based on Globus 
technology and Web Services, by combining Globus with 
Web Services OGSA expand Globus Tooklit protocol and 
define convention and Web Services Description 
Language (WSDL) interface[1]. Grid Services is a 
potential transient and stateful services[2] instance 
supporting reliable and secure invocation, lifetime 
management, notification, policy management, credential 
management, virtualization[1]. OGSA also defines 
interfaces for the discovery of Grid services instances and 
for the creation of transient Grid service instances. The 
result is a standards-based distributed service system that 

supports the creation of the sophisticated distributed 
services required in modern enterprise and inter-
organizational computing environments. 

II. A MODEL OF OGSA-BASED APPLICATION 
Wherever Times is specified, Times Roman or Times 

New Roman may be used. If neither is available on your 
word processor, please use the font closest in appearance 
to Times. Avoid using bit-mapped fonts if possible. True-
Type 1 or Open Type fonts are preferred. Please embed 
symbol fonts, as well, for math, etc. 

A. General architecture 
The model comprises four components: user 

application; data storage services; data operation services; 
database services. Each component initially encapsulated 
in a running environment. The general architecture is 
illustrated in Figure 1, the “R” represent local registry 
services of each service. 

The working of the model illustrates as following: 
 
 
 
 
 
 
 
 
 
 
 
 
According to the data operation requirement user 

application request the creation of Grid services, the 
request should contains a creation of data storage services 
and a data operation services. Each request involves 
mutual authentication of the user and the relevant service 
followed by authorization of the request. Each request is 
successful and results in the creation of a new Grid 
service instance with some initial lifetime. The newly 
created data operation services request data operation 
from the database services and place the intermediate 
result in local storage. Meanwhile, the user application 
generates periodic “keepalive” requests to the Grid 
service instances that it has created. If the data operation 
was successfully finished in the initial lifetime the 
lifetime keeps constant, otherwise, the keepalive 
messages should send a request to prolong the initial 
lifetime to perform the data operation. If any other part 

 

User 
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Data storage 
i

Data operation 
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Figure 1. General Architecture 
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has an interest in the results, further keepalive messages 
should generate. If the application fails for some reason, 
the data operation computation continues for now, but 
user application can’t receive the keepalive messages, due 
to the application failure, keepalive messages cease, and 
so the Grid service instances eventually time out and 
terminated, then free the storage and computing resources 
that they were consuming[3]. 

B. Function of  components 
A Grid service implements one or more interfaces. 

OGSA provide necessary Grid services interfaces and 
other optional interfaces to create Grid services, manage 
lifetime. OGSA defines a variety of behaviors and 
associated interfaces, all but one of these interfaces 
(GridService) are optional. 

• Factory interfaces 
Factory interfaces support the creation of transient 

Grid services instances.  
User application request access transient Grid services 

instances by factory interfaces, and instances creates data 
operations Grid services by responding the factory 
interface’s request or other proxy request, at the same 
time, the factory interface’s creation service operation 
creates a requested grid service and returns the Grid 
Service Handle (GSH, global unique name of Grid 
service instance) and initial Grid Service Reference 
(GSR, abstraction of instance-specific information) for 
the new service instance[4]. The whole procession is 
illustrated in Figure 2. 

 
 
 

 
 
 
 
 
 
 
Factory interfaces can control services, if a service 

fails, it can be restarted by higher level controlling 
services by calling on the factory interface. 

• NotificationSource and NotificationSink 
interfaces 

Services can deal with notifications in standard ways. 
OGSA defines common abstractions and service 
interfaces for subscription to NotificationSource and 
delivery of NotificationSink notifications. 

• GridService interfaces 
GridService interfaces are essential interfaces of 

OGSA, one of its important functions is lifetime 
management.  

When requesting the creation of a new Grid service 
instance through a factory, client indicates minimum and 
maximum acceptable initial lifetimes. The factory selects 
an initial lifetime and returns this to the client. 

Most of services in OGSA are transient instances, so 
determining when a service can or should be terminated is 
very important. In distributed system, messages may be 
lost, one result is that a service may never see the 
termination request, thus causing it to consume resources 
indefinitely. The other is that a service is terminated in 
initial lifetime but does not successfully perform the 
specific task. 

OGSA resolve this problem through a soft state 
approach in which Grid service instances are created with 
a specified lifetime. The approach to Grid service lifetime 
management has two operations: Destroy and 
SetTerminationTime. 

If the initial lifetime period expires without having 
received a message, the data operation services should be 
terminated (Destroy) and release any associated 
resources, even failures of servers, networks or clients. 

If client wish the Grid services exist or perform 
another new task, he can send a keepalive message or 
requests a lifetime extension via a SetTerminationTime 
message to data operation Grid services, which specifies a 
minimum and maximum acceptable new lifetime. The 
factory selects a new lifetime and returns this to the 
client. 

The periodicity of keepalive messages can be 
determined by the client based on the initial lifetime 
negotiated with the service instance and knowledge about 
network reliability. the interval size allows tradeoffs 
between currency of information and overhead. 

Lifetime extension requests from clients are not 
mandatory. A service can decide at any time to extend its 
lifetime, either in response to lifetime extension request 
by a client or any other reason. If resource constraints and 
priorities dictate that it relinquishes its resources, the 
service instance can cancel itself at any time. 

The message delivery procession is illustrated in 
Figure 3. 

• Registry and HandleMap interfaces 
Registry interfaces provides operations by which 

GSHs can be registered with the registry service, and an 
associated service data element user to contain 
information about registered GSHs. The Registry 
interface is used to register a GSH and the GridService 
interface’s FindServiceData operation to retrieve 
information about Registered GSHs. By implementing 

User’s 
 
Factory 

GSH & GSR 

Grid service

Figure 2. Creation of Grid service 
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Keepalive 
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Request 

Grid services
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Figure 3. Message Delivery Procession 
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registry interfaces in all services so that they always have 
access to a registry to discover other services, registry 
interfaces can make service discovery possible. Registry 
interfaces should be run at a large computing machine if 
all services need to be notified of a service joining or 
leaving , because the number of message will increase 
with the number of services. 

HandleMap interface is a handle-to-reference mapper 
that take a GSH and return a valid GSR. 

Registry and HandleMap service are created 
automatically when the service starts up as a function of 
the hosting environment. 

By using Registry and HandleMap users of many 
services and services get hold of the service descriptions 
to discover which services meet their needs. The registry 
needs to be searched to find the GSH of the services that 
fulfill the user requirements, and the HandleMap can be 
contacted to retrieve the detailed description of the 
services in question. 

III. CONCLUSIONS 
Grid computing has emerged as an important new 

field, distinguished from conventional distributed 
computing by its focus on large-scale resource sharing 
and high-performance orientation. Until recently, Grid 
computing technology needs to improve. Many academic 
institutions devote themselves to define standard and 
software application of Grid computing. The Globus 

Tookit that developed by Globus project made a great 
impact on Grid computing, and the OGSA perfect the 
Globus Tookit. Grid computing technologies are evolving 
toward an OGSA. OGSA defines a Grid service based on 
concepts and technologies from both the Grid and Web 
services communities. OGSA defines standard 
mechanisms for creating, discovering transient Grid 
service instances. The model this paper presented is a 
simple distributed computing application based on 
OGSA, which is an abstract representation of both real 
resources, such as nodes, file systems, and logical 
resources. It provides some common operations and 
supports multiple underlying resource models 
representing resources as service instances. 
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Abstract—The key to using computer technology to correct 
segmentation and processing the information of the Shang 
Oracle-Bone Inscriptions is accurate identification of the 
words and phrases. Currently, there is not the special words 
and phrases database of the Shang Oracle-Bone Inscriptions 
in this field, it is very important to construct the special 
words and phrases database automatic, efficient, scientific 
and dynamically, depending on the characteristics of the 
Shang Oracle-Bone Inscriptions and the own of the large 
resources of the Shang Oracle-Bone Inscriptions, in this 
paper, we Construct the words and phrases Database of the 
Shang Oracle-Bone Inscriptions Based on N-Gram Model, 
experimental results show that using the statistical 
computing language model for constructing the words and 
phrases Database of the Shang Oracle-Bone Inscriptions is a 
strong practical and feasible. 
 
Index Terms—N-gram model, Bigram model, High-
frequency characters, the special dictionary of the Shang 
Oracle-Bone Inscriptions 

I.  INTRODUCTION 

The Shang Oracle-Bone Inscriptions is the China’s 
earliest systemized character. The research on the Shang 
Oracle-Bone Inscriptions is significant for studying the 
development of China's history and society, for 
understanding Chinese language, Chinese characters' 
development, evolution, and voice structure, vocabulary, 
the transformation of meaning. 

With computer technology penetrating into all research 
areas, the computer-aided the Shang Oracle-Bone 
Inscriptions textual research and explication is under 
development. The use of computer technology converts 
the Shang Oracle-Bone Inscriptions research form 
manual to intelligence, and liberates researchers from the 
tedious work, thus makes the study of the Shang Oracle-

Bone Inscriptions advance into a new era of information 
technology. 

In order to enable computer to understand and process 
the information of the Shang Oracle-Bone Inscriptions, 
the key problem to be solved initially is to split the Shang 
Oracle-Bone Inscriptions correctly. At present, the 
commonly used automatic word segmentation technology 
has three categories: the technology of matching based on 
string, based on understanding, and based on statistics. 
Behind the two technologies are based on the first 
technology, and has improved the first technology, these 
two technologies are involved to the technology of 
matching string based on word. 

The technology based on matching characters is also 
named machinery word segmentation; it is to be used 
with the dictionary. At present, there is no special 
dictionary in the field of the Shang Oracle-Bone 
Inscriptions. So, if we want to use the technology of 
machinery word segmentation, we must construct the 
dictionary of the Shang Oracle-Bone Inscriptions firstly. 
Today, the computer participate in the research work in 
every fields, artificially, to establish and maintain the 
dictionary of the Shang Oracle-Bone Inscriptions is a 
very stupid and clumsy thing, it will be a very meaningful 
work to automatic, efficient, scientific, and dynamically 
build the dictionary of the Shang Oracle-Bone 
Inscriptions. It is good, as following:(1)To extract words 
and phrases from the corpus linguistics of the Shang 
Oracle-Bone Inscriptions, can reflect the special 
vocabulary in the field of the Shang Oracle-Bone 
Inscriptions.(2)The statistical data information produced, 
during the course of constructing the dictionary of the 
Shang Oracle-Bone Inscriptions, can be used for future 
research. 

It is a good choice to use statistical language model to 
construct the dictionary of the Shang Oracle-Bone 
Inscriptions, based on the large number of machine-
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readable corpus, in this paper, we will build the 
dictionary of the Shang Oracle-Bone Inscriptions using 
the N-gram model which statistic data depending on the 
frequency of the word combinations in the corpus. 

II.  THE IDEAS OF CONSTUCTING PHRASE BASED ON 
STATISTICAL 

From the formal point of view, phrase is a stable 
combination of characters, In context, the more time the 
adjacent characters appear, the more likely to form a 
phrase. Therefore, the frequency or probability of the 
adjacent characters appearance can reflect the credibility 
of the phrase better; we can calculate their mutual 
information through the frequency or probability of the 
adjacent characters appearance in the corpus. 

Mutual information reflects the current relationship 
between the combination of Chinese characters tightness. 
When the close is higher than a certain threshold, the 
word can be considered that this group may constitute a 
phrase. Definition of the word of the mutual information 
is calculated two characters X, Y are adjacent total 
probability. Using this method would extract some of the 
current vocabulary of high frequency group; therefore, 
thinking based on statistics of word formation is based on 
statistical methods of high-frequency word string. 

 III.  N-GRAM MODEL INTRODUCE 

A.  N-gram model 
High-frequency characters theory is based on N-gram 

statistical model. An N-gram model can be utilized to 
find the most probable segmentation of a sentence. 

 Given a character sequence like C= C1 C2 C3…C1, the 
length of it is l, in the context, if only the first n-1 
characters have impacted to the probability of the next 
character that the first n characters, Probability that: 

P (Cl | C1 C2 C3…Cl-1) ≈  P (C1 | C l-n+1…C l-1)                         
(1) 

According to the probability multiplication theorem 
and N-gram model, the probability of the characters 
sequence C= C1 C2 C3…C1 can be expressed as the 
product of the probability every characters comprising, as 
following: 
P(C)=∏

=

−

l

i

iCCCp
1

)1(1i )...|( ≈

∏
=

−−−

l

i

inl CCp
1

1)1( )...(                      (2) 

When P (C) over a certain threshold, indicating the n-
characters binding strong, then these n-characters can be 
viewed as a phrase. 

B.  The value N 
As for the value N, ZHANG Shuwu in the paper of 

analysis of the value N in the Chinese statistical language 
model finds that from the view of detecting no-logged 
word (Chinese rare words) and the reconfiguration the 
values of N 4 is better. 

But, in the field of the Shang Oracle-Bone Inscriptions, 
from the results of the research, we can find the Shang 

Oracle-Bone Inscriptions have the following 
characteristics: 

1) At present, from the 150,000 or so discoverd 
Oracle Bones, there are more than 5,000 have been 
released about 1,500 words. Using 5000 characters to 
build 150,000 pieces of Oracle Bones, so the special 
dictionary in the field of the Shang Oracle-Bone 
Inscriptions that we want to build is not make of the 
uncommon characters. 

2) In the Shang Oracle-Bone Inscriptions, as there 
are not many inscriptions, phrases are not rich, the 
phrase is offen expressed by a single character through 
the method of Multi-word Or Utilizing part of speech Or 
Multi-word word, expression of the different meaning, so 
there are a large proportion of the sing-character 
phrases in the Shang Oracle-Bone Inscriptions. 

3) As for the two-characters phrases in the Shang 
Oracle-Bone Inscriptions, mostly including of the Ganzhi 
time terms or names, place names, titles, etc., such as: 
Xin-Chou, Yi-Hai, Shang-Jia, Zu-Yi etc., those two-
characters phrases also hold a certain proportion in the 
Shang Oracle-Bone Inscriptions, and the probability of 
appearing in the Inscriptions is large. 

4) As for the three-characters phrases or more-than-
three-characters phrases, there are only a little. 

During the course of constructing the special 
dictionary in the field of the Shang Oracle-Bone 
Inscriptions through the method of the N-gram statistical 
model, the dictionary is mainly built using a high 
frequency of common words, not rare words. According 
to the characteristic of the Shang Oracle-Bone 
Inscriptions, there are mainly single-character and two-
character phrases, so, in the course of constructing the 
dictionary through processing the Shang Oracle-Bone 
Inscriptions, we find that the values of N-2 is better, 
therefore, Bigram model. Bigram Model is used by 
statistical two adjacent characters co-occurrence 
frequency; the system self-organization generates the 
corresponding phrases, the formation the special 
dictionary. 

C.  The values of statistical probability P 
How much on earth are the values of statistical 

probability P for the two adjacent characters co-
occurrence frequency, then, the two adjacent characters 
co-occurrence can be considered as a phrase? Popularly 
say, how high is the frequency of the two adjacent 
characters co-occurrence can be considered as a phrase? 
Usually define it in three ways. 

Way 1: Calculate the probability of composition of the 
characters sequence C = C= C1 C2 C3…C l-1 Cl: 

P(C1 | C1 C2 C3…C l-1) =   
)...(

)...(
)1())1((

))1((

−−−

−−

lnl

lnl

CCCount
CCCount        

(3) 
By the formula (2) and formula (3), we can estimate 

P(C1 C2 C3…C l-1 C1), the C1 C2 C3 … …C l-1 C1 
probability. Function will statistic the number of the 
characters sequence C1 C 2 C 3…C l-1 Cl. 

Way 2: Through the absolute frequency, that is, 
depending on the times that those two adjacent characters 



 

 228

co-occurrence in the literature determines the high-
frequency phrases, also depending on the length of the 
literature. That is: we expect that they can be adjusted by 
the formula f(c)>f(l), f(c) means the sequence of the 
high-frequency strings, and f(l) is a statistical value 
decided by the length of literature. In this paper, when 

500≤l , f(l)=2; when 2000500 ≤< l , f(l)=3; and 
when 100002000 ≤< l , f(l)=4; when 10000>l , 
f(l)=4. 

Way 3: By calculating the relative frequency. Suppose 
the string frequency is f (C) for the string C. If f (c) meets 
the formula (4), then string c is as high-frequency strings, 
where P is the user-specified threshold. 

P≥
}f(C)max{

f(c)                                       (4) 

Those three ways can be used very simple. In this 
paper, we will make experiments to adjust which one is 
the best for constructing phrases. 

IV.  THE ALGORITHM AND EXPERIMENT 

A.  The selection of the Shang Oracle-Bone Inscription 
In general, the total number of characters of a piece of 

the Shang Oracle-Bone Inscription are only 20 or 30, and 
we can not complete our work through one piece 
Inscription, we use together a considerable number of 
pieces of Inscriptions to form a training text database. 
Because the characters on the turtle shells and bones have 
existed a very long time, some of them are not clear, 
illegible, or because the turtle shells and bones are 
incomplete, resulting in the contents of the Inscriptions is 
incomplete. Therefore, before reading the training 
database of the Inscriptions into memory, they should be 
pretreated. In this experiment, we add the label people ";", 
where the turtle shells and bones are not complete, thus a 
piece of Inscription will be divided into a number of 
Inscriptions. The experiment data is from the graphics 
library of the Shang Oracle-Bone Inscription which 
finished by Anyang Teachers College Professor Liu 
Yongge including of 61256 turtle shells and bones. In the 
graphics library, there exist even if the number of the 
rubbing different but really a same piece of rubbing. 
Rubbing on the bones of these inscriptions experimental 
samples formed after the merger, using of “;” to separate 
the Inscriptions. 

B.  The algorithm 
N-Gram model algorithm include of three parts: 

pretreated, substring extraction and post-processing. 
Pretreatment of the training text into memory, then deal 
with them to form the Inscription training database; the 
part of sub-string extraction is that according to Bigram 
model and the three probabilities adjust way to statistics 
and extract probably phrases; the third part will process 
the Incorrect “phrases”. For example: turtle shells and 
bones have no punctuation, but, during forming the 
training database, we added in”;” together the 
Inscriptions,";" and other characters may be composed of 
a high probability of word combinations, so these 

incorrect “phrases” should be removed form the 
dictionary. 

C.  The Data of  the  Experiment 
Do the experiment on the basis of researching and 

analyzing above, we can drew the data shown in the 
following table 1. 

TABLE I． 

EXPERIMENT DATA  
The training library of the 

experiment 
61256 pieces of the 
Shang Oracle-Bone 

Inscription 
Algorithm N-Gram(Bi-gram) 

The number of  the single-
word phrease abstracted

（Nsingle） 

835 

In comparison with 1500 
recognized, the coverage 

of the single-word 
phreases 

（Nsingle/1500） 

55.66% 

The number of  the two-
words time phrease 
abstracted（Ntwo） 

68 

The number of the correct 
time phrease（Ncorrect） 

53 

The correct rate of the 
time phreases

（Ncorrect/Ntwo） 

77.94% 

In comparison with 60 
recognized time phreases, 
the coverage of the two-

words phreases 
（Ncorrect/60） 

88.33% 

V.  CONCLUSION 

Through this experiment we can draw the following 
conclusions: 

(1) It is practical and feasible that constructing the 
special dictionary in the field of the Shang Oracle-Bone 
Inscriptions using the method of the N-gram (Bi-gram) 
statistical model.  

(2) In the extraction process of the two-characters 
phrases, as for the higher frequency of Ganzhi time-
expression person names, place names, those three kinds 
of probabilistic methods to judge the results are good. 
Thus, selection of the appropriate parameter, every one of 
the ways will be ok to adjust the result.  

(3) For idioms extraction, according to different 
parameters, the extraction result is not the same, but 
because the length of idioms are often not only two-
characters combinations, the idiom are often combined 
with three or three more characters, so as for the 
extraction of the idioms, the correct rates using N-2 
model are not high, so do not recommend using this 
approach to extract idioms. 

(4) As for three-characters phrases there are a little in 
this field, because there are very few, no need for 3 – 
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gram Model (Trigram Model) to statistics, we can 
manually add them to the dictionary. 

(5) Because the training library is not complete, so, the 
capacity of the special dictionary in the field of the Shang 
Oracle-Bone Inscriptions is not large, we can expand the 
dictionary through expanding the training text database. 
We will continue to improve it in subsequent work. 
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Abstract—The concept and working principle of Internet of 
Things are presented. Then a simple equipment status 
management system of coal mine has been designed in 
VS2008 which effectively monitors the status information of 
variety of devices on the underground, such as work 
location, operating conditions, fault records and the main 
components parameters. Besides, it can timely exchange the 
information with the remote customer and manufacturers. 
what's more, the system  has been designed for the 
transmission of the EPC code information of all kinds of 
underground equipments by the way of combining the 
industrial Ethernet and wireless sensor network, avoiding 
the problem of the privacy leak caused by the tradition of 
using RFID as tags. 
 
Index Terms—Internet of Things; coal mine; sensor 
network; Industrial Ethernet 

I.  INTRODUCTION 

Early in 1998, two professors at Massachusetts 
Institute of Technology presented that unique number 
should be given to all items to be identified based on 
radio frequency identification technology (RFID), which 
birthed the concept of Internet of things; 2005 
International Telecommunication Union (ITU) released《
ITU Internet Report 2005: Internet of Things》which 
pointed out the "Internet of things" communication age’ 
coming; Internet of things new ideas and new 
technologies were discussed in the world's first 
international Internet of Things Conference "Internet of 
Things 2008" in Zurich in 2008; the speech of Premier 
Jia-bao Wen in Wuxi proposed the "Internet of things" 
concept in August 2009. 

From "wisdom of the Earth" to "induction China", 
another wave of the information industry following the 
computer and the Internet is triggered with the concept of 
Internet of Things. Internet of Things is based on the 
extension and expansion of the Internet network, and the 
Internet is still the core and foundation of it. Extension 
and expansion of its client to any goods and goods 
between the various types of objects through the device 
of electronic tags, sensors, connects wireless networks 
through the interface realize communication and dialogue 
of man and object, the object and the object. Traditional 
thinking is broken down by Internet of Things, full sense, 
reliable transmission and intelligent networking 
processing are the basic characteristics of it. Internet of 
Things concepts and technologies are quietly going into 
our lives. 

Internet of Things refers to the link between the 
various types of sensors and the existing Internet. Its 
meaning is derived from the concept of the object 
recognition of the RFID and the data exchange networks. 
Internet of Things can be divided into 3-tier system: 
perception layer, network layer and application layer. 
Readers, reader, sensor networks, M2M terminals are 
included in perceptual level, so as to implement the 
“objects” of the identification. Communications networks 
as well as network integration are included in Network 
layer. Network layer as universal service infrastructure 
make the Internet of Things become universal service. 
The role of the application layer is that Internet of Things 
combines with specific industry, which can realize the 
intelligent application control [1]. 

Ⅱ.  RELATED WORK 

With the development of Internet of Things 
Technology, which will effectively reduce operating costs 
and increase efficiency with large-scale application in 
various industries. In such a network, goods can 
"exchange" for each other, without human intervention, 
and can identify any of the products to make the product 
with dynamic information of "smart products" in any 
place, any time. 

Currently there are some applications about Internet of 
Things, RFID is a key technology in Internet of Things. 
Every RFID success stories can be regarded as the pro 
totype of Internet of Things application. 

RFID technology originated abroad, as a replacement 
for bar codes, RFID is an advanced non-contact 
automatic identification technology; in the Internet of 
Things it is RFID make article "speak".  Automatic 
identification of target signal and obtaining the relevant 
information both need radio frequency signals, and 
information and applications are processed by the back-
office software, and then they achieve the "transparent" 
administration through open computer networks for 
information exchange and sharing of the goods. RFID 
devices are generally three parts: passive RFID and 
reader for the writing tag data, antenna for transmitting 
and receiving signals [2].  

The role of Electronic Product Code (EPC) is to 
establish a global open identity standard for each product. 
EPC carrier is RFID electronic tag, which is equivalent to 
a pointer. The corresponding IP address can be found 
from the network by this pointer, relevant things 
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information that stored in that address. However, in order 
to make the technology and advantages of Internet of 
Things fully realized, a unified coding standard must be 
formulated. Already published or under development 
criteria are related with the data collection. And there are 
much standardization, such as the protocol of the reader 
and the computer data exchange, performance and 
conformance test specifications of RFID tag and reader, 
communication protocol between the RFID tag and 
reader and the label in the format ID and the structure of 
data retrieval aspects and so on [3,4,5]. 

However, it is easy to produce items of information 
disclosure if identify items with RFID tags, because every 
reader can read the EPC information in the tags; Besides, 
present RFID tag is made of metal and bonding agent, 
although it is very small, but it will be the issue of 
renewable materials, likely to cause environmental 
pollution. Equipment management system of coal mine is 
designed to transfer all kinds of EPC information of 
underground equipment which makes use of the industrial 
Ethernet and wireless sensor network combination, avoid 
the traditional use of RFID tags for the privacy leak and 
environmental pollution. 

Ⅲ.  Internet of Things Technology in Coal Mine 
The coal industry occupies a pivotal position in China's 

economic development. Following the time of Internet of 
Things, its related technologies can be applied to the coal 
industry, which can effectively manage the mine 
equipment, reducing accidents. In mines, there are a 
variety of related equipments, such as mining 
equipments: loader, belt conveyor; roadway 
transportation equipment: cranes, elevators and so on. 

A. Equipment Management System of Coal Mine  
Equipment management system of coal mine which 

has been developed makes the Internet of Things applied 
to mine, and mainly provides a more convenient and 
secure management platform. Much information are fed 
back to administrator, the Internet of Things that using in 
coal mines can be a continuous focus on real-time 
monitoring of all measuring points of the mechanical and 
electrical equipment on / off and other environmental 
parameters. The parameters of various information can be 
collected and data can be storied and processed. In 
addition, graphics and real-time data can be displayed. So 
as to make the equipment down hole alarm and power off 

based on various parameters by vinous' monitoring 
center. Then the equipment can be adjusted timely to 
adapt to humidity, temperature, wind, gas and other 
environmental factors to make information down hole 
input automatically and each device work link recorded 
accurately. Then the accidents can be reduced effectively. 
This work status of various types of underground 
equipment can not only be fed back to  monitoring center 
on the ground in order to better control the operation of 
equipment, also can contact remote manufacturers for the 
product tracking, maintenance, troubleshooting, etc. 

An ID tag for each equipment of the coal mine can be 
deployed, which access to the EPC product code down 
hole device or network to read and write. The code 
information is sent to the local control center through 
local data interface, so that the operator can easily control 
the various equipment of underground. What's more, use 
unique feature of EPC code for each device to find 
corresponding information, and access PML server 
through remote data interface to obtain the device 
information through a common format. Generate a list of 
coal products, then update the devices information to 
local monitoring center through local data 
interface[6].Generally speaking, this information includes 
the device manufacturer, product name, the effective 
service life, working hours, etc. 

B. System Design 
According to the above principles, a simple equipment 

management system of coal based on Internet of Things 
technology is designed in the windows platform using 
visual studio 2005. This system interface shown below, 
EPC codes of drill and pump automatic generate work 
status and parameter information list through the down 
hole wireless sensor network and industrial Ethernet 
transmission, in order to operate equipments conveniently 
for administrators in the monitoring center. 

C. Key Technologies  

1) Sensor Node 
In the coal mine requires a sensor network and three 

kinds of sensor nodes used to work with the local 
monitoring center are needed to install [7]. 

 
Fig1. Traditional way of reading RFID tags 

 
 

Fig2. System interface 
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• Wireless sensor monitoring node: it is installed in 
the mine to test the operation of each device, 
wireless sensor nodes make use of the magnetic 
wave sensors to transmit and receive information, 
and it also can accept the orders from local 
monitoring center in this application. 

• Relay node: the main task is to relay the data 
transmitted. Relay node can boot from the local 
monitoring center to receive information, and to 
issue timely signal to staff, which both still would 
be able to receive orders in time to solve the 
problem of underground equipment. 

• Cluster nodes: this node controls the entire 
information of underground network; the main 
task is to serve as a gateway between the 
underground sensor networks and external 
network on the ground. All kinds of information 
through wireless means are delivered timely to 
local monitoring center. 

2)Industrial Ethernet 
Wireless sensor network is joined with main network 

Ethernet in underground mines, and here industrial 
Ethernet is adopted. Industrial Ethernet in mine 
employing ring network structure provides high reliable 
information transmission. When a breakdown occurs, 
time of network recovery is short, and monitoring data of 
reliable transmission is guaranteed. 

Mine digital communication source mainly are data, 
image and sound. All kinds of information flow not 
uniform, and if there is requirement of real-time 
information transmission, and various equipment works 
synchronously, traditional TCP/IP and Ethernet cannot 
meet the requirements. But in the industrial Ethernet 
switching technology can be introduced to solve 
problems quickly network real-time, higher bandwidth 
can be enjoyed by each Ethernet devices. In this system, 
without RFID tag reader, make use of industrial Ethernet 
network card to read the related EPC Information of 
goods. 

3)PML Server 
PML Server is a product built and maintained by the 

manufacturers. The product code is determined according 
to the principles laid down in advance. Its role is to 
provide detailed information about equipment, that is 
based on XML standard and make the product searched 
by the ID. The advantage is that the heterogeneity of data 
storage is shielded and product information services are 
provided in a uniform format. 

4)Savant Middleware System 
The primary mission of middleware is to provide a 

series of calculations and data processing. And it is also 
used to capture、filter、calculate、proofreading、store 
data、manage the tag data read by the reader. So as to 
improve the efficiency and obtain the useful resources 
from the mass information [8]. Whichever level the 
Savant system in the hierarchy and all the Savant systems 
have a unique task management system. There are some 
user-defined modules in it, such as read-write interface, 
event management, application software interface. Then 

they can achieve user-defined tasks to carry out 
supervision and management. When the products are 
added to RFID tags, readers identify them in the process 
of EPC tags, and then EPC code is passed to the Savant 
system. This product information stored in the location 
can be found by re-using product name server ONS 
through Savant system . 

5)Object Name Service (ONS) 
EPC tags only store electronic product code, and these 

codes would also be matched to the corresponding 
product information through the middleware system. 
ONS provides two kinds of static and dynamic content. 
Items URL returned by the manufacturer is provided 
through static service, besides dynamic service can record 
the production process of specific equipments under the 
conditions of operation in sequence [9]. One of the basic 
roles of ONS is that an EPC is mapped to one or more 
URL; more information of items related to specific 
device can be searched in the URL. ONS is used to create 
map link between EPC code and the PML description. In 

 
 

Fig3. Middleware system structure 

 

 
 

Fig4. Internet of Things applications in mine system structure 
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the end, the product EPC code information can be 
obtained from the management system. And PML 
information server of the product can be found from the 
ONS, so as to gain the detailed product information. 

6)Local Control Center 
Local monitoring center is used to manage the local 

database of equipment underground. All kinds of product 
information of production equipment will finally store in 
the database through the local interface in order to control 
equipment running. Local monitoring center uses the data 
acquisition interface to access underground equipment 
EPC code, and through remote data interface to retrieve 
detail information of the equipment from the PML server. 

Ⅳ. CONCLUSION 

Internet of Things technology for the coal industry has 
great development potential, and there are possibility and 
necessity of its implementation. Core technology of 
Internet of Things has been studied based on a simple 
coal mine equipment management system in this paper, 
the working principle of Internet of Things were 
elaborated. With its large-scale application in various 
industries, ruling out the traditional reader to identify 
information and using industrial Ethernet to identify EPC 
information will be the future trend. Then the next step, 
we will combine related technology of industrial Ethernet 
and wireless sensor network to have further improving. 
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Abstract—By analyzing of the demand for campus safety, 
combined with multi-data fusion and GIS, application of 
campus emergency command system is proposed. Designed 
the framework of emergency command system and the 
major subsystems and modules, combined with multi-
level multi-source data fusion the framework of the system 
is improved. Finally, the developmental patterns of the 
emergency system functions, system data and management 
platform based on GIS are instruction. 

Index Terms—Geographic information system; emergency 
command system; campus safety 

I. INTRODUCTION 
In recent years, the growing problem of school safety 

and emergencies occur. School need to strengthen 
education for prevention, but also need to use modern 
technology to ensure the performance of its functions [1]. 

Unexpected events with Time and Space, there is a 
variety of forms, especially, sudden vicious violence, 
generally have serious detrimental effects and large 
range of features. Therefore, when incidents occur, 
school departments need to immediately take quick and 
effective measures, rapidly and accurately understanding 
of the accident site, the scope, the possible proliferation 
of area, and other spatial information, the continuing 
impact of the event for the control, the development form 
of appropriate contingency measures.  Combined with 
Internet and large databases, using spatial data 
management and spatial analysis capabilities of 
geographic information system (GIS)[2],Campus 
emergency command system achieve long-range real-
time monitoring of events and can quickly derive the best 
line of emergency plans and rescue vehicles, 
as departments control the spread of the incident, 
winning the event's handling time, emergency decision to 
increase the level of event processing to provide a basis 
for accurate and timely information, and. In order to 
guarantee for peace and stability for school, computer 
technology and network technology will be the core of 
information technology which widely used in the 
school's security management .In this paper, combined 
with multi-data fusion and GIS, we proposed application 
of campus emergency command system. 

II. ANALYSIS OF CAMPUS EMERGENCY COMMAND 
SYSTEM REQUIREMENTS 

Emergency command system which is based on 
framework of the GIS is a spatial information and non-
spatial information integration system, works with the 

process of crisis management in the emergency 
command, achieves a dynamic campus environment 
monitoring and real-time monitoring of emergencies, 
provides emergency response and other functions and 
statistics of emergencies environment and simulation 
analysis on the events,  control and auxiliary decision-
making ,and can conduct real-time monitoring of 
vehicles and scheduling. 

To achieve real-time scheduling with the information 
resources, processing resources and communication 
resources of department , and more scientific and 
visualization for process of emergency command, 
Emergency command system which control connection 
between of the software and the hardware, exchange the 
content and format of information, interaction between 
subsystems control, standardization of the various 
subsystems ,which will bring each separate device, 
features and information integration to the 
interconnected system , unified and coordinated to 
achieve resource sharing and centralized management. 

Emergency command system ,which help the security 
department of campus to better respond to criminals 
escape, hostage taking, suicides, the impact of school 
classrooms lawless, vicious violence, and other 
emergencies, can share resources for the analysis of 
decision-makers to provide timely information and 
emergency measures to help the work of a more 
scientific management and provide a theoretical basis. 

III. STRUCTURE AND FUNCTION OF SYSTEM  

A. Structure of Campus Emergency Command System  
Campus safety precautions and emergency command 

system with three levels the main frame fusion center is 
considered[3-5], the first stage is the two types of data 
collection, to form the initial integration of data, the 
second level is constituted with map data and 
information of the campus, the third level is the 
emergency response decision which, in the case of an 
emergency, it can quickly activate contingency plans, in 
the electronic map display and plotting information, 
support decision-making for leadership of the command, 
to handle emergencies, as shown in Figure 1. 

B. The major subsystems and functional modules  
1) data acquisition 

Emergency command system used to monitor the 
campus network, real-time monitoring the spatial 
distribution and flow of state school information, which 
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dynamic monitoring, to predict the warning of major 
incidents that may occur in particular. 

 a)Camera monitoring system: monitoring system is in 
the campus dormitory area, roads, education areas and 
other important parts of the school gates, and the 
students focus on venues to install monitoring 
equipment, through the computer network to the 
monitoring center to provide on-site real-time 
information, which improved processing ability to 
respond quickly to incidents. 

b)Security Patrol: refers to the site by the security 
patrol, unusual events reported to the monitoring center, 
with the monitoring system. This can increase the 
warning range, which dynamically monitor anomaly 
events which happened outside cameras surveillance. 
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Figure 1. Campus Emergency Command System 

2) Emergency Decision Support System 
a)Emergency response: An emergency happens, 

according to Alarm and forecast information, according 
to event type, level and the corresponding approval 
process, activate the relevant plans, which pooled 
analysis of the security sector through the forecast 
results, the extent of the accident, methods, duration 
and comprehensive analysis of the degree of harm, the 
first time to respond, according to plans set processes 
and with the human and material resources, which 
through the communications center and emergency 
systems inter-connected, for task allocation, 
implementation and interconnection of information, 
automatic emergency response. 

b)Decision-making chain of command: Responsible 
for the security department or level based on type of 
event, command centers set up, which pre-call plan in the 
resource information and configuration information, 
supplemented by modern technology: spatial 
information, on-site center video, expert resource library, 
meeting Health and derived from these projections, 
helping to protect, save manpower, and the appropriate 
resources to retrieve and deploy. 

c) The completeness of Emergency plans and the rapid 
of check is very important, classification of plan and 

detail stored in the database which is the path of plan, so 
the query efficiency is increased accordingly. 

d)Simulate the spread of unexpected events: Choose 
the map location of unexpected events, such as under the 
influence of information calculated using the Gauss 
algorithm for the proliferation of simulation events, and 
map out. The same time you can choose the extent of the 
information, including school hours, classrooms, 
dormitories, office space and other information. Select 
from the affected areas and the scope of these effects 
which can be drawn histogram. Finally it gives to 
calculate the extent of the spread of the optimal results 
which circuit block diagram, and marked with different 
colors. 

e)Emergency Plan Management Subsystem: [6, 7]The 
corresponding experience in the prevention or emergency 
matters, which establish the criteria for plan services, 
grade, response departments ,assist the resources to 
conduct appropriate follow-up treatment processes and 
mechanisms facilities , provide appropriate emergency 
command for decision-making based on quick response. 

f)Emergency training and drills subsystem: the 
corresponding departments, and emergency personnel, 
which training by the appropriate emergency services 
with the plan to drill. In accident and emergency 
preparedness exercise simulation, rational organization to 
deploy emergency resources, coordinate the emergency 
departments, agencies, staff relations, improve 
coordination between the various plans and overall 
emergency response capacity.    

g)Special inquiry: [8]Special search system provides a 
variety of emergencies around the space and time 
information, dormitories, classrooms, office space, 
according to the class time. Administrators can further 
processing by topic. 

h)Post-disaster assessment: [9]From the social, 
economic and psychological impact, emergency 
assessment system carried out research on effects of Post-
disaster assessment with qualitative and quantitative.  For 
uncertainty of unexpected events and the spatial extent 
affect largely, to carry out methods of direct economic 
losses of monetary theory and assessment , proposed 
principles for grading emergency and compensation 
mechanisms. using quantitative assessment of damage 
theories and methods of quantitative evaluation of 
monetization, to adopt a classification and compensation 
mechanisms for post-disaster assessment and develop 
classification of compensation mechanisms. 

3) Map data, and campus information 
A variety of geographic information and graphics data 

which are the basis of the system module, stores school 
information of all students and staff and their families 
information, including address and school information. 
Map data management add and delete data on the graph, 
sets the display of different layers of data (set the color, 
symbols, etc.), makes the dynamic adjustment of each 
layer, defines the order in such layers show. Graphic data 
by the data query acquired the property and attribute in 
data center which showing its corresponding graphics 
data. Its feature include multi-point between two points 
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and the distance calculation, area calculation, 
comprehensive database query, map location query, and 
overlay analysis, buffer analysis, shortest path analysis, 
these analytical tools and related school information, can 
be related analysis of information, emergency routes, can 
statistical impact of unexpected events. 

C. System Design 
1) System Architecture  

Campus Emergency Command System includes the 
geographic data access, comprehensive analysis, 
emergency response training, special inquiries, and other 
components, its structure, shown in Figure 2. 

 

Figure 2. Architecture of Campus Emergency Command System 

2) System Workflow [6] 
In case of emergencies, required the security sector in 

the shortest possible time access to information, quickly 
response, effectively deal with emergencies, maximize 
the safety of students, reduce the scope of the event, 
through the monitoring system could be the first time 
access to information, and can quickly mobilize 
stakeholders, and the Advisory Expert decision-making, 
start the appropriate plan, shown in Figure 3.  

3) System data design 
Campus emergency command system, the data 

preparation is particularly important, which is to achieve 
its basic geographic information system function, logical 
structure shown in Figure 4. 
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Figure 4. Data fusion process 

 
a) Video surveillance data, alarm data, describing the 

incidents of primary data, a description of the emergency 
is unilateral and blurred. 

b) Output of electronic maps is in the form of graphic 
image, and information analysis and queries, is another 
description of the incident, the description of space.      

c) Staff working time information and class 
information is critical, which is the scope emergencies 
and post-impact analysis, the most important data. 

d) According to the completeness of the information on 
the incidents described in the final database, according to 
experts, given the appropriate contingency plans. 

Emergencies is a multi-level data fusion, multi-level 
data processing, mainly from multiple information 
sources to complete the data automatically detect, 
association, correlation, estimation and combination, the 
treatment. 

IV. CONCLUSIONS 
Campus emergency command system use geographic 

information system (GIS) spatial data management and 
spatial analysis functions and advanced data fusion 
concepts, which can quickly arrive at the data the best 
emergency plans and rescue vehicles, routes, events for 
the control of the spread of the various departments, won 
the event's handling time, emergency decision to increase 
the level of event processing to provide accurate and 
timely information and basis. The campus security 
department better respond to criminals escape, hostage 
taking, suicide, the impact of criminals outside the 
classroom, vicious violence, and other 
emergencies. Using the system for the analysis of 
decision-makers can provide timely information on 
emergency measures to help the work of a more scientific 
management and provide a theoretical basis. 
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Abstract—An automobile anti-theft and alarm system based 
on MCU and information fusion is introduced in this paper, 
in which multi sensors are used to collect the information 
about automobile’s situation firstly, and a MCU is used as 
the central processing and control center, the FCM and the 
neural network algorithms are adopted to fuse the multi-
sensor information respectively, finally, the automobile’s 
safety information is sent to the mobile phones of 
automobile owners through the GSM network in order to 
achieve the real-time monitoring for automobiles. 

Index Terms—Information Fusion, Neural Network, MCU, 
Anti-theft and Alarm 

I.  INTRODUCTION  
At present, the anti-theft device on the market 

processes passively alarm signal in many cars. Generally, 
it determines safety state of automobile depending on a 
single signal from sensor, therefore it have some defects, 
such as less reliability, existing phenomenon of misreport 
and failing to report. These defects bring many 
unnecessary troubles to user. It is very difficult to identify 
precisely safety state of automobile using only a single 
sensor because automobile have many different 
information due to its unsafe situations (for example, 
illegal starting, being damaged, handing entire car and 
false failure phenomenon, etc.). We can precisely judge 
and describe state of automobile if we combine 
information from multi-sensors that are complement each 
other in space and time and redundant information 
according to a rule of optimization. An automobile anti-
theft and alarm system is designed using MCU as control 
center of this system in this paper. In order to obtain 
precise automobile’s safety information all data from 
different sensors is fused in two levels by using the FCM 
and the neural network algorithms in this system.  
Deciding whether or not to start brake system is made 
depending on automobile’s safety information and finally, 
the automobile’s safety information is sent to the mobile 
phones of automobile owners through the GSM (Global 
System for Mobile Communications) network. 

II. STRUCTURE OF ANTI-THEFT SYSTEM 

A. Design of system structure  
Modular structure is adopted in this anti-theft system, 

and in order to meet diverse demands for different 
customers the number of sensors or modules may be 
increased or decreased according to user’s requirement. 
This system consists of detection modules, CPU and 
control modules, alarm modules, auto ignition control 

modules and communication modules. The structure of 
system is shown fig.1. 

 
The CPU and control modules consisted of MCU 

PIC18F448 and its external circuits is used to receive the 
information from all detection modules, fuse different 
information by a corresponding method, and then make a 
judgment on automobile’s safety condition on the basis 
of the result of information fusion. It can transmit 
different level alarm signals to alarm modules, executable 
modules and GSM modules, respectively. The auto 
ignition control module in the system can directly cut off 
automobile’s ignition circuit to enable automobile can’t 
work when automobile is being stolen. The detection 
module comprising many items (infrared sensor, vibration 
sensor, tilt sensor, fingerprint identification module and 
GPS module) is used to collect the automobile’s real-time 
safety state and then transmit these signals to CPU and 
control module. The alarm module is used to receive 
instruct from CPU and give acoustic and optical alarm 
signals. User can monitor and control his automobile due 
to the communication module. The system transmits the 
alarm signals to automobile owner via short message 
service (SMS) using GSM network and user also realizes 
remote control to his automobile by the same means. 

B. Detecting automobile’s safety information 
Situation due to automobile being stolen consists of 

illegal starting and being damaged and handing entire car. 
In these cases, the phenomena of vibration or leaning will 
occur in auto body and they will accompany some human 
biological information, for example, nocturnal radiation 
whose centre wavelength is from 9 to 10µm. In order to 
obtain an exact alarm signal, collecting information must 
be finished by a sensor corresponding to specific 

Figure 1.  The structure of the anti-theft and alarm system 

© 2010 ACADEMY PUBLISHER 
AP-PROC-CS-10CN007 

ISBN 978-952-5726-10-7
Proceedings of the Third International Symposium  on Computer Science and Computational Technology(ISCSCT ’10)

 Jiaozuo, P. R. China, 14-15,August 2010, pp. 238-241



 239

phenomenon due to being stolen and be fused using a 
correct algorithm. The selection for the sensors complies 
with the following rules in this system to get enough 
information: selecting correctly and optimum integration 
sensors to meet low cost and high precision and robust, 
realizing the sharing and complement of information by 
exerting the advantage of different sensors, rational 
distribution of sensors on the board to eliminate detection 
dead area and increase the reliability of system. On the 
basis of these rules, the following detection modules of 
anti-theft system are chosen in this system to detect the 
real-time state of automobile: 

1) Pyroelectric infrared sensor: Pyroelectric 
infrared sensor is sensitive only to the infrared radiation 
whose center wavelength is from 9 to 10µm and can find 
the radiation information from human body. 

2) Tilt sensor: detecting whether or not to change 
between auto body and its initial position   using Tilt 
sensor, we can make a conclusion that the automobile is 
being carried as a whole if this change appears with a 
certain frequency and reaches a presupposing value.  

3) Vibration sensor and GPS module: The 
vibration sensor made from acceleration detection 
sensors can detect the tilt information of being stolen by 
carrying as a whole for automobile. The control center 
gets the automobile’s address via reading data from GPS 
system after obtaining the tilt information. Since the drift 
of GPS locator, the GPS module can be started and send 
the address to owner by SMS only when change value is 
greater than a threshold.  

4) Fingerprint identification module: Fingerprint 
identification system will be triggered and identify the 
operator’s identity when the automobile’s engine is 
forced to be started. The anti-theft system can lock the 
engine by starting automatically the spark control system 
and send an alarm message to owner via GSM module if 
its operator can’t pass the fingerprint identification 
system. 

III. MULTI-SENSOR INFORMATION FUSION 
Multi-sensor information Fusion is actually an 

information processing paradigm that simulates the 
human brain to process a comprehensive matter. Its basic 
principle is to combine redundant information and data 
from different sensors, which are complement in time and 
space by an optimization algorithm, on basis of fully 
utilizing multi-sensor resources and correct using 
information, and then to get the consistency of 
interpretation and description about observed thing. In 
this paper, clustering and neural network algorithm are 
used to fuse the information from multi-sensors for 
feature level and decision-making level, respectively, to 
realize the real-time detection of automobile’s situation. 

A. Feature level fusion 
The infrared sensor, tilt sensor and vibration sensor are 

used to detect automobile’s state in time sequence and 
collect the feature information corresponding to different 
automobile’ state, and then all feature information is 

fused using three ART-2 neural networks by time-fusion 
method. The ART-2 neural network is a excellent data 
clustering approach and its structural chart is shown in 
fig.2. 

 
1) Fuzzy C means clustering(FCM) 
FCM is a data processing unsupervised algorithm. In 

FCM, objective function is iterated according to the 
weighted member in C classification center and all 
samples collected in order to get the optimal 
classification of data sets. The result of clustering is that 
the grades of membership between every sample and all 
classifications are obtained and their sum is 1. Assuming 

},,,{ 21 nxxxX "= expresses n sets containing 

unclassified samples. Where niRx P
i ,,2,1, "=∈ , P is 

feature dimension of samples. FCM clustering approach 
can classification X into C subsets ( CSSS ,,, 21 "  ). If 

CVVV ,,, 21 " express clustering center of corresponding 

to set, respectively, and iju  expresses grade of 

membership between ix  and jS  ，  and }{ ijuU =  is 
cn ×  matrix, error sum of squares is employed as a 

objective function in FCM algorithm as follow: 
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),1[ ∞∈m is the fuzzy weighted index and is used to 
control the fuzzy degree of matrix U. The fuzzy degree 
will increase with m and the optimal range is from 1.5 to 
2.5 (m=2 in this paper). 
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Figure 2.  The basic structure of ART2 
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Where, ijd  is the distance between a sample and the 
clustering center, A is a symmetric matrix (A is a unit 
matrix in this paper). ),( VUJ  is the sum of squares of the 
weighted distance between samples in different 
classifications and the clustering center, the smaller 

),( VUJ  means better clustering. FCM algorithm is an 
iterative process to minimize its objective function. By 
Lagrange multiplier method we can obtain 
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U and the elements of matrix V are modified until the 
minimum value of J(U,V) is obtained. 

2) FCM-based feature-level information fusion 
Window length of the sample model is set to 60s. The 

interval between two times sensor information collections 
is set to 3s. Therefore the number of data in a pattern 
window is 20. The information pattern features for 
infrared sensor, tilt sensor and vibration sensor are 
expressed as follows, respectively: 

TTTTTX ],,[ 2019211 …= ； TPPPPX ],,[ 2019212 …= ；

THHHHX ],,[ 2019213 …=  
Because dimension of X1 or X2 or X3 is 20 (N=20), 

the number of input pin in ART2 network is also 20. In 
experiment, other parameters in ART2 network are set as 
follows: Contrast constant is 12 (a=b=12), the adjustment 
subsystem constant c=0.25, field gain of output layer 
equal 1(d=1), filtering threshold is 1/200.5 
( 5.05.0 20/1/1 == Nθ ), filter transformation function 
is expressed as following: 

                      ⎩
⎨
⎧

>
≤≤

=
0,

00,
)(

xx
x

xf
θ

                      
(6)

 

Pattern vector X1, X2 and X3 are written into ART2 
network. The information from every sensor is clustered 
into four typical classifications, which is represented as 
follow using coding: 00(no risk), 01(smaller risk), 
10(risky) and 11(alarm). After fusing, fusing space C for 
infrared sensors, tilt sensors and vibration sensors is 
obtained. 

         ],,,,,[ 654321 CCCCCCC =                           
(7)

 

Where, C1 and C2, C3 and C4, C5 and C6 are the 
coding of information from infrared sensors, tilt sensors 

and vibration sensors, respectively. GPS and GSM 
modules will be started and send the automobile’s 
address to owner via GSM network when the information 
from the vibration and tilt sensors is conformed to be 
“alarm” in order to avoid that the automobile is stolen by 
carrying whole body. On the other hand, fingerprint 
identification and spark control modules will be started 
when the information from the infrared sensors is 
conformed to be “alarm” to prohibit starting the engine. 

B. Decision-making level fusion 
Three-layer BP neural network based on BP is applied 

to this system to process the former fusing result, it can 
predict the probability of being stolen for automobile by 
integrating the information from different sensors. Input 
layer in BP neural network consists of 6 neurons 
corresponding to six messages from three sensors 
(infrared, tilt and vibration), namely, six variables in 
vector C (from C1 to C6), on the other hand, out layer 
consists of only one neuron corresponding to a three-
dimension vector B (b1, b2, b3).  Element b1 in B 
represents the safety situation of monitored automobile (0: 
normal, 1: alarm). The b2 and b3 combine to represent the 
working state of three sensors (00: normal, 01: abnormal 
infrared sensors, 10: abnormal tilt sensors, 11: abnormal 
vibration sensors). In addition, the selection of nodal 
points of hidden layer neuron network based on BP can be 
carried out through empirical formula as follow: 

 ( ) ( )10~12
1

++= nmr                   (8) 
Where, r, m and n represent the number of the neuron 

in hidden layer, input layer and output layer, respectively. 
In this system, r is equal to 12 so that it can meet to the 
requirement of detecting precise of vehicle condition and 
the training time of network. Its network structure chat is 
shown in fig.3. 

 
C. Simulating results 

If the transfer functions between two layers in three-
layer BP neural network is Gaussian function, then 
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Figure 3.  BP neural network structure 
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Where, jY  is the output of neuron j in the output 

layer, ijW  is a weighted value from neuron i in the hidden 

layer to neuron j in the output layer, jb  is the offset of 

neuron j in the output layer, iZ  is the output of neuron i 

in the hidden layer, id  is the Euclidean distance between 

the input vector X and the vector iC  corresponding to 
neuron i in the hidden layer, B is the diagonal matrix of 
RBF (Radial Basis Function) bandwidth. According to 
formula (9), (10) and (11), we can obtain: 
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The ultimate purpose for us training the neural 
network is to modify its weighted value and then 
minimize the error sum of squares of network output, 
namely, 

   
2
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j

m
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Where, m
jy  is the output of the neural network, jy  is 

the desired output. Simulation samples and the results of 
training are shown in the following table:  

 
In table 1, sample 1 represents that the automobile is 

safe and three sensors are normal, sample 2 represents the 

automobile is to be risky and all sensors are normal, 
sample 3, 4 and 5 represent the automobile is still to be 
risky as well, the difference is that sample 3, 4 and 5 mean 
the abnormal phenomenon of the vibration sensor, tilt 
sensor and infrared sensor, respectively. 

IV. CONCLUSIONS  
An automobile anti-theft and alarm system based on 

MCU and information fusion is designed in this paper and 
we can realize the full-view monitoring of the 
automobile’s safety state by using it. The comprehensive 
analysis for many kinds of vehicle condition from the 
different sensors is accomplished on basis of the fully 
utilizing the differences and complementarities of 
functions for different sensors, the accuracy of alarm is 
improved, since the system can identify actively and 
reliably the automobile’s safety state by taking advantage 
of two-level information fusing on basis of FCM 
clustering and neural network. Compared with the 
traditional anti-theft system including only a one sensor, 
this system has some advantages as follows: low cost, 
high precision, expandability, real time and good robust, 
etc.  
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TABLE I.  TABLE1 SIMULATION SAMPLES AND THE RESULTS OF 
TRAINING 

samples infrared 
(mm) 

tilt 
(degree) 

Vibration 
(mm) 

network 
output 

1 60 1 0.1 000 
2 55 1.5 0.9 100 
3 49 4 14.5 111 
4 58 6 1.1 110 
5 28 0.8 0.25 101 
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Abstract—In software, hardware, data centers and cloud 
computing, the figures of virtualization technology can be 
seen. Where the virtualization technology has not really 
been involved in is in high-performance computing. By 
analyzing the specific applications of virtualization 
technology and the possible challenges it will face if applied 
in high-performance computing, this paper highlights the 
virtualization technology application prospects in high 
performance computing. 

Index Terms— virtualization technolog, high-performance 
computing, Application  prospects 

I.   INTRODUCTION 
Compared with the extensive application in x86 server 

field, virtualization technology’s application in high 
performance computing is relatively scarce [1]. As we all 
know, the extensive use of virtualization technology in 
x86 servers has a necessary condition - the utilization and 
load of the server’s CPU is low. In high-performance 
computing, the main focus is on the implementation of 
parallel high-density high-load task, and the processor is 
almost close to full capacity all the time. At the same 
time, high performance computing workloads is more 
influenced by memory bandwidth, I/O bandwidth. It 
seems that virtualization and high performance 
computing can be described as "incompatible". This view 
about the application of high performance computing 
virtualization technology is also universal among the 
majority [2]. 

As all PC servers are not suitable to be virtualized, it is 
not true that in high performance computing all 
applications are not suitable to be virtualized. To some 
extent, virtualization is just the effective way to enhance 
the extra value of high performance computing, and even 
the best choice to solve the traditional difficulties high 
performance computing has been faced with. 

II. VIRTUALIZTION TECHNOLOGY AND HIGH 
PERFORMANCE COMPUTING  

Virtualization technology first appeared in IBM 
mainframe systems in the 60s and 70s of the last century 
to support high-level software sharing underlying 

hardware resources, to provide users with multiple 
applications running environment. At present, the virtual 
infrastructure can improve x86 server utilization from 
5%-15% to 60%-80%, and in tens of seconds to complete 
the resources allocation of new applied system [3]. 
Virtualization technology has been functioning well in 
PC and application server, which has produced a series of 
successful virtualized software like VMware, Virtual PC 
and Xen. The hardware manufacturers is joining the ranks 
of virtualization, prompting the advancement of 
virtualization technology. The hardware includes VT-X 
in Intel, VT-i and VT-d technology, Pacific in AMD and 
so on.  

HPC (short for High-Performance Computing) is a 
branch of computer science, focusing on parallel 
computing and developing software, being committed to 
developing high performance computers [4]. With the 
rapid development of information society, HPC has 
become the third pillar of scientific research, following 
after the theoretical science and experimental science. In 
some emerging disciplines, such as new materials 
technology and biotechnology, high performance 
computers have become an indispensable tool for 
scientific research. With further research and increased 
competition, HPC is adopted to solve scientific and 
practical problems in production more and more. The 
development of HPC application not only prompts the 
innovation of science and technology, but the progress of 
society. The level of HPC’s application is becoming a 
key indicator in measuring a nation’s comprehensive 
national strength and international competitiveness. 

III. THE POSSIBLE APPLICATION OF VIRTUALIZATION 
TECHNOLOGY IN HPC 

With the development of HPC and further study of 
virtualization technology, the combination of these two is 
bound to become closer and closer. It is possible for 
virtualization technology to provide the difficulties in 
HPC with new methods [5]. Viewing from the respect of 
application, the combination of these two may appear in 
the following several forms: 

A.  Improve development efficiency. 
HPC applications are closely related to computing 

environments and the behavior under the operation scale 
of different circumstances appears different. With 
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virtualization technology, large-scale virtual application 
development environment can be built on small-scale 
systems, so that application programs can be developed 
and optimized under the environment which is much 
closer to the final system environment, and application 
programs can be transported to run in large-scale systems 
more quickly an easily. 

B. Integrating heterogeneous resources 
With the development of the application requirements 

and HPC, high performance computer systems are 
gradually developing towards the heterogeneity. How to 
manage and use heterogeneous systems efficiently is the 
major technical problem that HPC system software and 
application program developers face. Virtualization 
technology holds inherent advantages in integrating 
heterogeneous resources. Making use of virtualization 
technology to abstract and manage the underlying 
heterogeneous hardware resources can effectively hide 
the heterogeneous characteristics of the hardware 
platform and provide users with a unified system 
environment, making it convenient to use heterogeneous 
systems. 

C.  Providing customized Appliance 
Different HPC application programs require different 

system environments, such as application-optimized 
operating system environment, a specific version of the 
compiler and the communication library, etc., which takes 
too much time and effort in application deployment; the 
system environment is also difficult to optimize, and 
system performance are not full. The adoption of 
virtualization technology contributes to the resolvement of 
the problems mentioned above. Virtualization supports 
packaging customized operating system in advance and 
optimized application running environment with the 
binary code into the VM (short for Virtual Machine) 
image, which is known as appliance. Through the direct 
deployment of Appliance, the fast deployment of HPC 
application programs can be realized and better 
performance can be reached. 

D. Improving reliability and fault tolerance of the 
system 

With the constant expansion of HPC, the continuous 
complexity among different parts, the failure rate of the 
system hardware is also growing. Checkpoint is often 
used to solve this sort of problems, keeping the 
intermediate results and then restarting the system. 
Checkpoint is traditionally made in the way of 
programming the code by users themselves. Because it 
would involve a number of border issues, there is higher 
requirement and a big challenge for users. By adopting 
virtualization technology, the state of a virtual machine 
can be well preserved, providing us with a clean border. 
Besides, in the virtualization system, due to isolation of 
each VM in the Q nodes, software errors, such as 
operating system or application failure only directly 
affects one VM, or even hardware failure, such as CPU, 
Memory, and equipment failures only affect the VMs 
they are assigned to. When a failure appears, it can be 

restored quickly through VM migration, restarting the 
VM and other methods, even without interrupting 
running applications. 

E. Improving the security of HPC systems 
System security is very important to HPC applications 

like the data center, and the isolation among VMs and 
self-testing capability provides a platform for establishing 
security system. As VMM((short for Virtual Machine 
Manager) only provides the abstraction and management 
of underlying hardware with some simple functions, it is 
more reliable and secure as opposed to a full-featured 
operating system kernel. VMM is not subject to 
interference from malicious code; the isolation between 
the VMM and authorized self-test feature are fully 
credible. VMM can check the credit of the loaded VM 
and the application programs loaded onto the VM, and it 
can authorize a VM to examine the VM state, such as 
scanning for viruses.  Besides, VMM can also monitor 
the communication and state between VMs to ensure its 
correct running.  

Only from the perspective of applications, the 
combination of virtualization technology and HPC may 
appear these several form of possibilities. In fact, high-
performance computing hardware itself, especially the 
rapid improvement of processor performance, makes it 
more probable for virtualization technology to enter the 
HPC, functioning as a "good wife". In the past, CPU 
utilization of HPC is almost 100%, but with the latest 
Intel and AMD processors launched, the performance of 
HPC has been improved unprecedentedly. As the number 
of single-core CPU increases, even if in a single 
computing node, the application will not necessarily 
occupy all  the Core (core). Thus, the remaining core can 
meet some program application whose requirements of 
the I/O and bandwidth are not particularly high [6]. While 
how these applications can be put onto the core at idle 
and isolated correspondingly, how to ensure these 
operations do not conflict with the original, for which 
virtualization technology can provide a better solution. 
With the rapid development of Intel's VT technology, it is 
turned into reality to improve the IT structure and 
enhance the value of IT to become by adopting 
virtualization technology. 

IV．THE CHANLLENGES TO FACE AND THE STUDIES TO 
CARRY OUT 

Although, virtualization technology may bring great 
possibility to increase the value of HPC, by farther 
adoption of virtualization technology in HPC is scarce, 
which is mainly due to the following several aspects: 

F. Performance overheads brought by virtualization 
Traditional server virtualization brings extra 

performance overheads. In a virtualization system, VMM 
run at the highest privilege level, and VM and Guest 0S 
run as the user-level VMM. This leads to the fact that in 
running, Guest OS must be embedded into VMM when 
faced with the privilege operation. This approach requires 
for the implementation of context switching, and would 
result in longer delay in accessing devices, which are 
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unacceptable for HPC applications that are sensitive to 
the system performance. Hence, the virtualization 
technology which is just intended for HPC system needs 
developing and it is necessary to optimize VMM 
technology based on the requirements of HPC. 

G. The efficient coordination of many VMMs 
The virtualization technology intended for HPC system 

is different from the traditional server virtualization 
technology. In traditional server virtualization, only one 
single VMM is needed to abstract the underlying 
hardware. While in the multi-dimensional heterogeneous 
HPC system, one separate VMM is needed in every node 
and this VMM only virtualizes that single node. In the 
whole system, a large number of interrelated VMMs run, 
and they also work in coordination, forming a unified 
virtualization environment of large-scale system level. 
Therefore, it is necessary to study efficient VMM 
coordination mechanism, including the technological 
problems like the coordination management of a large 
number of VMMs, coordination deployment, the efficient 
communication of VMs across physical nodes, VM 
migration, and so on. 

H. The management of a large number of VM 
In order to support the operation of HPC program, it 

may be necessary to deploy thousands of VMs at one 
time. While, traditional server virtualization technology 
can tackle the deployment and management of a small 
number of VMs. Thus, how to support the dynamic 
deployment of a large number of VMs, how to allocate 
the necessary hardware resources fast according to 
application requirements, how to start VM quickly with 
lower system overhead, how to manage a large number of 
VMs in operation, all of which are the important 
technical issues to achieve HPC virtualization. 

I. Programming model and the support of software 
environment 

The traditional programming model and the software 
environment supporting application development and 
operation are all directly intended for non-virtualization 
system; while, virtualization technology abstracts 
hardware system, changes the organization morphology 
of resources users see,  so that the traditional 
programming model and software environment is in no 
way able to meet users’  requirements about virtualization 
system. Hence, it is necessary to develop new 
programming model directed at virtualized HPC system 
and the corresponding optimized software environment 
intended for virtualized system, such as parallel compiler, 
linker, debugger optimization tools, parallel libraries, etc. 

In a word, the application of HPC usually requires high 
performance; while on the other hand, virtualization will 
definitely lead to the damage of performance, which is 
almost unacceptable to most of HPC application. 
Therefore, it is necessary to develop efficient 

virtualization technology particularly intended for HPC 
system, such as the virtual model for high-performance 
computer systems, application development and 
deployment mechanism on large-scale virtualized 
systems, programming model and corresponding software 
environment supporting virtualization system [7]. With 
the continuous development of virtualization technology, 
the underlying hardware provide virtualization with 
increasing support, lowering the performance overhead of 
virtualization [8]. The trend of the high-performance 
computer architecture developing towards a multi-level, 
multi-granularity isomerization will further promote the 
development of virtualization technology. 

V. CONCLUSION 
To some extent, what hasn’t been turned into reality is 

of certain possibility. Though analyzing the application 
prospect of virtualization technology in HPC, the chances 
and challenges virtualization may face in HPC are 
emerging easily.  It is believed that HPC in the future will 
set a stage for virtualization. By discussing these chances 
and challenges as well as constant examination of the 
practice, both virtualization and HPC can be improved 
greatly. Meanwhile, the value of IT will increase 
gradually with the improvement of technology. 
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Abstract— A new transmission scheme is given for cutting 
costs, transmitting signals as much as possible and 
improving performance. This paper begins with a 
discussion of the characteristics of FPGA, A/D and D/A 
converter and HP1032/1034, followed by under the premise 
without increasing transmission bandwidth, five video 
signals and sixty data signals are transmitted 
simultaneously. A new method to solve this problem is 
presented, which is simple and practicable. Specific method 
is that each one video signal and twelve data signals are 
attached by FPGA, which is equivalent to using the 
bandwidth of one video signal without compression, 
completing one video signal and twelve low-speed data 
signals composite transmission. Then twice multiplexing/de-
multiplexing is used, to achieve multiplex transmission of 
the digital video and data in a fiber. The results prove that 
the system with high quality, anti-jamming, is more suitable 
for long distance video transmission monitoring system.  
 
Index Terms— FPGA, HP1032/1034, TDM, fiber optic 
communication 

I.  INTRODUCTION  
Recent years we have witnessed a very rapid growth of 

fiber optic communication. Nowadays it has become one 
of the main means of communication. Fiber optic 
communication falls into analog and digital fiber optic 
communication. The shortcomings of analog fiber optic 
communication are serious signal distortion, low 
transmission quality, unstable system performance and 
simultaneous transmission of multiple signals prone to 
producing mirror image and cross interference. So now 
we often use digital fiber optic communication .It has 
several advantages over analog fiber optic 
communication, which are low loss, wide bandwidth, 
electronic magnetic in EMI, good privacy and long 
lifetime. 

In the actual industry application field, people often 
need to transmit multiple video image signals and 
multiple data signals in the meantime. But in the 
uncompressed video transmission system, it is not easy to 
complete the simultaneous transmission of multiple video 
and data signals. For example, a system transmits two 
video signals and twenty-four data signals. With using 
12-bit code and plus twenty-four data signals, there will 
be forty-eight signals to transmit. Taking HP1032/1034 
as an example, this chip can expand seventeen data 
signals multiplexing/ de-multiplexing transmission at 
most. At present of all the multiplexing /de-multiplexing 

chips, there is almost no 48 I/O multiplexing /de-
multiplexing chip. If through increasing the number of 
fiber to complete the simultaneous transmission of 
multiple signals, the costs will increase too. By our use of 
the TDM (time division multiplexing) and WDM 
(wavelength division multiplexing) technologies, each 
one video signal and twelve data signals are attached by 
FPGA. Then five video signals and sixty data signals are 
transmitted simultaneously. This is accomplished by 
twice multiplexing and de-multiplexing.  

II. SYSTEM FRAMEWORK AND WORKING PRINCIPAL 
The whole system is composed of the FPGA core 

control module, video A/D and D/A conversion module, 
1032/1034 serializer/deserializer chip and optical 
transmitter/receiver. The system framework of 
transmitting circuit and receiving circuit are shown in 
Fig.1. 

The working principal of the system is as follows. 
Optical transmitter and receiver system falls into 
transmitter and receiver. After the A/D (analog/digital) 
conversion of five video signals from the transmitter, one 
analog video signal is converted to twelve digital signals, 
and five analog video signals are converted to 60 digital 

© 2010 ACADEMY PUBLISHER 
AP-PROC-CS-10CN007 

ISBN 978-952-5726-10-7
Proceedings of the Third International Symposium  on Computer Science and Computational Technology(ISCSCT ’10)

 Jiaozuo, P. R. China, 14-15,August 2010, pp. 245-248

 
(a) Optical transmitter 

 
(b) Optical receiver 

Figure 1.  The system framework 
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signals, which are sent into FPGA. In the meantime, 60 
low-speed data signals are also sent into FPGA after 
being converted to TTL level. Through the designed logic 
module, completing multiplexing of data and video each 
twelve data signals are attached to one video signal. So it 
becomes 60 signals. Followed by to achieve 5:1 
multiplexing, 60 signals are changed into twelve signals. 
The twelve signals, one data synchronization signal, one 
video synchronization signal enter HP1032 chip to 
complete the second multiplexing. They are changed into 
one serial signal, which is sent to the receiver by fiber. At 
the receiving end, through the reverse process of the 
above, it completes restoration of the original signal. 

III. HARDWARE COMPONENTS 

A. FPGA control device 
The control part of FPGA is the center of the whole 

system. In order to meet the high-speed, multi-stream 
real-time processing, requiring the core controller of the 
system must have high frequency and response 
capabilities [4].  As embedded systems, processor must 
be low power. At present, FPGA processors have control 
over the industry, consumer electronics, communication 
systems and other kinds of market. With the low-cost, 
low power consumption, small size, multifunction and 
more powerful data processing capability, 
EP1C6Q240C8 of Altera is a very good choice. 

B. A/D and D/A converter 
In this experiment, one video signal is converted into 

twelve digital signals, we choose AD1674. The AD1674 
is a complete, multipurpose, 12-bit A/D converter, 
consisting of a user-transparent onboard sample and hold 
amplifier (SHA), 10 volt reference, clock and three-state 
output buffers for microprocessor interface. The AD1674 
is compatible with the industry standard AD574A and 
AD674A, but it includes a sampling function while 
delivering a faster conversion rate. The on-chip SHA has 
a wide input bandwidth supporting 12-bit accuracy over 
the full. Its key features are that it has complete 
monolithic 12-bit 10ms sampling ADC; it has on-board 
sample-and-hold amplifier; it has industry standard pin 
out; it has 8-bit and 16-bit microprocessor interface [5]. 
Block diagram of digital video is shown in Fig.2. 

The A/D converter circuit at the receiving end mainly 
completes the conversion of digital video signal to 
analog, and reduces the standard video signal. The DAC 
used here is ADI's high-speed AD9708. The AD9708 is 
the 8-bit resolution member of the TxDAC series of high 
performance, low power CMOS digital-to-analog 
converters (DACs). The TxDAC family, which consists 
of pin compatible 8-, 10-, 12-, and 14-bit DACs, is 
specifically optimized for the transmit signal path of 
communication systems. All of the devices share the 
same interface options, small outline package and pin 
out, thus they provide an upward or downward 
component selection path based on performance, 
resolution and cost. The AD9708 offers exceptional ac 
and dc performance while supporting update rates up to 

125 MSPS. At the receiving end, digital video is reduced 
to analog video which is shown in Fig.3. 

C. HP1032 / HP1034 serializer / deserializer chip 
HP1032 transmitter (TX) and the HP1034 receiver 

(RX) are general-purpose gigabit serializer/deserializer 
chip used to build point to point data link. They provide 
users with a parallel digital signal transmission "virtual 
flat cable" interface; Parallel signal loading TX, passed to 
the RX through a serial channel, serial channel can be 
coaxial cable or optical fiber; RX data recovery in the 
original parallel format. They hide their code, 
multiplexing, clock extraction, de-multiplexing and 
decoding complexity on the user. Mainly used in 
backplane connecting, bus control, digital video 
transmission, dedicated high-speed data transmission and 
so on. Its key features are that it has standard TTL 
interface, the signal width of 16 or 17; it has high-speed 
serial baud rate of 260M~1400M (User-selectable); it has 
on-chip encode/decode; it has transmitter/receivers on-
chip phase-locked loop, to provide frame 
synchronization; it has alternative flat signal cable. 
HP1032/1034 and FPGA interface connection is shown 
in Fig.4. 

IV. SYSTEM FUNCTION    

D. Time division multiplexing function based on FPGA 
Using the characteristics of the video image signal, 

low-speed data can be attached to the video signal for 
transmission, which is equivalent to using the bandwidth 
of one video signal without compression, completing one 
video signal and twelve low-speed data signals composite 
transmission.  One video signal through A/D is 
transformed into twelve digital signals which are sent to 
FPGA. At the same time, twelve low-speed data signals 

 
Figure 2.  Digital video 

 
Figure 3.  Block diagram of receiver 

 

Figure 4.  Interface connection 
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are converted into TTL standard level digital signals and 
are also sent into the FPGA. Through logic module that 
has been designed, it completes the multiplexing of data 
signals and video signals. 

As mentioned above, what system needs to complete is 
the low-speed data is attached to the video signal for 
transmission, which depends on the characteristics of the 
video signal. Composite video signal not only has image 
information but also has line synchronization, line 
blanking, field synchronization and field blanking. Line 
synchronization is 15625 per second and field 
synchronization is 50 per second. So the cycle of line 
synchronization is 64 sµ . It is feasible that low-speed 
data is transmitted in appearing synchronous head. 
Because of level clock of synchronous head staying the 
same, it is not only beneficial for control sequencing, but 
also does not occupy image information transmission 
time slot. SNR of the system will not reduce because of 
multiplexing and it is possible to transmit low-speed data 
in the cycle of 64 sµ  [3]. 

E. 5:1 multiplexing function based on FPGA 
One analog video signal by the A/D converter will 

encode to twelve digital video signals, such as D1(1), D1 
(2) D1(3) ... D1(12). Five analog video signals will 
produce 60 digital video signals. To achieve 5:1 
multiplexing function,  the first bit D1(1) of the first  
digital video signal after the A/D conversion, the first bit 
D2(1) of the second digital video signal after the A/D 
conversion,  the first bit D3(1) of the third digital video 
signal after  the A/D conversion,  the first bit D4(1) of the 
fourth  digital video signal after the A/D conversion and 
the first bit D5(1) of the fifth  digital video signal after  
the A/D conversion conduct 5:1 multiple connection; the 
rest can be done in the same manner, the twelfth bit D1 
(12)of the first digital video signal after the A/D 
conversion, the twelfth bit D2(12)of the second digital 
video signal after the A/D conversion, the twelfth bit D3 
(12)of the third way digital video signal after the A/D 
conversion, the twelfth bit D4(12)of the fourth digital 
video signal after the A/D conversion and the twelfth bit 
D5(12)of the fifth digital video signal after the A/D 
conversion conduct 5:1 multiple connection, and then 
repeating the multiplexing [2] [6]. 

Multiplexing process is mainly that the parallel signals 
are converted into serial signals. Transition between 
parallel signals and serial signals circuit is composed of 
5-bit parallel in / serial out shift register. 

In Fig.6, clk，clr，D1…D5，dout and load are the 
clock signal input, clear end, data signals input, data 
signals output, signal load respectively. Using quartusⅡ 
simulation software, simulation results are shown in 
Fig.5. 

F. 1:5 de-multiplexing function based on FPGA 
De-multiplexing design is that after inverse transform 

of the transition between parallel signals and serial 
signals one serial signal separate five parallel signals by 
1:5. Mainly serial in/parallel out shift register realizes. 
Serial signal transmitted from sending termination is 

received by receiving termination and under the action of 
cp clock edge it moves back step by step. After reaching 
to five bits, it is output in parallel. 

The 5-bit serial in /parallel out shift register circuit 
symbol with synchronous clear is shown in Fig.7. clk is 
the clock signal input, din is data signals input, clr is clear 
side, Dout[4...0] is data signals output. 

The VHDL code of 5-bit serial in /parallel out shift 
register with synchronous clear [1] 

Library ieee; 
Use ieee.std_logic_1164.all; 
Use ieee.std_logic_unsigned.all; 
Entity sipo is 
Port(clk:in std_logic; 
din:in std_logic; 
clr:in std_logic; 
    Dout:out std_logic_vector(4 downto 0)); 
End; 
Architecture one of sipo is 
   Signal q:std_logic_vector(5 downto 0); 
begin 
Process(clk) 
begin 
If clk'event and clk='1'then 
  If clr='1'then q<=(others=>'0'); 
Elsif q(5)='0' then 
  Q<="11110" & din; 
Else q<=q(4 downto 0)&din; 
End if; 
End if; 
End process; 
Process(q) 
Begin 
If q(5)='0'then 
      Dout<=q(4 downto 0); 
Else dout<="ZZZZZ"; 
End if; 
End process; 
End; 
 

 
(a)  Functional simulation  

(b) Timing simulation 

Figure 5.  5-bit parallel in / serial out shift register simulation 
results 
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The timing simulation results are shown in Fig.8. 
Every 5-bit serial input signal is a group. Set six shift 
register to form serial in/ parallel out shift register, five of 
which are used for displacement and storage data in 
series, one of which is as a symbol used to record 
whether all five data move in register. Once the shift 
registers detect the five data all moved in, five data 
signals are output in parallel immediately. When the 
serial data is in the process of moving into the registers, 
parallel output signals of the shift register maintain a 
specific value. In this design, it is set high impedance. 

From the waveform we can know that, when five data 
signals of the din all move into the shift register, the first 
five data signals of din are output. When we enter 
‘01010’, the output is ‘01010’ which is converted to 
unsigned decimal, and it is ‘10’. When we enter ‘10110’, 
the output is ‘10110’ which is converted to unsigned 
decimal, and  it is ‘22’. 

V. CONCLUSIONS 
 This article describes the use of programmable logic 

device to complete the simultaneous transmission of 
multiple video image signals and multiple data signals. 
The approach is  using TDM capabilities of FPGA to 
achieve one video signal and twelve data signals 
composite transmission, using shift register  to complete 
the design of  5-bit serial in/ parallel out, using 
HP1032/1034 serializer/deserializer chip to complete the 
design of two times’ multiplexing/de-multiplexing. In the 
end we complete the simultaneous transmission of 
multiple video image signals and multiple data signals. In 
this paper, block diagram and realization of simulation 
software quartusⅡ are given. The results obtained are in 
good agreement with the calculated values. The system 
with the feature of high quality transmission, strong anti-
jamming ability is more suitable for long distance video 
transmission monitoring system, which can be used in the 
video surveillance systems and security systems. 
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Abstract—The active radio frequency identification (RFID) 
tag with far reading distance, high reliability, low cost, low 
consumption, and long life is designed use the latest low 
power-consuming single-chip MSP430F2012 and wireless 
data transmission chip CC1100, and the hardware and 
software implementation are presented in this paper.  

Index Terms—RFID, low consumption,active tag 

I. INTRODUCTION 
As a new kind of automatic identification technology, 

radio frequency identification (RFID) without contact, the 
fundamental principle is to realize the automatic 
recognition of the static or moving objects by radio 
frequency （RF ）signal and the spatial coupling and 
transmission characteristics. Usually, RF system consists 
of RF tag, reader and host. At present, most RFID 
systems adopt passive tags which get power from the 
reader by RF signal, it is beneficial to reduce the label 
size and cost, but the reading range and data storage 
capacity are limited. While the active tag with battery can 
provide larger range of reading ability and higher 
reliability. Now the breakthrough of low power consumed 
IC technology created favorable conditions for the 
development of small size, active and low consumed tag. 
The design aimed to implement active and low consumed 
tags based on MSP430F2012 and CC1100 with the 
lowest possible hardware cost. 

II. DESIGN ANALYSIS 
Since active RFID tags use the battery as supply power, 

system is very strict with low consumption performance 
to prolong the service life of battery. Low-power design 
requires both the choice of components and optimized 
reasonable run timing, most of the time keeps the circuit 
in standby mode on the premise of completed function 
tags. 

A. Choice of MCU 
MSP430 series MCUS are 16-bit ones & Flash-type 

that of ultra low power consumption, with low supply 
voltage, small leakage current of I/O port, has 0.5mA of 
standby current and 250mA/MIPS of operate power 
consumption, which becomes a recognized low 
consumption microcontroller in the industry. 
MSP430F2012 MCU is adopted in this paper. 

B. Choice of RF chip 
RF chip choose is the most crucial part of the RFID 

card, it directly related to tags' read range and reliability, 
but also the power consumption. Wireless transmitter 

CC1100 with small size, low consumption, supports 
programmable control; with internal address decoder, 
modulate processor, clock module and so on, is very easy 
to use. The design selects CC1100 with operating 
frequency of 915MHz, FSK modulation, data rate of 
100kbps. 

C. Battery supply 
Voltage regulator circuit between battery and device is 

omitted in this paper, battery is used as supply power 
directly. It saves quiescent current brought from voltage 
regulator circuit, prolongs the service life of battery. To 
adopt battery as supply power, the key point is to solve 
the random wrong operation because of incomplete reset, 
which resulted from mechanical contact with the battery 
wires will produce power supply noise when replace the 
battery. While brown-out reset (BOR) is integrated in 
MSP430F2012, full reset will be implemented when 
voltage below the safety operate range, this function can 
solve the above problem better. 

III. HARDWARE DESIGN OF TAG 

A. SystemStructure of Tag 
The active tag should have the following 

characteristics: miniaturization, low cost, low 
consumption, high reliability, adjustable reading, distance 
battery-powered, and so on. The block diagram of the tag 
is shown in Fig.1. 

Processing and control 
unit MSP430F2012

Radio transceiver unit 
CC1100

Power supply unit

antenna

 
Figure 1  Block diagram of system structure 

RFID tag consists of processing and control unit, radio 
transceiver unit and power supply unit. Of these, the 
processing and control unit with its own memory, which 
is responsible for the operation of RFID tag, data 
deposition and processing. The radio transceiver unit 
contains RF chip and antenna, to achieve information 
transmission between active tag and reader. The power 
supply unit supply power for RFID tag. 
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B. Design Principle Diagram 
The circuit principle diagram of active low consuming 

tag is shown in Fig.2. 

IV. SOFTWARE DESIGN OF TAG 

A. Design of Low-Consumption Workflow 
The software development of system uses C language 

on Instruction Address Register (IAR) Embedded 
Workbench V3.41A to program, conflict of running 
speed, data flow, system performance and low 
consumption design is solved through combining 
intelligent operation management of MCU and CC1100 
module with power save mode control, the current 
consumption of each functional module is reduced to the 
minimum, active state is limited to the minimum 
requirements[1]. After optimization, system can get very 
low power consumption, as well as higher performance. 
Specific procedure as follows: 

The most important factor to reduce power 
consumption is the application of maximize Low-power 
mode 3(LMP3) time of MSP430 clock system, therefore, 
MCU usually keep in LMP3 low-power mode, while after 
the initialization configuration CC1100 will be in standby 
mode. 

a) External 32 KHz crystal is used as ACLK, which 
also is the clock source of timer. It not only reduces 
power consumption, but also ensured stability and 
accuracy of the timer[2]. 

b) If produced receive or send interrupt, Single 
Chip Micyoco   is activated to control CC1100 operate. 

c) In order to prevent MSP430 ‘Run away’ caused 
by external interference affects the digital device, 
internal watchdog module is started, ensure system to 
keep running normally. 

Fig.3 is the workflow chart of CC1100 in RFID 
system. 

B. Realization of Driver 
1) SPI driver of MSP430 

MSP430 communicated with CC1100 by standard 
Serial Peripheral Interface (SPI), which includes two data 
lines—SPI Bus Master Output/Slave Input（MOSI）and 
SPI Bus Master Input/Slave Output （MISO）, and the 
clock line CLK, which adopted by master to keep clock 
synchronization with slave. SPI is divided into master 
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Figure 2  Schematic circuit diagram of hardware of MSP430F2012 control CC1100 

 
Figure.3   Workflow chart of CC1100 
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mode and slave mode, slave mode is completely passive 
mode, data dispatching is host control. Actually, there are 
four registers take part in work, as shown in Fig.4. Host 
write data to UTXBUF of send buffer, store data in 
parallel to send shift register. Once data are written in 
UTXBUF, immediately shifted from MOSI line to the 
receive shift cache of slave, data in the shift register of 
slave is shifted to the receive shift cache of host through 
MISO shift, and then read in parallel to the receive 
cache[3]. It means that SPI can not only read data but also 
write data. 

Part of the code is as follows: 
 
//achieve reading and writing, CC1100 specified the value 
of address at the same time 
Char_Spi_Read_Write(char data) 
{ 
        // disabled SPI interruption  
        IE1&=~UTX IEQ; 
        IE1&=~URX IEQ; 
        TRXBUFO=data 
        //wait for data transmit and receive finish 
 While(((IFG&UTXIFG0)==0)//(IFG &URXIFG0)==0)); 
     //return read value, can give up if not need 
             Return RXBUFO; 
     } 

2) Drive of CC1100 
There are two special configuration pins and one 

shared pin in CC1100, to output internal state information 

which is useful to control software. These pins can be 
used to generate interrupt on the MCU, the special pins 
named GDO0 and GDO1, the shared pin is SO in SPI 
interface. The default configuration of GDO1/SO is status 
output, which will be general pin by chose arbitrary 
control options[4] .When CSn is low-level, this pin is a 
general SO pin. Under synchronous and asynchronous 
continuous mode, GDO0 is used as a continuous TX data 
input pin in the transmission mode. Use software Smart 
RF Studio to get the optimal register settings, evaluation 
of performance and function[5]. 

V. SYSTEM SIMULATION 
Combined with configured reader, we get that the 

program is correct through IAR online simulation, then 
burning the program by emulator, use commix1.4 of 
serial debugging tools to test, test results that send two 
times and five times are respectively shown in Fig.5 (a) 
and (b)[6]. 

Form the debug results in Fig.5, we know that when 
active tag is awakened, the ID number will be sent to 
reader, the reader sends it to serial debugging software of 
host computer by RS232 interface, to show the ID[7] . In 
Fig.5, (a) is the result received when send four active tags 
two times, while (b) is the result when send five times. 
The simulation and debug results proved the feasibility of 
RFID design.  
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Figure 4  Schematic diagram of SPI 

 (a) Send four active tags two times                            (b) Send four active tags five times 
Figure.5  Result of debug active read-write system 
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VI. CONCLUSIONS 
This design fulfilled the ultra-low power characteristics 

of MSP430 MCU, took measures to limit power to 
CC1100 module which consumes is lower by means of 
software, and increased the reliable operate time of 
system. Meanwhile, to a great extent, this active RFID 
tags solved such identification problems as long-distance, 
big flow, anti-interference, high-speed and reduced the 
cost. RFID tags designed in this paper and configured 
readers form persons or goods recognition and location 
system, which is widely used in mining, industrial 
production, road traffic, national defense security and so 
on. 
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Abstract—Based on the color perception characteristics of 
eyes, the paper proposed nonlinear transformation of color 
image enhancement algorithm by the various components 
of the HSV color space. Conversion original image space 
from RGB to HSI color space, Extract H, S, I components, 
on which the color and saturation enhancement processing 
component with local filtering, and then Synthesis the HSI 
image and converted to RGB space, The results show that 
the algorithm can improve the color distortion, increase the 
recognition of color images, raise the information clarity of 
image. 
 
Index Terms—transformation, HIS space, enhancement, 
convolution 

I.  INTRODUCTION 

Visual perception system will be restrict by many 
factors, such as lower color image resolution, insufficient 
brightness , some local image difficult to identify etc. So 
we need to resolve these problems. we need to take 
enhancement processing on image, to improved 
recognizable of image, to highlight the different objects 
in original image, to improve the resolution effect, lay 
foundation for the pattern recognition. 

Image enhancement is a key step in image processing 
technology, the theoretical study and practical 
application have been one of the wide attention. Image 
Enhancement and there are many kinds, some enhanced 
operations can be directly applied to any image, while 
others only apply to specific types of images. Some 
algorithms need to enhance the image in crude approach, 
because they need to extract more information from the 
image. It is adversely that there is no single standard for 
enhancement. Many different types of image or scene 
can be enhanced as the image data, Different types of 
images, has been corresponding to enhancement of its 
own feature, Some enhancement is only suitable for 
certain special types of image enhancement. 
Enhancement results depending on the occasion and 
requirements of measurement. Image enhancement is the 
key steps from the image processing to image analysis. 
So image enhancement results have a direct impact on 
the image understanding. In recent years, researchers put 
forward variety of algorithms for the enhancement of 
color images. Most of the algorithms are achieved in 
RGB color space. First segregated the image into RGB 
space enhancement three components, and then use some 
logic algorithm will combine the three components of the 

edge. However, the three RGB components are highly 
related in color image[1]. such as when the light is 
changed, RGB three components will simultaneously 
change. In RGB space, many mature approaches used 
vector space method. The main idea is to image each 
pixel is the RGB space as a three-dimensional vector, 
then the whole color images is considered as a two-
dimensional with Three components vector field. The 
main disadvantage of RGB color space of color 
perception is not uniform, that is, the distance between 
the two colors is not equal to the color perception 
between the two color differences cannot be directly 
estimated from the RGB color value in color , saturation 
and brightness perception properties. That the distance 
between the two pixels is not equal to the color 
differences in color perception , It is difficult to estimate 
the color, saturation and brightness perception properties 
from the RGB color values[2]. To overcome shortcomings 
of the RGB color space, we can select color space with 
color visual properties in color image processing. HSI 
color space is one of a kind, it uses color (Hue), 
saturation (Saturation) and brightness (Intensity) to 
characterize the three components of color. Each 
component is independent with others, and agree with 
the humans feel. Measurement of HSI color difference is 
the important question in enhancement, but there is not 
much research on this issue[3-4]. In this paper proposed 
nonlinear transformation of color image enhancement 
algorithm by the various components of the HSV color 
space. conversion original image space from RGB to HSI 
color space, Extract H, S, I components, on which the 
color and saturation enhancement processing component 
for local filtering, and then Synthesis the HSI image and 
converted to RGB space, The results show that the 
algorithm can improve the color distortion, increase the 
recognition of color images, raise the information clarity 
of image. 

II. COLOR SPACE CONVERSION 

HSI color space is based on the human visual system, 
with the color (Hue), color saturation (Saturation or 
Chroma) and brightness (Intensity or Brightness) to 
describe the color space. HSI color space can be describe 
by a conical space model (Fig. 1).  

HIS color space the cone model is very complicated, 
however it really can express the variations clearly of 
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color, brightness and color saturation. A lot of algorithms 
used HSI color space in the image processing and 
computer vision space , they can be dealt with separately 
and are independent of each other. Therefore, in the HSI 
color space can greatly simplify the image analysis and 
processing. 

 
Conversion formula from RGB to HIS space is show 

as follows:  
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III HIS ENHANCEMENT 

HSI color space of the three components constitute the 
basis of the image. In the same resolution, the display 
quality of image depends on the distribution of the 
overall contrast and color difference calculation. We first 
deal with the brightness component I, After analyzed the 
whole image, according to the distribution characteristics 
of I uniform treatment. Calculated as follows. 

Firstly, compute the overall brightness mean value M 
of the Intensity. if M is greater than a threshold value of 
brightness means meet the basic requirements, or to 
enhance the brightness . In order to increase color and 
contrast resolution, to meet the requirements for the 
component luminance image I refer to the Gaussian 
function  mapped to a more reasonable space, which 
makes the brightness level changes in the brightness of 
the two is more obvious. The objective space brightness 
range is [0-255]. 
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To examine S and H component’s features, these two 
components are a pair of orthogonal variables according 
to the transformation from the RGB. While H and S are 
consistent with characteristics of visual perception, we 
use linear function on H and S to be and the 

corresponding color space to improve the resolution 
results. 

Adjustment on S and H under the context of I 
component. While H is relative stabilization，so do not 
take it into account. components S of the processing 
using the look convolution function image is divided into 
D*D non-overlapping region A (A1 ... AN). First test for 
the border region of Ai, to compute chroma means of 
both sides of the subarea according to the border. If the 
difference of two subarea is more than threshold value P, 
adjust saturation, else the color difference is small, does 
not change the saturation value. During the detection of 
the border using CANNY[5] Gradient operator for sub 
region boundary detection. 

 

IV EXPERIMENT ANALYSIS 

 
This method was programming in matlab7.0. It used 

different types of scene for detection enhancement , were 
randomly selected for enhanced effect is remarkable, 
compared to the same state filtering algorithm, to save 
computing time, and that does not lose some image 
detail, can be applied to more sophisticated image 
analysis and processing. The Fig. 3 show the HIS 

 
Figure 3 the HIS Components after Enhancement 
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components of the HIS space after enhancement, the 
image is from NASA databases. and Fig. 4 show the 
Synthesis image and converted to RGB space. 

 

 

V CONCLUSION 

In the paper, we introduce an enhancement method 
based on HIS space. It is a sort of method of gray 
transform and spatial filtering. Firstly, this method 
imports Gaussian for gray transformation during the 

Intensity process. It has made an effective improvement 
in the color enhancement with three components of HIS 
space on the foundation the original method. while, it can 
avoid the disadvantages under RGB space. 

REFERENCES 

[1] Tsagaris V Anastassopoulos V. Multispectral image fusion 
method using perceptual attributes[A].Image and Signal 
Processing for Remote Sensing IX Proceedings of SPIE 
[C]. 2004,5328: pp. 357-367. 

[2] Yang Yongyong and Lin Xiaozhu. Research on the 
Comparison of Color Image Enhancement Techniques. 
Journal of Beijing Institute of Petro-Chemical Technology 
[J]. vol14,No.3,2006, pp. 43-47.   

[3] Hu qiong. Color Image Enhancement Based on Histogram 
Segmentation. Journal of Image and Graphics.[J] 
vol14.sep, 2009. pp. 1776-1780. 

[4] Han Li-na, XiongJie and Geng Guo-hua. Using HSV 
space real-color image enhanced by homomorphic filter in 
two channels. Computer Engineering and Applications[J], 
45(27) ,2009, pp. 18-20. 

[5] Canny, J.A Computational Approach To Edge Detection, 
IEEE Trans. Pattern Analysis and Machine Intelligence, 
8:679-714, 1986. 

 

 

 
Figure 4 Result of Enhancement 



 256

Design of Adaptive Equalizer Based on Variable 
Step LMS Algorithm 

 Wang Junfeng1, Zhang Bo2 
 1School of Computer Science and Technology,Henan Polytechnic University, Jiaozuo, Henan; China 

wangjunfeng@hpu.edu.cn   
2Schoo of Mathematics and Information Science, Henan Polytechnic University, Jiaozuo, Henan; China 

zhangbo@hpu.edu.cn 
 
 

Abstract—Adaptive equalizer is important in transmission 
of wireless communication. The equalizer using least mean 
square (LMS) algorithm is adopted. Simulation results show 
that step size influences the algorithm convergence and 
stability, which will significantly affect the performance of 
adaptive equalizer. The requirement of step for convergence 
speed, time-varying tracking accuracy and convergence 
precision is contradictory. Therefore, a variable step LMS 
algorithm is presented in this paper. Simulation results 
show that the convergence speed and stability of the 
variable step algorithm are superior to ordinary LMS 
algorithm; moreover, the variable step algorithm is proper 
to be applied in channel equalization in low SNR.  
 
Index Terms—Adaptive Equalizer, LMS, Variable step  

I．INTRODUCTION 

 Multi-path effect exists in transmission of wireless 
data communication. The signal through different paths 
of different delay, is received in the same time, causing 
intersymbol interference.  Moving communications 
carrier and surrounding objects (vehicles, etc.), result in 
the dissemination of environmental changes with time, 
that is, ISI caused by multi-path effects also changes with 
time. Adaptive equalization is a technology used to 
resolve inter-symbol interference. 

Adaptive equalizer is used to make attends to time-
varying unknown channel, so it needs a special algorithm 
to update the equalizer coefficients to track the channel 
changes. A detailed study of adaptive algorithm is a 
complex work. 

As is described in [1]: 
The disadvantage of zero forcing algorithms is that 

great noise gain may be appeared in the deep channel n 
frequency. As zero forcing equalizer completely ignores 
the effect of noise, it is not commonly used in wireless 
link.  

The equalizer using least mean square (LMS) 
algorithm is more stable than the zero forcing equalizer. 
The criterion is that the mean square error (MSE) 
between the desired output value and the actual output 
value of the equalizer minimizes. 

II．TRADITIONAL LMS ADAPTIVE EQUALIZATION 
ALGORITHM 

The linear equalizer [2] is showed in Fig.1. 

    

Figure.1 Linear adaptive equalization system 

It can be seen, the signal x (n) after the AGWN 
channel is used as the input signal through the filter with 
different w (n ), e(n) is the error between the output of the 
filter response y(n) and the expectation signal d(n) with 
delay of signal x(n) . The filter adjust the values of w(n), 
according to feedback error e(n) and  adaptive algorithm. 
With the sample x (n) of the continuously is updated, e(n) 
becomes smaller and smaller, and w (n) gradually is close 
to the nominal value, similar to the ideal channel 
characteristics. The filter plays the role of an inverse filter 
in the whole process actually . 

The capability of the equalizer is assessed by 
convergence speed and convergence stability. 

The structure of the adaptive filter is showed in Fig.2. 

 
Figure 2 schematic diagram of adaptive filter 

The iterative formulas of steepest descent method 
based on least mean square algorithm (LMS algorithm) 
are defined as follows: 

( )y n = =( ) ( ) ( ) ( )T Tw n x n x n w n            (1) 
Where, x (n) is the filter input;  y (n)is filter output 

and w (n) is filter weights    
( ) ( ) ( )e n d n y n= −                          (2) 
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Where，d(n) is a reference signal and e(n) is the error 
between d(n) an y(n). 

( 1) ( ) 2 ( ) ( )w n w n e n x nµ+ = +           
(3) 

Where，µ is the step size. 
Convergence condition of the LMS algorithm is 

limited to 0 <µ <1/λmax. λmax is the largest eigenvalue 
of the autocorrelation matrix for input signal. The 
performance of the algorithm is influenced by the value 
of µ[3] . 

In LMS adaptive algorithm, the requirement of step 
factor for convergence rate, time-varying tracking 
accuracy and convergence precision is contradictory. In 
the range of convergence, convergence speed is faster 
with greater µ. But the µ value is too large, oscillation 
will occur during the convergence; smaller µ value can 
reduce steady-state the noise, improve the accuracy of 
convergence. However, the decrease of µ value will 
reduce the convergence speed and tracking speed. 

III．NEW VARIABLE STEP SIZE LMS ALGORITHM 

1． Principle of variable step size LMS algorithm 
The contradiction between the convergence speed and 

the convergence precision fixed step LMS algorithm can 
be solved in the variable step LMS algorithm. In the 
initial stages of adaptive and tracking phase, a larger step 
size is used in order to have fast convergence speed, 
when the algorithm is in the steady state, smaller step is 
used for a small steady-state error.  

Some approximation is used as a measure to control 
step size in adaptive processes. Simple and effective 
method is to use the adaptive error signal in the process, 
trying to establish some kind of function between the step 
size and the error signal  

Currently, the main variable step size algorithm is to 
establish the nonlinear relationship between the step size 
and the error signal to adjust the step. The working 
principle is: the error is large in the initial iteration stage 
along with a larger step size to speed up the convergence 
rate; when the error is close to zero, a smaller step is 
accessed to achieve smaller stable-state error. 

2. New variable step size LMS algorithm 
In the process of convergence, e (n) decreases and 

approaches zero value gradually; µ value changes similar 
to e (n); and when e (n) = 0, µ = 0. Therefore, monotone 
and smooth cure of mathematical function between e(n) 
and µ can be concluded. The curve is through origin with 
µ changing by adjust e(n). It is studied that arc-Tangent 
curve is consistent with the variation of step factor. 
Therefore, variable step size LMS algorithm based on 
arc-tangent function is presented in this paper, called 
atan-LMS algorithm 
   The relationship between u and e(n) is established as 
follows: 

   µ (n) = atan (e (n))                    (4) 
   For better variation, factors of α, β and γ are 
introduced[4]: 
       µ (n) = βatan (αe (n) γ)                 (5) 

   Where, the shape of the curve is controlled by α which 
influences the increase speed of step; the range of 
function is controlled by β; the speed of decline curve is 
determined by γ. 

3. Parameters Analysis 
 (1) α for different values, β = 0.024, γ = 2 

      As can be seen from Fig.3 that the step increases with 
the increase of α in the same error case, which can speed 
up the convergence speed of the adaptive algorithm. But, 
when the error is small, the step changes largely cause the 
poor stability of the algorithm. It Can be seen from the 
figure, the step when α = 4 is close to the corresponding 
step when α = 8 , but better stability is achieved. So α = 4 
is adopted. 

 
Figure.3  step with different α 

 (2) β for different values, α = 4, γ = 2 
 As can be seen from Fig.4 that the step increases 

with the increase of β in the same error, it can accelerate 
the convergence speed of the adaptive algorithm. The 
initial step size and range of the step is determined by β. 

 
Figure.4  step with different  β 

(3) γ for different values, α = 4, β = 0.024 
As can be seen from Figure 5, step changes with less 

difference in the initial stages, but when the error is 
small, the step changes gently with the increase of γ. The 
larger is γ value, the stronger is the complexity of the 
algorithm. Usually γ = 1or 2 is adopted. 

 
Figure.5  step with different γ 

4． Simulation 
x[n] is a random bipolar sequence, which value is 

randomly +1 and -1. Random signal is transmitted by 
channel which property may be a FIR filter with three-
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coefficient [0.3,0.9,0.3]. Channel output is added white 
Gaussian noise with the variance of 1. the response of the 
FIR adaptive equalizer with 11 order is x [n-7][5] .  

An evaluation of the merits of adaptive equalization 
algorithms, is mainly focused on the convergence speed 
and tracking capability for time-varying channel. 

Experiments are performed by choosing the 
reasonable parameters. The u value of the LMS algorithm 
is 0.06.The parameters of the atan-LMS algorithm are 
defined as: β=0.04, α = 4, γ = 2. The length of the 
training sequence is 1000.The curve value is confirmed 
by the mean value of the error in 20 independent 
experiments 

(1) Convergence speed 
Simulation results in Fig.6 prove both algorithms 

have the almost same convergence speed, but the atan-
LMS algorithm is more stable than the LMS algorithm. 

 
Figure.6 Convergence performance of LMS and atan-LMS  

(2) Tracking capability 

Channel parameters change from [0.3, 0.9, 0.3] to 
[0.8, 0.6, 0.4]] in the first 300 iterations number. 
Tracking capability for time-varying channels is studied 
in different signal to noise ratio. 

Fig.7 shows that when the SNR is low, the tracking 
capability of the atan-LMS algorithm is superior to the 
LMS algorithm. 

IV．CONCLUSION 

In this paper, the algorithm of the adaptive equalizer 
is studied. Through analyzing the principle of the LMS 
algorithm, a variable step algorithm is presented in which 
step factor is amended by arc-tangent function. 
Simulation results show that the variable step algorithm is 
superior to the ordinary LMS algorithm. The variable 
step algorithm is suit for channel equalization in mobile 
communication technology in low SNR. 

V. REFERENCE 
[1] WANG Tian-lei, Developments in Adaptive Equalization 

Algorithm Research, Journal of Wuyi University [J],2009, 
02(23),pp37-42 

[2] DIAO Shu-lin; ZHONG Jian-bo, Analysis and Application 
of a Time Domain Adaptive Equalizer, Radio Engineering 
of China[J], 2009,09(39),pp44-47 

[3] Shen Fu-min. Adaptive signal processing [M]. Xi'an: Xidian 
University Press, 2001 

[4] ZHONG Hui-xiang, ZHENG Sha-sha, FENG Yue-ping, A 
Variable Step Size LMS Algorithm in Smart Antennas 
Based on Hyperbolic Tangent Function, JOURNAL OF 
JILIN UNIVERSITY (SCIENCE 
EDITION)[J].2008.5(46),pp935-939 

[5] Wang Junfeng, A Variable Forgetting Factor RLS Adaptive 
Filtering Algorithm; International Symposium on 
Microwave, Antenna, Propagation and EMC Technologies 
for Wireless Communications, 2009 

 

  
(a)SNR=10 

 
(b) SNR=15 

Figuew7 Tracking capability of atan-LMS with different SNR 



 

 259

The E-Mail Categorization and Filtering 
Technology Based On eEP 

Yan Li1, Xiguang Dong2 
1Department of Information Engineering, Henan Technical College of Construction , ZhengZhou City,China 

Email:liyanunique@126.com 
2 Department of Mathematical and Physical Science, Henan Institute of Engineering , ZhengZhou City,China  

Email:nydxg@163.com 
 

 
 

Abstract—The volume of junk emails on the Internet has 
grown tremendously in the past few years and is causing 
serious problems. Content-based filtering is one of 
mainstream technologies used so far. This paper has had a 
deep study in the content of emails and come up with a 
better idea to get the features which make it even 
convenient to e-mail classify as well. This paper uses the 
classification algorithm by essential emerging patterns 
CeEP to the junk email examine, and carries out a new 
categorization and filtering algorithm ECFEP of emails 
based on the EP. The experiments show, the new feature 
extraction methods and the combination CeEP 
classification is a very efficient method of classification, and 
The classification efficiency of the algorithm ECFEP is 
higher than currently several better classification 
algorithm. 
 
Index Terms—E-Mail Categorization, Feature Extraction, 
Essential Emerging Patterns 

I. THE BASIC CONCEPT 

DB-based training data set contains N samples e-mail 
(T1, T2, ..., TN), is divided into two known types of C1, 
C2, and a given sample of each class mail. Classification 
in the mail, all the samples are all text. Although the text 
of the title, abstract and key words containing important 
classified information, but not all of the text contains 
such information. Therefore, assuming that all the text of 
this article contains only the contents of the message 
body, hereinafter referred to as message content. 

We use Spam Corpus —PU Series corpus set. Its 
received from a provider of real-time e-mail. Corpus to 
retain only those e-mail the title and the body of the plain 
text content. 

Many classification algorithms[1] have message 
content will be mapped to n-dimensional space, in which 
n equal to the contents of all e-mail appear in the number 
of different words. After the initial filtering, mail content 
in the different number of words remains high. Feature 
extraction task is to delete that information for the 
classification of small, "unimportant" words. After 
feature extraction, the message appears in the text known 
as the characteristics of the word. In the following 
discussion, sometimes referred to as the characteristics of 
items, the term "word", "Feature" and "item" will be 
mixed use. 

Feature extraction, each message is a collection of 
items. So that W = (w1, w2,, ..., wn) is the message 
content of the items appeared in The Complete Works. W 

subset X ⊆ Wcalled itemsets. If the itemset X in T appear 
in the text, then T contains X. 

Definition 1 
a set of training data set D is a subset of DB. Itemset 

X in D on the degree of support supD (X) 
= ||/)( DXcountD , which countD (X) is a data set D 
contains a sample of the number of X, and | D | is the 
total number of D in the samples.  

If D is a collection of Ci types of training samples, 
supD (X) recorded as supi (X), it is the itemset X in the 
category Ci training focused on the frequency samples. 

Definition 2  

Given two dierent classes of datasets D and D’ ,the 
growthrate of an itemset X from D to D’ is defined as 
GrowthRate(X)= grD’→D(X): 

⎪
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If  the data sets D and D 'are non-spam and junk 
e-mail collection of samples, grD’→D(X) recorded as 
gri(X), it is a set X from a non-junk mail to junk e-mail 
support (frequency) significant changes in the extent of 
the measure. 

Denition 3 
Given a growth rate threshold ρ >1, an itemset X is 

said to be ρ-Emerging Pattern[2](ρ-EP or simply 
EP)from a background dataset D to a target dataset D’ . 
Itemset X is eEP (essential EP) of D , if (1) X is D, EP, (2) 
X in D, the support is not less than pre-specified 
minimum support threshold ξ, and (3) X subset of any 
really not satisfy the conditions (1) and (2). 

When D and D 'are non-spam and junk e-mail when a 
collection of samples, D of the EP / eEP also known as 
spam EP / eEP. In fact, eEP is the "shortest possible", the 
most ability to express the EP. During the discussion 
after the feature extraction, we will discuss in detail the 
eEP based on the establishment of e-mail classifier. 

II. THE PRE-PROCESSING AND FEATURE EXTRACTION 
OF THE E-MAIL TEXT 

E-mail in the feature extraction, we first set of data 
pre-processing e-mail: 
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(1) an e-mail data sets together an e-mail messages to a 
large document, remove the message headers, message 
content, only in part. These e-mail documents to each 
message type label started, and then began to use -1 as 
the content of signs, followed by the message body, and 
finally to -11 as the end of each message; 
(2) each repetition of the word removed from the e-mail 
message body to retain only a duplication of the word.  

feature extraction for the message: 
(1) Statistics for each word in a normal e-mail and spam 
that exist in the frequency into the hash table;  
(2) for the hash table appear in the zero-spam and email 
in the normal word zero times we have it mapped to a 
fixed two special symbols (special symbols can be used 
in place of any number), and then remove the e-mail the 
body of each repeat of the special symbols, special 
symbols so that each retained only one in the message 
body in order to shorten the length of the message body;  
(3) According to a word in the greater difference between 
two types of messages in terms of its more important, 
more important the higher frequency of these two 
principles, for the hash table in a normal e-mail spam and 
there are times for the non-zero term, we Among several 
types of frequency for the larger number of frequency x, 
the smaller number of frequency y, proposed formula: 

)0,0()()( >>−⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
+

= βαβ
α

yx
yx

xmF  

α，β balance these two principles, One of   value set 
δ , δ known as the balance factor, the balance of the 
different factor δ, by descending order of the results on 
the order of different threshold δ extract large in the c 
word as our word feature extraction (0 <c <1), the 
number of feature words set to 70, each time the 
characteristics of the word is greater than the number of 
messages in order to select a different value of c;  
(4) feature extraction of speech after the message body 
and words in the match  to retain the characteristics of 
the word, by deleting the non-feature of the word, match 
result, the body of each message contains only the 
characteristics of the word (that is, Feature items). 

III. EEP-BASED E-MAIL CLASSIFICATION AND 
FILTERING ALGORITHMS ECFEP 

Feature extraction, all of the messages are a collection 
of characteristics, and training data sets characteristic of 
DS is a collection of multiple sets. 

A. Mining  eEP 
For the establishment of the e-mail-based classifier 

eEP, first of all need to dig eEP. The steps are as follows:  
 (1) get set minimum support threshold ξ and minimum 
growth rate ρ;  
 (2) for i = 1,2, Ci on behalf of two types of e-mail 
(spam and non-spam):  
Training data set will be divided into categories Ci and 
Ci samples set;  
Mining Mining eEP category Ci and the Ci-type eEP; 

literature[6] gives the detailed steps eEP excavation, 
this article is no longer cumbersome. A large number of 
experiments showed that  growth ξ = 1%. However, the 
minimum support threshold  rates ρ depend on the data 
distribution. In general, for the easy classification  
smaller� can take larger values (greater than 5), contrary 
�of data sets,   better value can be set up through 
repeated�value should be taken (2~5).  classifier, 
according to the classification of the samples tested from 
the accuracy to determine appropriate adjustments. See 
literature [5].  

Some characteristics may not appear in any eEP, they 
do not work the classification of unknown samples. 

Definition 4  Characteristics of the definition of w is a 
key feature of an effective, if w appears in at least one 
of eEP. 

B. Sorting 
eEP distinguish between a good performance. X is 

Ci-based category eEP, its growth rate of gri (X). This 
indicates that the focus in the classification of samples, 
X-type Ci samples in the frequency (support) is a non-Ci 
samples in the frequency of the gri (X) times. If the X in 
question appeared in T classification of mail, from a 
statistical point of view, T is the possibility of Ci-type T 
does not belong to Ci category gri (X) times. 

E-mail to be classified in order to determine the type 
of T-owned, Ci each category eEP are trying to 
determine whether the T-type Ci. X is Ci-based category 
eEP. If X is not appear in T, then X can not determine 
whether the T-type Ci to judge. If X appears in T, X will 

be the probability
1)(

)(
+Xgr

Xgr

i

i  Determine the type T 

belong to Ci, and to the probability
1)(

1
+Xgri

 

Determine the type T does not belong to Ci. 
In order to classify e-mail T, ECFEP combination of 

Ci to Ci-type and non-eEP of each category to determine 
the calculation of T scores are Ci-type, score (T, Ci). 
ultimately determine the type T belong. The PS (T, Ci) = 
(X | X is Ci category eEP, and X in T appear in), NS (T, 
Ci) = (X | X non-Ci category eEP, and X appear in T) . 
ECFEP the following steps to classify e-mail T: 
a) the deletion of T in the absence of an effective focus 

on the characteristics of the word appears;  
b) For i = 1, 2,  

For PS (T, Ci) and NS (T, Ci);  
By computing T under the category Ci is the 

score score (T, Ci) 

∑∑
∈∈ +

+
+

=
),(),( 1)(

1
1)(

)(
),(

ii CTNSX iCTPSX i

i
i XgrXgr

Xgr
CTscore  

c) T was placed under the category of the highest 
scores. 

IV. ANALYSIS OF EXPERIMENTAL RESULTS AND 
EVALUATION 
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Experimental data sets using public spam corpus set 
PU series, provided by the Greek scholar 
Androutsopoulos. Its received from a provider of 
real-time e-mail. Corpus to retain only those e-mail the 
title and the body of the plain text content. Providers in 
order to protect the privacy of e-mail corpus, It will be 
different in different words in place of integers. PU 
Series corpus currently consists of PU1, PU2, PU3 and 
PUA four corpus. The average corpus of each PU is 
divided into 10, that is, part1 to part10. At present, we 
mainly corpus PU1, PU1 corpus of each check in a ten to 
10 fold cross-validation (cross validation), PU Series 
corpus shown in table 1. 

 
 
 
 
 

 
 
Spam is usually classified using the performance 

evaluation of text classification relevant indicators. 
Specifically, based pos is the total number of spam, t_pos 
is the correct classification of spam (junk e-mail really) a 
few, and f_pos was wrongly classified as spam (false 
spam) number, then the following evaluation different 
indicators can be used to measure the spam filtering 
performance of the system: 

(1) Recall : Recall that the rate of spam; 

pos
postrecall _

=  

Recall reflects the filtration system's ability to find 
spam. The higher recall rate, "slipping through the net" 
less spam. 

(2) Precision: that is, spam precision; 

posfpost
postprecision

__
_
+

=  

The accuracy of the filter response system "to find 
the" junk e-mail capabilities, precision higher 
miscarriage of justice would be a legitimate message as 
spam the possibility of the smaller. 

(3) Accuracy: that is, for all mail (including junk mail 
and legitimate e-mail) on the rate of the contractor.  
Accuracy, that is, for all mail (including junk mail 
andError rate: err = 1  legitimate e-mail) the rate of the 
sentence wrong. 

(4) F-measure: 

precisionrecall
precisionrecallF

+
×

= 2  

F-measure is the recall rate and accuracy of harmonic 
average, it will recall rate and precision into a 
comprehensive indicator.  

In addition, spam filtering is often used in the Fallout, 
Miss rate and so on.  

In order to verify our proposed method of feature 
extraction and classification of CeEP after combining the 
classification system in the classification of the 
efficiency of e-mail, the paper has done three sets of 
experiments: (1) parameters for different values ECFEP 
filtering algorithm for classification and evaluation 
results ; (2) with parameters fixed to the assessment of 
changes in the growth rate of trend indicators; (3) 
Comparison with other algorithms.  

Experimental environment for Pentium 4 CPU, 
256MB RAM, 80GB hard drive, the operating system to 
Microsoft Windows XP, programming software for the 
Microsoft Visual C++. Net 5.0. Experiment using 10 fold 
cross-validation approach to the statistical results of the 
classification of mail. That data sets will be divided into 
ten mutually exclusive subsets of pay or "discount" DB1, 
DB2, ..., DB10, roughly equal the size of each pack. 
Training and testing carried out 10 times. i times in the 
first, DBi used as a test set, a subset of the remaining are 
used for training classifiers. 

A. for different values of parameters ECFEP the results 
of the evaluation algorithm 

Experiments found that Balancing factor, α and β 
values is very important because the balancing factor α 
and β values affect the order of characteristics. too small 
or too big can not extract the characteristics of a good 
item. c value of the selected test results for the equally 
important, the c values for different characteristics of the 
selected items have a great impact. After a large number 
of experiments  show that, α and β, � better select for 

Table 1  spam database(unit: letter) 
Data 
set 

Non-spam 
numbers 

Spam 
numbers 

Totall  
numbers Remarks 

PU1 618Pr 481Pr 1099 Encryption 
Forms 

PU2 579Pr 142Pr 721 Encryption 
PU3 2313Pr 1826Pr 4139 Encryption 
PUA 571Pr  571Pr 1142 Encryption 
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α and β,  countdown each other, and the value of 2 and 
3. c the value of a good choice� for between 0.30 to 0.60. 
And the growth rate r of the classification threshold 
evaluation of the results of the impact is not great. 
Therefore, the main consideration in the experiment 
balance factor α and β value of the classification results. 
Figure 1 Figure 2, respectively, �better values are given 
access (α = 2, β= 1 / 2) and (α= 3, β = 1 / 3), when our 
results. 

Compare Figure 1, Figure 2 we can see that the 
balance factor,  respectively 2,1/2 of  α and β at the 
time of the recall rate and accuracy are  respectively 
higher than the 3,1/3.  however,  accuracy and 
F-measure of 3,1/3 are respectively higher than the 2,1 / 
2. Also found in PU1 corpus set part2 and part7 four 
evaluation criteria are the highest. respectively 2,1/2 α 
and β, the recall rate and precision of  part7 were 100%. 
With  the higher recall rate and the omission of the less 
spam, the higher the accuracy of miscarriage of justice 
would be a legitimate message as spam the possibility of 
the smaller. The two evaluation criteria to improve our 
spam classification and filtering efficiency is very 
important, so ECFEP algorithm to achieve a better 
classification's ability to spam. 

B. Comparison with other algorithms 
PU1 corpus in the same set, we use the current 

favorable Naive Bayesian (Nbayes) classification 
algorithm (reference[9] The evaluation results) as well as 
the more popular KNN algorithm (reference[10] The 
evaluation results), Decision Tree Algorithm (Decision 
Tree) (reference[8] The evaluation results) and Bayesian 
neural networks (Bayes network) algorithm (reference 

[11] The evaluation results) the results of ECFEP 
algorithm and compare the results of Table 2 below 
(Table 2 the results are listed in spam and non-spam 

classification of the results of the weighted average): 
A representative of the accuracy, F on behalf of 

F-measure, R on behalf of the recall rate, P on behalf of 
precision. 

From Table 2 we can see that the recall classification 
ECFEP and F-measure are the highest. The precision of 
ECFEP is the same as the highest precision of the Naive 
Bayesian algorithm. KNN algorithm is to the highest rate 

of accuracy. Decision tree of the evaluation index have 
reached the minimum. For spam classification algorithm 
the recall rate and the improvement of accuracy is 
particularly important, we can see ECFEP algorithm has 
a very high classification and spam filtering capabilities. 

V. PROSPECTS 

In this paper, e-mail classification and filtering 
methods are discussed. A new feature extraction method 
are proposed. Combined with the basic exposure model 
based on (eEPs) classification algorithm CeEP, we 
realized the EP-based classification and filtering e-mail 
filtering algorithm ECFEP. Experiments show, ECFEP is 
a very efficient method of e-mail classification and 
filtering. The next step will be to expand spam ECFEP 
used for other data sets. Spam ECFEP applied to other 
areas of data sets. 
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Table 2  Five algorithms classification and filtering 
evaluation results 

 A F R P 
Nbayes 0.9318 0.9415 0.9191 0.9578 
KNN 0.977 0.9324 0.935 0.9298 
Decision 
Tree 0.891 0.8805 0.882 0.879 

Bayes 
Network 0.892 0.9362 0.9466 0.926 

 ECFEP 0.9532 0.9526 0.9538 0.9517 
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Abstract—Internet congestion control is inherently high-
dimensional, nonlinear, dynamic, and complex. In this 
paper, We study a simplified model with one resource. We  
discuss rate of converge for the one resource model, 
completely characterizing convergence to equilibrium for 
the region of stability. 
 
Index Terms—congestion control; convergence; internet 

I. INTRODUCTION  
With the rapid development of the technique of 

communication networks, especially the internet, and the 
increase of the requirement for networks, it becomes 
more and more important to provide congestion control 
and avoidance algorithms, and analyze the dynamics of 
these algorithms. Dramatic process is being made in 
developing such a theoretical framework to investigate 
and solve the problem of internet congestion control. 
Congestion control is a representative example of how ad 
hoc solutions, although being successful at the system 
reveals their deficiencies as the evolution of the system 
reveals their deficiencies. Congestion control 
mechanisms were introduced in the transmission control 
protocol (TCP) protocol to fix the defects that led in 
October 1986 to the first of a series of “congestion 
collapses.” Despite its profound success, there are 
currently strong indications that TCP will perform poorly 
in the future high-speed networks. Simulations and real 
measurements indicate that as the bandwidth delay 
products increase within the network, the slow additive 
increase and the drastic multiplicative decrease policy of 
the TCP protocol cause the system to spend a significant 
amount of time typing to probe for the available 
bandwidth, thus leading to underutilization of the 
available resource. It has also been shown analytically 
that as the bandwidth delay products increase, TCP 
becomes oscillatory and prone to instability. Moreover, 
TCP is grossly unfair towards connections with high 
round-trip delay. Finally, it has been shown that in 
networks incorporating wireless and satellite links, long 
delays and non congestion-related losses also cause the 
TCP protocol underutilize the network. The theoretical 
framework used in most of the recent studies. In the fore-
mentioned framework, the congestion control problem is 
viewed as a resource allocation problem where the 
objective is to allocate the available resource to the 
competing users without the input data rates at links 
exceeding the link capacity. Through an appropriate 
representation, this problem is transformed into a convex 

programming problem. A utility function is associated to 
each flow and the objective is maximize the aggregate 
utility function subject to the capacity constraints. 
congestion control algorithms can then be viewed as 
distributed iterative algorithms that compute optimal or 
suboptimal solutions of this problem. 

Control problem in communication networks are 
inherently high-dimensional, nonlinear, dynamic, and 
complex. However, they have become increasingly 
important today due to the explosive expansion and 
growth of traffic in the internet. Congestion control in the 
internet is an extremely important and challenging 
problem, which has been the main subject of intensive 
studies over the last decade [1-11]. Congestion occurs in the 
internet when the users of the network collectively 
demand more resources like bandwidth and buffer space 
than the network has to offer. Unless appropriate action is 
taken to control network congestion, the network can end 
up in a state of persistent overload, potentially leading to 
congestion collapse [1]. 

The congestion control algorithms for the internet 
generally can be classified into two types: one is the 
algorithms implemented in its transmission control 
protocol(TCP), such as TCP Reno and TCP Vegas, which 
adjust transmission rates of sources based on available 
feedback congestion marks[1]. The other is the 
algorithms, such as Drop Tail and RED, used as the 
active queue management (AQM) at the link nodes, 
which how to drop arriving packets when the network is 
overload [12].  However, it is believed that the existing 
congestion control algorithms which are based on “trial-
and-error” methods employed on small testbeds may be 
ill-suited for future network where both communication 
delay and network capacity can be large [13]. This has 
motivated research on theoretical understanding of TCP 
congestion control and the search for protocols that scale 
properly so as to maintain stability in the presence of 
these variations. In particular, an optimization-based 
framework that provides an interpretation of various 
congestion control mechanisms is developed [2, 3]. The 
advance in mathematical modeling of congestion control 
have stimulated the research on the analysis of the 
behavior, such as stability, rate of convergence, 
robustness and fairness, of currently developed Internet 
congestion control protocols as well as the design of new 
protocols with higher performance[14,15].  
   In this paper we consider a simper network consisting 
one resource and one route. In the paper we discuss rate 
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of convergence for the network model, completely 
characterizing convergence to equilibrium for the region 
of stability. The paper is organized as follows. In section 
I, we give an introduction for the internet congestion 
control. Next, we give an end-to-end internet congestion 
algorithm in section II. In section III, we discuss the rate 
convergence for the one resource model. We give 
conclusions about the internet congestion control in 
section IV.  

 

II. AN END-TO-END CONGESTION CONTROL 
ALGORITHM 

We consider a network with a set, J  , of  resources. 
Let a route r  be a nonempty subset of J , and denote the 
set of all routes by R . Associate a route r  with a user 
and let ( )rx t  be the sending rate of user r , which 
models the number of packets generated by user r  at 
time t . In an end-to-end internet congestion control 
algorithm, each user tires to adjust its sending rate based 
on available feedback information so that the overall 
network satisfies some desirable properties. The primal 
algorithm is given by  

( ) ( ) ( ) ,r r r r j
j r

d x t w x t t r R
dt

κ µ
∈

⎛ ⎞
= − ∈⎜ ⎟

⎝ ⎠
∑           (1) 

where rκ  is a positive constant and the congestion 

indication signal ( )j tµ  at resource j  is generated by  

:
( ) ( ( )),j j s

s j s
t p x t j Jµ

∈

= ∈∑                                  (2) 

in which the congestion indication function ( )jp ⋅  is 
increasing, nonnegative, and not identically zero.                                 
Algorithms (1) and (2) can be interpreted as follows. 
Suppose that user r  generates packets ( )rx t  at time t . 
s  is a route that through resource j  and 

:
( )ss j s

y x t
∈

=∑  represents the total follow through 

resource j . ( )jp y  can be view as the probability a 

packet at resource j  receives a “mark”— a feedback 

congestion indication signal and ( )j tµ  is the probability 

a packet at resource j  receives a mark at time t . If we 
assume a packet may only be marked at most once, then 

( )jj r
tµ

∈∑  is the probability a packet from user  r  

received a mark at time t  and ( ) ( )r jj r
x t tµ

∈∑  is just 

the expected number of marks received by user r  at time 
t . Eq.(1) corresponds to a rate control algorithm for user 
r  that tries to adjust its sending rate ( )rx t  so that the 
expected number of marks received by user r  will tend 
to a target value rw . 

Systems (1) and (2) has a unique equilibrium point, 
* * *

1[ ,..., ]T
Rx x x= , given by  

*
*

:
( )

r
r

j sj r s j s

wx
p x

∈ ∈

=
∑ ∑

                                       (3) 

and this equilibrium point is globally asymptotically 
stable. 

In order to investigate the influence of propagation 
delays on the stability of congestion control algorithms, 
we consider adding delays to (1) and (2) as follow. Given 
a router r , for each resource j r∈  we define a forward 

delay jrd→ , and a return delay jrd← . The forward delay is 
the delay incurred in communication from the user to the 
resource; the return delay is the delay incurred in 
communication from the resource back to the user. In the 
current internet, each route is subject to a roundtrip delay. 
We model this delay by assuming each route has an 
associated delay rD , such as jr jr rd d D→ ←+ =  for each 

j r∈ . Consider now the following delayed difference 
equations analogous to the primal algorithm, where we 
assume that jrd→  and jrd←  are integer valued: 

[ 1] [ ] [ ] [ ]r r r r r r j jr
j r

x t x t w x t D t dκ µ ←

∈

⎛ ⎞
+ = + − − −⎜ ⎟

⎝ ⎠
∑

(4) 
for r R∈ , where, for j J∈ , 

:
[ ] [ ]j j s js

s j s
t p x t dµ →

∈

⎛ ⎞
= −⎜ ⎟

⎝ ⎠
∑ .                               (5) 

    We consider a simple network consisting of one 
resource and one route. The difference equation 
describing this system is: 

[ 1] [ ] ( [ ] ( [ ]))x t x t w x t D p x t Dκ+ = + − − −        (6) 

where D d d→ ←= + . 

III. RATE OF CONVERGENCE 
For the simplified case where we have only one 

resource, we can study rate of convergence to the stable 
point. We consider this problem, via the theory of 
differential-difference equations. For convenience, we 
restate a result due to Hayes [16]. 

Lemma 1(Hayes) All the roots of 
be c eλ λλ+ − = 0 , where b and c are real, have 
negative real parts if and only if: (1)b<1;and (2), 

b c a b< − < +2 2
1 , where a1 is the root of 

tana b a=  such that a π< <0 . If b=0, we take 
/a π=1 2 . 

We study the rate of convergence of the system 
through the following differential-difference equation: 

( ) [ ( ) ( ( ))]d x t x t D p x t D
dt

κ ω= − − −           (7)  
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where D d d→ ←= + . This is just the continuous 
analog of the discrete-time equation (6). We can study the 
stability of this simple system via linearized version. Let 
the fixed point be (x, p) where 

( ) ( )xp p x e x= = − −1 1 and xpω = . Then 
linearizing with [ ] [ ]x t x y t= + , we obtain: 

( ) ( ) [ ]x x xd y t e xe x e y t D
dt

κ= − − + + −21 , 

neglecting higher order terms. The corresponding 
characteristic equation, obtained by substituting sty e= , 
is thus: 
      ( )x x x sDs e xe x e eκ −= − − + + 21 , 
which after substituting sDλ = , reduce to:  
       ( )x x xe xe x e D eλκ λ− − + + − =21 0          (8) 
The fixed point is locally stable if all roots of the above 
equation have negative real part. For each D, we are 
interested in the maximum value of κ  such that the 
system is locally stable. 
      Theorem 1: The system (7) is locally stable if: 

                     ( )x x xe xe x e
D
πκ − + + <21

2
 

And unstable if: 

                     ( )x x xe xe x e
D
πκ − + + >21

2
 

Proof: A direct application of Lemma 1 to equation (8) 
with b=0 and ( )x x xc D e xe x eκ= − − + + 21 . 

Define ( )x x xa e xe x eκ= − + + 21 ; then the 
linearization of (7) is : 

( ) ( )d y t ay t D
dt

= − −               (9) 

When /a Dπ< 2 , all roots λ  of (8) satisfy Re λ <0 
(by Lemma 1). Let *λ be a root of (8) such that 

*Re Reλ λ>  for all other roots λ . Then the rate of 
convergence to the stable point is equal to *| Re | Dλ −1 . 
The following theorem characterizes the rate of 
convergence of (9), for a  in the region of stability 
( , ( ) )Dπ −10 2 .  
      Theorem 2: the maximum rate of convergence for the 
system (9) is D−1  when ( )a eD −= 1 . The rate of 
convergence is monotonic increasing and convex from 0 
to D−1 , and the convergence is nonoscillatory, for 

( , ( ) ]a eD −∈ 10 . The rate of convergence is monotonic 

decreasing from D−1 to 0 for [( ) , ( ) )a eD Dπ− −∈ 1 12 . 
In particular, the maximum rate of convergence to the 

equilibrium point x of (7) is achieved if and only if: 

           ( )x x xe xe x e
eD
π

κ − + + =21   

and in this case, the equilibrium is nonoscillatory. 

      Proof of theorem 2 follows immediately from the 
following lemmas. 
      Lemma 2: For [( ) , ( ) )a eD Dπ− −∈ 1 12 , the rate of 
convergence of the system (9) decreases monotonically 
from D−1  to 0. 
      Proof: Let the root be iλ γ δ= − +  where γ > 0 . 
Then from equation (8): 

cos sine e aDγ γγ δ δ δ− −+ =                     (10)  

sin cose eγ γγ δ δ δ− −− = 0                        (11) 
Notice that if ( , )γ δ  satisfies the above equations, then 
so does ( , )γ δ . Hence, without loss of generality, we 
may assume that δ ≥ 0 . Equation (11) gives: 

                      / tanγ δ δ=                                  (12) 
which on substitution into (10) yields: 
                              / tan / sine aDδ δδ δ− =              (13) 

Observe that [ , ( ) ]n nδ π π∈ +
12 2
2

 where n Z+∈  

since tanδ ≥ 0  and sinδ ≥ 0  from equation (12)-(13). 
Also, from (12) γ  is monotonic decreasing in δ  from 1 
to 0 for [ , / ]δ π∈ 0 2 . Then the LHS of (13) is 

monotonic increasing in δ  from e−1  to /π 2  for 
[ , / ]δ π∈ 0 2 . Hence, a root of equations (12)-(13) 

exists for [ , / ]δ π∈ 0 2  which is decreasing in γ  as a  

increases from ( )eD −1  to ( )Dπ −12 . It remains to show 
that this is the root with the smallest γ . Notice that if 

/ sinδ δ  is larger, then γ has to be larger for 
equation(13) to be satisfied. But / sin /δ δ π≤ 2  for 
n = 0  and / sin /δ δ π≥ 2  for n > 0 , so taking 
n = 0  yields the root with the smallest γ . Then, since 

the rate of convergence is Dγ −1 , we have the required 
result. 
      Lemma 3: The rate of convergence of the system (9) 
is monotonic increasing and convex from 0 to D−1 , and 
the convergence is nonoscillatory, for ( , ( ) ]a eD −∈ 10 . 

      Proof: Consider the function eλλ−  when λ  is real 
and negative. Suppose we maximize the function with 
respect to λ . We have: 

( )d e e e
d

λ λ λλ λ
λ

− = − −  

which equals zero when λ = −1 , giving a maximum 
of e−1 . Moreover, eλλ−  is convex increasing in λ , 
rising from an asymptote of 0 to e−1  on the interval[-
1,0]; This characterization implies that that equation (8) 
has 2 negative roots when ( )a eD −< 1  and 1 negative 

root when ( )a eD −= 1 . Moreover, the modulus of the 
smaller 
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root (in modulus) increases from 0 to 1 as a  increases 
from 0 to ( )eD −1 , and is clearly a convex function of 
a . 

It remains to show that taking λ  be real yields the 
root with the smallest (in modulus) negative real part; 
this will also show that the convergence is 
nonoscillatory. First note that the modulus of the smaller 
real root is not greater than 1. Suppose there are complex 
roots for ( )a eD −≤ 1 . Then using the same argument as 
in the proof of Lemma 2, we see that there are no roots 
for n=0, δ ≠ 0 , since the LHS of equation (13) is 
greater than e−1 .Also, for , / sin /n δ δ π> >0 2 , so 
the complex root, if any, will have γ > 1 . This 
completes the proof. 

IV. CONCLUSIONS 
This paper has studied the  simple model for a resource. 

Especially we achieve the rate of convergence of 
congestion control. Congestion control is very complex, 
even congestion control of a simple network is 
challenging. The problem of congestion control is still 
far from solved.  We hope this paper can stimulate more 
research in this area.  
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Abstract—In Chinese information processing, Naive Bayes is 
a simple text classification method that is easily 
implemented. Its core is the realization of the calculating 
posterior probability algorithm and the effectively reducing 
dimension for feature words. This paper improved Naive 
Bayes text classification from the calculating posterior 
probability and the reducing dimension of feature words of 
text. The result of experiment indicated that the improved 
method is of the higher efficiency than the original 
algorithm. 

Index Terms- Naive Bayes; text classification; feature word; 
multi-variable Bernoulli model 

I.  INTRODUCTION 
With the development of the Internet, web applications 

such as e-commerce and information search are applied 
widely, and the information on network is expanding 
rapidly. It gives us a wealth of resources, almost any 
information we looking for can be found on the Internet. 
Every day we face a lot of information from the Internet, 
including the useful and spam. So it is currently a major 
challenge in information technology how to quickly find 
the correct information that the user need from the mass 
information. As an important carrier of information, most 
of network information is stored in the form of text. 
Therefore, text classification has become a hot research 
topic in this field.  

The target of text classification is to categorize texts 
into one or more appropriate sorts that are based on 
analysis of the text content. Text classification system that 
is based on artificial intelligent technology can 
automatically classify many texts according to the 
semanteme of text, which makes text information easier to 
use. Text classification technology will gradually combine 
with some information processing technologies such as 
search engine and information filtration, which will 
improve the quality of information service effectively. 

At present, the mainly common text classification 
methods are the Bayes Classification Algorithm, K-
Nearest Neighbor(KNN), Neural Network(NN), Support 
Vector Machine (SVM), the Decision Tree, Linear Least 
Squares Fit (LLSF), etc [1-5]. The Bayesian classification 
algorithm which is recognized as a simple and effective 
method of text classification is focuses on in this paper. 

II. NAIVE BAYES CLASSIFIER 

A. Principle 
The Naive Bayes classifier is a simple probabilistic 

classifier based on applying Bayes' Theorem (from 

Bayesian statistics) with strong (naive) independence 
assumptions which assumes all of the features are 
mutually independent. 

It uses a Bayesian algorithm for the total probability 
formula, the principle is according to the probability that 
the text belongs to a category (prior probability), the text 
would be assigned to the category of maximum 
probability (posterior probability). 

In simple terms, a naive Bayes classifier assumes that 
the presence (or absence) of a particular feature of a class 
is unrelated to the presence (or absence) of any other 
feature [6]. 

Suppose the training sample set is divided into k 
categories, denoted as },,,{ 21 kCCCC = , the prior 
probability of each category is denoted as )( jCp ,where  j 
= 1,2, ..., k. 

For an arbitrary document denoted as 
),,,,( 1 mji wwwd = , whose feature words are 

denoted as jw , where  j = 1,2, ..., m, belongs to a specific 

category jC . To classify the document id , is to calculate 
the probability of all documents in the case of a given 

id ,i.e. the posterior probability of category 
jC , calculated 

as follows: 

     )1(
)(

)()|(
)|(

i

jji
ij dp

CpCdp
dCp =   

Bayesian text classification is to maximize the value of 
formula (1). Obviously, for all the categories given, the 
denominator )( idp  is a constant. Therefore, solving the 
maximum value of formula (1) is converted into solving 
the formula followed: 

   )2()()|(max)|(max jjiCCijCC
CpCdpdCp

jj ∈∈
=  

According to Bayesian hypothesis, the feature words 
mj www ,,1 of ),,,,( 1 mji wwwd = are 

independent, the joint probability distribution is equal to 
the product of the probability distribution of the various 
feature words, i.e. 

 ∏
=

==
m

i
jijmjji CwpCwwwpCdp

1
1 )|()|,,,,()|( , 

therefore formula (2) becomes as follows [7,8]: 
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)3()|()(max)|(max
1

∏
=

∈∈
=

m

i
jijCCijCC

CwpCpdCp
jj

 

This is the formula for the classification. 
Where, the value of )( jCp  is the sample size of 

category jC  divided by the total number of training set 
samples, denoted as n. There are many ways of to 
calculate )|( ji Cwp , the simplest way is 

VMN
NCwp

c

ic
ji ++

+
=

1)|( , where icN  is the number of 

training document with the feature attribute iW among the 
category jC , cN  is the training document number of the 
category jC , V is the total number of the categories, M is 
used to avoid the problems caused by too small icN [9]. 

B. The advantages and disadvantages of Naive 
Bayesian classifier 

Naive Bayes text classification algorithm is a text 
classification algorithm which is simple, easy to 
implement and has superior performance. The 
independence assumptions which assumes the entire 
feature words are mutually independent shows all the 
statements between the feature words are not related, thus 
the implementation of the algorithm is greatly simplified 
[10].  

Currently in the field of text classification, there are a 
lot of improved algorithms based Naive Bayes text 
classification algorithm from reducing the dimension of 
feature words to improving the classification algorithm 
itself, these improvements have greatly improved Naive 
Bayes text classification [11-15], but the application of the 
Naive Bayes text classification is limited as these 
improvements only be done in a particular area or for a 
particular category [16]. In addition, for a small training 
set, a rare feature words appear very random. The Naive 
Bayesian formula is a continued product, so the rare 
feature words in the text plays a dominant role [17-18]. 
For example, a feature word in the text only appears once 
in a special category, the probability of this category is 
calculated as the formula: 

VMN
Cwp

c
ji ++

+
=

11)|( ,the 

probability of other categories are calculated as the 
formula: 

VMN
Cwp

c
ji ++

+
=

10)|( ,both of the value are 

approximately equal to 0, which will greatly affect the 
outcome of ∏

=
∈∈

=
m

i
jijCCijCC

CwpCpdCp
jj 1

)|()(max)|(max . 

In this paper, the algorithm is improved both on 
calculating the posterior probability and reducing the 
dimension of the feature words in documents. The 
formula (3) is the core of Naive Bayes algorithm. 
Although the formula is very easy to implement, the 
feature word is compared with jC  each time, then 
probabilities is computed. However, the feature word is a 
string, the efficiency is lower. If the feature words are 
used to run through text classification, it is also influential 

in lowering the dimension of the document under test. 
Based on the above considerations, this paper had 
improved Bayesian classification algorithm with the 
following method. 

III. AN IMPROVED NAIVE BAYES TEXT CLASSIFIER 

A. To improve the estimated value of p(di|Cj) by using 
multivariate Bernoulli event model.  

The reason for using this model is which is 
characterized by not considering the number of the feature 
word occurrences in the text for calculating )|( ji Cdp . 
Text vector is weighted by a Boolean value, for the 
document ),,,,( 1 mji wwwd = , jw take the values 

from {0,1}, where jw = 1 means feature words appear in 
the text, then the weight is 1, otherwise the weight is 0. 

B. To reduce the dimension of di=(w1,…,wj,…,wm)  

Through word segmentation, any document id  may 
have duplicate feature words, for example, there 
are ji ww = , where mji ≤≤ ,1 . Because multivariate 
Bernoulli event model is characterized by features not 
considering the number of the feature word occurrences in 
the text for calculating )|( ji Cwp , when ji ww = , we can 
remove repeated word, ),,,,( 1

'
tji wwwd = ,where 

mt ≤ , the more repetition number of a word in the 
document is, the smaller the dimension of  '

id  than the 

one of id  is. 
Been improved, the formula (3) becomes: 

)4())|(1)(1()|(()(max)|(max
1

jii

m

i
jiijCCijCC

CwpwCwpwCpdCp
jj

−−+= ∏
=

∈∈

 
Another advantage of Multi-variable Bernoulli event 

model is that if the features word appearing in the text, 

take the item is )|( ji Cwp , if not, take the item 

is )|(1 ji Cwp− . 

IV. EXPERIMENT RESULTS 
The paper experiments with the Starter Edition text 

classification data made by Sogou laboratory. It has 9 
categories, 17910 documents. In this paper, 8952 
documents are used as training documents, while 8958 
documents are test documents, in accordance with the 1:1 
ratio in the experiment. The experiment result is evaluated 
using precision ratio, recall ratio and F1 values used in 
information retrieval system. 

by test documentsfor category  ofnumber   totalthe
documentsfor category correct  ofnumber  theprecision =

 

documentsfor category  ofnumber   totalthe
documentsfor category correct  ofnumber  therecall =  
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recallprecision
2*recall*precision1F

+
=  

The experiment results are shown in Table 1. 

TABLE I.  THE EXPERIMENT RESULTS 

Category Ntr
a Nte

b 
Unimproved Improved 

precision recall F1 precision recall F1 

Economics 991 999 0.83 0.80 0.82 0.86 0.82 0.84

IT 995 995 0.91 0.92 0.92 0.94 0.96 0.95

Health 990 1000 0.70 0.72 0.71 0.78 0.76 0.77

Sports 992 998 0.84 0.81 0.82 0.89 0.92 0.90

Traval 994 996 0.79 0.83 0.81 0.83 0.81 0.82

Education 993 997 0.71 0.73 0.72 0.75 0.76 0.75

Recruitment 997 993 0.92 0.90 0.91 0.95 0.92 0.94

Culture 1002 988 0.68 0.73 0.70 0.74 0.72 0.73

Military 998 992 0.83 0.85 0.84 0.87 0.84 0.85

a. The Number of Trainning Documents.  b.The Number of Test Documents. 

The precision ratio of the entire test set is raised from 
80% to 85%, the recall ratio from 81% to 83%, F1 from 
81% to 84% after using the improved algorithm with the 
multi-variable Bernoulli event model, which demonstrate 
that the algorithm took very good results. 

V. CONCLUSION 
There are many ways to compute the posterior 

probability of Bayesian classification algorithm. This 
paper has improved the original algorithm by using 
multivariate Bernoulli model.  

Through word segmentation, the division of the feature 
words in the text is very high which has a direct impact on 
efficiency. In this paper, the dimension of feature words is 
reduced by removing the duplicate word appeared in 
document, experiment results show that the algorithm is 
easy to implement and efficient. But time complexity and 
space complexity of algorithm are not considered in the 
improved algorithm, which would be researched in the 
next phase of our work. 
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Abstract—Along with the development of computer 
technology, the orthodontic tooth problem using computer-
aided technology is getting more and more attention. The 
concept of invisible braces is popular with numerous 
patients when it put forward in medical field. The braces 
surface generating is crucial to overall production. This 
paper studied a Triangle-based transition of surface 
generation algorithm for transition curved surface in Dental 
orthodontics. Based on the tooth outer surface s1 and s2 
which is obtained by offsetting s1 a certain distance d, s3 is 
generated by smoothly connecting s1 and s2. Though melting 
s1, s2 and s3, tooth brace surfaces would be obtained. The 
algorithm is simple and straightforward, avoiding a large 
number of calculations. The simulation result showed the 
transition surface is natural and smooth, suited for 
generating small-scale transition curved surface.  

Index Terms—Virtual orthodontics, STL files, Transition 
surface,  Triangular facet 

I. INTRODUCTION  

With the rapid development of computer technology, 
computer-aided correction of abnormal tooth technology 
is getting more and more attention. First the patients teeth 
data could be obtained by  some scan technology such as 
CT, MRI, or other such tomography [1]; Then the teeth 
data would be three-dimensional reconstructed ; The 
result of the process is a STL file, which coming from the 
corresponding teeth data; Next the STL file would be 
read, and then a digital model is be output; For teeth 
model, in order to simulate the whole process of 
correcting abnormal tooth[2], the first step is to get teeth 
segmentation, and then plan the orthodontics path, finally 
exert resistance force on deformity tooth to destination 
according to plan. The overall treatment plan, the patient 
was instructed to wear different braces in different 
periods, which can achieve the expected effect. Braces 
using rapid prototyping manufacturing system are a 
transparent flexible plastic, which does not affect 
patients’ appearance. In addition, patients can also see the 
virtual treatment process before the real treatment, early 
know the treatment results. In addition to the "invisible", 
transparent braces by computer design also can control 
treatment time and treatment patterns, and in orthodontic 
treatment phase in particular to correct of certain 
deformity tooth. 

The key technology is braces surface generation in 
using this method to produce teeth braces. This paper 

proposes a simple quick based on the surface of triangles 
in transition though the analysis of the current transition 
surface algorithm. 

II. CURRENT TRANSITION SURFACE 
GENERATING METHODS OF RESEARCH 

ANALYSIS 

A.   Radius Transition Method 
Radius transition method [3] can direct, simple to 

produce the transition and the ridge, connecting point, the 
contour line are automatically generated. The main 
problem is ridge generation in radius transition method, 
so many efficient algorithm emerge. In which SSI 
algorithm is commonly used. In this algorithm, taken the 
equidistant surface of the base surface as ridge line, the 
center of rolling ball along the ridge line and the radius of 
the ball is equal to the distance of original surface and 
equidistant surface, thus the transition surface will be 
swept by radius. Others use rolling ball to transition 
quadric surface, but sweep a tube surface which even in 
the relatively simple cases is high algebraic surface. With 
high complexity, this method is not benefit for 
calculation. Because curved surface shape only is arc 
using radius of transition, whose application scope is 
corresponding limited. 

B. PDE Method(Partial Differential Equations) 
PDE surface [4] using a group of elliptic differential 

equations produce curved surface. The thoughts 
originated from taken the transition construction problem 
as boundary value problems of partial differential 
equation. It can be found this method can easily obtain 
surface structure of practical problems. PDE surface can 
only be used for the quadrilateral region, and PDE 
surfaces shape control is imperfect. PDE surface shape is 
decided by boundary conditions and the choice of partial 
differential equations. 

C. Energy Method Based on Physics  
Energy method based on physics [5,6] taken transition 

tangent touch line and vector of the base surface and 
other boundary lines as constraints, use physical surface 
modeling technology to generate transition surface. The 
basic idea is: the surface as the elastic deformation of the 
thin shell, introducing the energy paradigm, establishing 
surface deformation control equation through mechanics 
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principle, and then using numerical method to get 
numerical solutions satisfied with certain constraints. 

Compared with other methods, the energy method 
based on physics has incomparable advantages. First, it 
can be used to construct not only quadrilateral domain 
transition, but for n edge domain, whose characteristics 
of this are not easy to embody in other ways. Secondly, 
the structural transition surface require a few conditions, 
only a few boundary and its vector which can be only 
determined. The final, and is the most important is that 
this method can not only ensure the continuous transition 
of the border, and can ensure merge the generation region 
of transition surface, and the transition through some 
intermediate constraint line. These can well satisfy actual 
engineering requirements. But this method also exist some 
problems such as: excessive computation for structural 
transition surface, and difficult to local shape control. 

III. THE TRANSITION GENERATION ALGORITHM 
BASED ON TRIANGLE SURFACE 

In view of the above methods, this paper presents a new 
method to generate transition, which develop a simple and 
direct and can realize local control algorithm. The 
specifics are as follows. Based on the tooth outer surface 
s1 and s2 which is obtained by offsetting s1 a certain 
distance d, s3 is generated by smoothly connecting s1 and 
s2. Though melting s1, s2 and s3, tooth brace surfaces 
would be obtained.  

Taken digital dental model obtained from tomography 
method as the research object, with STL file format for 
storing and triangles as mesh, the algorithm is this paper 
Concentration on. 

 Triangles are exact subdivision linear surface 
connected to edges and vertices of in 3-D space, where 
each edge contained in two triangles in most. A STL file, 
obtained from 3-D entity model after triangle treatment, is 
a file format applied for rapid prototyping (RPM). STL 
model is approximate the original CAD entity data model 
with many small spatial triangle plane. For three-
dimensional entity description and explanation it has 
uniqueness. In addition, it is a collection of more 
disorderly triangle facets, each triangle facet made of four 
data items, namely that three vertex coordinates (x, y, z) 
and the normal vector of the triangle facets (lx, ly, lz), 
those abide by Right-Hand Rule. The data structure of 
STL file is very simple, no adjacency and connections. 

The basic thought of based on triangles transition 
surface algorithm is with the teeth mobile real-time to 
constantly adjust triangles in the process of correction 
teeth. In the adjustment, two kinds of methods are 
available: triangles deforming method and increase of 
triangles. The former is not changing the topological 
structure of triangles, through the adjustment of the local 
scope to the shape of the triangles to generate transition 
method; the latter is to add triangles real-time while teeth 
move. These two methods were eventually needed 

according to local shape of late smooth processing. The 
two algorithms are simple, less computation, and satisfy 
the transition process of orthodontic tooth surface 
requirements, but only applicable to small range of 
transition. 

A.  Transition Surface Method Based on the Triangle 
Deforming 

For digital triangular mesh model, the process of 
orthodontics, from the perspective of geometry, is local 
triangular mesh translation operation or rotating 
operation. Translation and rotating operation would make 
separation or overlapping between grids. The transition 
surface generation method based on the triangle mesh 
deformation is suitable for the separation and overlap 
between grids. 

Triangular mesh deformation process is decided by the 
offsets from translation or rotation operation. The offset 
reflects on the offset vector of triangular mesh point, and 
the migration offset vector into other adjacent vector by 
triangle vertex, which make triangular mesh cause 
deformation, so recursive until the offset vector is less 
than a specified value. This process is the guarantee of 
the overall shape of the triangle mesh not big 
deformation; also meet the requirements of keeping local 
shape. Deformation process of separation triangular mesh 
is shown in Fig. 1． 

In Fig.1: AB and BC belong to boundary; B is vertex 
need to move; Offset vector Bb  is called for trends 
vector. Trends vector can cause F&G vertices (level-1 
neighbors vertices of B) moving a fewer distance than B. 

The offset vectors named as Ff and Gg , and we call 

them as result vectors of the trends vector Bb . The same 

is that Ff and Gg  will also cause the level-2 neighbors 
vertices of B, such as D&E moving a less than F&G. The 

offset vectors are called respectively as Dd  and Ee , 

etc. Next, Ff and Gg are taken as trends vectors of 

Dd  and Ee . On the other hand, Dd  and Ee  become 

result vectors of Ff and Gg . And so forth, offset 
displacement of adjacent vertices will be calculated until 
modulus of result vector is less than a threshold. A 
relationship is abided by between results vector and 
trends vector: 

Gg = k Bb  

There is many methods to obtain k value. For the 
simple aim, we can use the linear relation. In this paper, 
through Several tests, we determine the scope of k: 0.2-
0.3. Mesh deformation process reasoned by overlap of 
triangular as figure2 shows． 
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Figure 1.  3-D mesh stretching 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 

Figure 2.  3-D mesh compression 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure 3.  Triangular mesh twice compression effect 

Fig.3 shows mesh deformation result after twice 
compression and overlap.  

 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 3.  Transition surface method based on the increase of triangles 

 

B. Transition surface method based on the increase of 
triangles 

In translation operation or rotating operation, if there is 
not only grid separation but also grid overlapping, for 
separation, we use increasing triangles to generate 
transition surface which makes calculation speed, and for 
overlapping, we use grid deformation based on triangle. 

Transition surface method based on the increase of 
triangles is realized when triangular mesh was divided and 
began to move, through real-time generation triangular 
mesh in the division area. In the process of separation, 
triangular mesh in expanding, there are always two 
vertices of edge. 

Specific steps are: 
Step 1: Sequentially store pair wise vertices, when the 

partition distance reach the standard, connecting 
corresponding two vertices, as shown in Fig.4 (b); 

Step 2: One vertex connect the next according to the 
order of storage, as shown in Fig.4 (c). Thus, new 
triangular mesh is formed in the division area. 

Step 3: By modifying the vertex, line, triangles of 
model, new triangles data will be added into digital teeth 
model. 

Step 4: Instead of the original boundary, new triangles 
will continue to separate the grid. 

Schematic diagram shown as shown in Fig. 4． 

IV. THE SIMULATION ALGORITHM  REALIZING 

The algorithm realize in Microsoft Visual Studio c ++ 
6.0 environment, with OpenGL graphical development 
platform simulating. 

Orthodontics process needs multiple adjustments, and 
the transition surface generation also need teeth move 
many times to accomplish. The teeth move amplitude 
cannot too big. Specific mobile distance is based on the 
analysis on the medical. This paper makes observation 
and real-time adjustment. 

Fig.5 shows the rendering of digital teeth model before 
orthodontics while Fig.6 is the rendering of teeth digital 
model after transition surface generation. In Fig. 5 and 6, 
from down to up, teeth move gradually increasing 
amplitude. From Fig. 6 can be found transition surface 
generated in the first and second tooth movement process 
is natural and smooth, can satisfy the requirements on the 
whole. But in Fig.5 from the bottom third tooth movement 
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range is too big, result in that the transition surface tension 
in Fig.6 is obvious, cannot satisfy requirements. 

From the above analysis, it can be concluded that 
transition surface generation based on increasing triangles 
and deforming is adapt to a small range of teeth mobile, 
and the transition surface is natural, level and smooth. 
Therefore, in the use of orthodontic brackets, it cannot be 
eager to hope for success, exerting too much power, 
resulting in the teeth movement is too big, easy to cause 
the teeth and gums torn open.  

V. CONCLUSION 

Based on comparison with the several transition 
surface generation method, the paper puts forward a new 
kind of human-computer interaction transition method of 
generating surface. Then, outer surface of the tooth 
model generate a new tooth surface layer though offset, 
the new surface is taken as the model of the outer surface 
of the braces model. Two curved surface as base surfaces 
merged by the transition surface, so braces surface is 
achieved. The algorithm is simple, direct, avoiding a lot 
of calculation and transition surface is natural and 
smooth, applicable to such small range of orthodontic 
tooth.   
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Abstract—We present a rapid modeling approach for the 
foundation of steel headframes, in which modeling are 
quickly constructed by some design parameters. The design 
of Headframes’ foundation is always a cumbersome and 
difficult process. Currently it need design in 3D 
environment and often need finite element analysis 
according to its importance while traditional design is 
focused on 2D construction drawings. Based on the analysis 
of its design process, we points out that the core work of its 
3D modeling is vertices calculation. 3D coordinates 
calculation method of vertices is proposed, and finally a 
system implementation is given. The results show that a 
complex modeling task of headframes’ foundation can be 
quickly implemented with our system. It can effectively 
reduce the design difficulty and increased design efficiency. 
 
Index Terms—CAD, Rapid Modeling, Steel headframes 
foundation 

I.  INTRODUCTION 

In the mine lifting system, headframes are an important 
building, which are bearing the head sheave to provide 
the lift height of the cage, unloading bend channel, falling 
protector. They are generally composed with two parts: 
the guideframe, the backstay. The foundation is a 
significant part of headframes, which transfer the upper 
load to the ground and maintain the overall stability of 
main body. The guideframe is established on the 
bearframe of the well neck, which is the foundation of the 
guideframe. As for the backstay, its foundation is 
commonly constructed on natural ground and need design 
seperately. Therefore the foundation of headframes is 
referred to the backstay foundation in general. 

There are two aspects in the design of headframes 
foundation which are mechanical calculation and 
construction drawing. The task of mechanical calculation 
is to obtain the key dimension of the foundation using 
hand-calculated traditionally. Then the detailed 
dimension of each part is calculated from the key 
dimension. Based on these dimension, construction 
drawing can be ploted. Some mechanical calculation 
work has been replaced by finite element analysis(FEA) 
software like ANSYS, ABAQUS etc. Its workload and 
difficulty have been effectively reduced. As for 
construction drawing part, it need convert the foundation 
information between 3D and 2D, sometime it need 
calculate unfolded drawing of the foundation formwork. 
The whole process still lack the professional software 
support and the work is very complicated and error-

prone. With economic development and energy demand 
quickly increasing, the mine building needs better and 
faster to complete, which makes the traditional design 
method can not meet the mine construction. 

In engineering and product design, the computer can 
help designers responsible for computing, information 
storage, drawing and other work. We call these work as 
Computer aided design(CAD) . CAD can reduce the 
heavy workload, shorten the design cycle and improve 
design quality. There is few work about headframes 
foundation CAD. Shi sanyuan[1,2] makes some research 
about 2D CAD on headframe foundation and its result 
can directly to generate the construction drawing. Xu 
laiyong[3] uses AutoCAD to draw the wireframe model 
of the foundation, then generate the final construction 
drawing. Considering the importance of the foundation, 
the foundation need test its strength and stiffness to meet 
the design requirement through FEA. Therefore, it is not 
enough with construction drawing for design. We need 
rapid establish 3D model of the foundation too and this is 
the purpose of this paper. It has practical signnificance to 
reduce the design workload and improve the design 
efficiency of headframe foundation. 

II.  MODELING ANALYSIS OF HEADFRAMES FOUNDATION 

A.  Design process and analysis 
The load which the foundation beared is from the 

backstay and its direction is same as the axis of the 
backstay column. As shown in Fig.1, where symbol 1 
represents the guideframe, symbol 2 represents the 
backstay and symbol 3 is the foundation of the backstay. 
The foundation can be divided into two components 
structurely: main body and bottom slab.  Main body is a 
irregular hexahedron while bottom slab is a cuboid. 
According to the basic difference between the specific 
type, the foundation can be divided into single and double 
vertical-plane categories which single vertical-plane 
foundation has only one vertical plane as the side face in 
its main body and double vertical-plane foundation has 
two adjacent vertical planes, as shown in Fig 2 and Fig. 3. 
Compared from two figure, double vertical-plane 
foundation can be more economical with the same design 
parameters.  

The design process of the foundation mainly has three 
steps according to headframes design reference[4]:  
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(1) Calculating load: According to the design 
requirement, three load need calculate: the force from the 
backstay column, self weight and the weight of the soil 
above, as shown in Fig. 4(a); 

 (2) Determining bottom slab size: Trial method is used 
to obtain the slab plane size 1b , 2b to meet the 
requirements of anti-sliding, anti-overturning and ground 
capability check accroding to the current national 
standard, “National Codes for Design of Building 
Foundation” (GB50007-2002);  

(3) Determining the top face size: Considering the 
enough concrete pressure area to the force from the 
backstay column, the top face size 1a , 2a is determined, as 
shown in Fig. 4(a). 

 
Figure 1.  Steel headframes. 

 
Figure 2.  Single vertical-plane foundation. 

 
Figure 3.  Double vertical-plane foundation. 

Furthermore we can get the total height 1h , the slab 
height 2h  from the overall design conditions. The length 
apart the slab edge 0a is a construted dimension which is 
generally assign to 150mm, as shown in Fig. 4(b). The 
dip angle a and b can be get from the overall information 
of the headframe, as shown in Fig. 1. 3D model of 
headframe foundation can be constructed with the size 
information above. 

y
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(a) loads and sizes (b) height and a0

 
Figure 4.  Design analysis. 

B.  Modeling process and analysis 
Based on design analysis above and design 

mannual[5], 3D model of headframes foundation can be 
constructed by the following three steps, as shown in Fig. 
5: 

(1) Locating the top face of main body: The normal of 
the top face is parallel to the center axis of backstay 
column which can be obtained from two dip angle a and b 
from backstay column. Then the top face and its four 
vertices(v1, v2, v3, v4) can be located and constructing 
with the top face size 1a  and 2a . 

(2) Constructing bottom slab: Bottom slab can be 
located according to that its center must be coincide with 
the center axis of backstay column. Then with the plane 
size 1b , 2b , and height 2h , we can construct it and obtain 
its eight vertices from v9 to v16. 

(3) Determining the bottom face of main body: The 
bottom face of main body is determined by single 
vertical-plane or double vertical-plane type. The model 
process is complicated compared with the work above. 
To take single vertical-plane type for example, it can be 
subdivided into four steps as following: 

(a) To take v10 as a known vertex, v6 can be located 
for it is apart with a0 in both directions from v10. 

(b) The point v5 is an intersect point, which is 
generated from intersecting with a vertical plane p1-
4(plane including v1 and v4, the same below), a plane p1-
2-6 and a horizontal plane p9-10-11-12. 

(c) If the plane p2-3-6 intersects with the plane p9-10-
11-12, we can obtain a intersected line. We can certainly 
find a point on this intersected line which it is apart from 
edge e11-12(edge connected by v11 and v12) with a0. 
And this point is v7. 

(d) The point v8 is a point intersected from the plane 
p2-3-6, p9-10-11-12 and the vertical plane p1-4. 
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As for double vertical-plane type, another vertical 
plane is formed with v3 and v4. Then v7 is the intersected 
point from the plane p2-3-6, the horizontal plane p9-10-
11-12 and the vertical plane p3-4. The other process is the 
same as single vertical-plane type. 

1 2

34

5
6

7
8

9

10

11

12
14

15

16

13

 
Figure 5.  Vertices of single vertical-plane foundation. 
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Figure 6.  Vertices calculation. 

III. VERTICES CALCULATION 

Based on the analysis above, we can see that if we can 
locate from v1 to v16 we can easily construct the 
foundation model. Therefore the key task of model is 
calculation of these sixteen vertices. 

With the coordinate origin set to the top center of main 
body, X axis parallelled to edge e11-12, Z axis paralleled 
to edge e10-11 and Y axis is vertical, a 3D coordinate 
system(CS for short) can be established, as shown in Fig. 
6. Then the vertices can be divided into three types to 
calculate as following: 

A.  Vertices in the top face of main body 
These vertices include v1, v2, v3 and v4. They used to 

located by projection method traditionally according to 
design mannual[5], which need convert between 2D and 
3D and every vertex need consider. Here we present a 
transform method to calculate them: First we establish the 
transform matrix, then all the vertices new coordinates 

can be obtained from multiplying their old coordinates 
with the matrix. 

For clearly description we establish another CS as old 
CS OX′Y′Z′, which set its origin at the point O, X
′axis parallelled to edge e1-2, Z′axis paralleled to 
edge e2-3 and Y′axis is perpendicular to the top face, as 
shown in Fig. 6. Then the coordinates of v1 can be easily 
represented as 2 1( / 2,0, / 2)a a− − in OX ′ Y ′ Z ′ . 
However, we need calculate its coordinates with  
transformation matrix in OXYZ, which is named as new 
CS. According to [6], the transformation matrix can be 
obtained by transforming CS OXYZ coincided with CS 
OX′Y′Z′, which have two steps as following: 

(1) CS OXYZ is rotated with angle ∠AOE in X axis 
and a transformation matrix is generated: 

1 0 0
0 cos sin
0 sin cos

XT θ θ θ
θ θ

⎡ ⎤
⎢ ⎥= ⎢ ⎥
⎢ ⎥−⎣ ⎦

, θ=∠AOE=π/2-b                (1) 

Note that rotating angle is the angle ∠AOE, not ∠
DOG. 

(2) Then CS OXYZ is rotated with angle ∠EOG in Z 
axis, then another matrix is generated: 

cos sin 0
sin cos 0
0 0 1

ZT α

α α
α α

⎡ ⎤
⎢ ⎥= −⎢ ⎥
⎢ ⎥⎣ ⎦

, α=∠EOG =π/2-a               (2) 

Based on two matrix above, we can obtain the final 
matrix T:  

cos sin 0
sin cos cos cos sin

sin sin cos sin cos
X ZT T Tθ α

α α
α θ θ α θ
α θ α θ θ

⎡ ⎤
⎢ ⎥= ⋅ = −⎢ ⎥
⎢ ⎥−⎣ ⎦

          (3) 

Therefore the coordinate (x y z ) of v1 can be 
calculated as the followed expression: 

2 1( ) ( 0 )
2 2
a ax y z T= − − ⋅                                   (4) 

The coordinate calculation of  other vertices is same as 
v1. 

B.  Vertices of bottom slab 
Compared to vertices above, the coordinates 

calculation of the vertices in the bottowm slab is more 
easy for the bottom slab is a box. The key is to locate the 
center of its bottom face, which is in the total force 
direction from the backstay column. According to this, if 
the force direction is regarded as a line, the line equation 
can be resolved. Then a point can be intersected from the 
force line and the plane which the bottom face is lied. 
The intersected point is the center of the bottom face. 
Based on the center and the slab height, we can calculate 
eight vertices in the bottom face and top face. The 
detailed process of calculation is leaved out here. 

C.  Vertices in bottom face of main body 
According to modeling analysis above, v6 is related 

with v10 by the constructed length a0 and other three 
vertices is located by intersected from three planes. 
Therefore the core work is the intersected calculation 
between three planes. 
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Taken three planes equation as followed: 
1 1 1 1a x b y c z d+ + = ， 2 2 2 2a x b y c z d+ + = ，

3 3 3 3a x b y c z d+ + = , there is a intersected point between 
these three planes only when D≠0. And the coordinates 
of the intersected point is followed: 

xDx
D

=
,

yD
y

D
=

,
zDz

D
=

 
where 

1 1 1

2 2 2

3 3 3

a b c
D a b c

a b c
=

，

1 1 1

2 2 2

3 3 3

x

d b c
D d b c

d b c
=

，

1 1 1

2 2 2

3 3 3

y

a d c
D a d c

a d c
=

，

1 1 1

2 2 2

3 3 3

z

a b d
D a b d

a b d
=

. 
Based on the method above, v5, v7 and v8 can be 

obtained respectively. 

IV.  SYSTEM IMPLEMENTATION 

We have implemented a rapid protyping system of 
headframe foundation with C# as the development 
language and SolidWorks as the development platform.  
The system can quickly build 3D model of the foundation 
with simple input of design parameters. Then it can easily 
generate 2D construction drawing with help of 
SolidWork platform. 

The System mainly consists of three modules: (1) 
design parameter input; (2) vertices calculation; (3) 
model building. System framework is shown in Fig. 7. 

 
Figure 7.  System framework. 

 
Figure 8.  Interface of input module. 

The main function of parameter input module is to 
realize the user interface which fulfill the input tasks of 

design parameters. According to the common design 
requirements, the parameters is divided into three 
categories: (1) the type of foundation: single vertical-
plane or double vertical-plane; (2) the angle of backstay 
column to determine the force from the column; (3) the 
key size of foundation parts, such as the size of the top 
face, bottom slab etc. All the parameter need is detailed 
in Fig. 8. 

Vertices calculation module complete the task of 
vertex coordinate calculation from v1 to v16. For there is 
some matrix and det in vertices calculation, we can add 
some matrix and det class according to object oriented 
programming to improve the code readability and 
maintainability. 

Model building module establish 3D foundation model 
from the vertex coordinate of v1-16 according to 
modeling analysis, which can consist of two steps as 
followed: (1) Building main body which is lofted from 
the plane p1-2-3-4 and p5-6-7-8, which is shown in Fig. 
6. (2) Building bottom slab: firtstly a Rectangle is created 
from v9 to v12, then the slab is obtained by rectangle 
extrued with its height. The final model is shown in Fig. 
9. And a sketch drawing from it is easily generated, 
which is shown in Fig. 10. 

 
Figure 9.  Single vertical-plane foundation. 

 
Figure 10.  A sketch drawing of foundation. 

IV.  CONCLUSION 

In this paper, we proposed a rapid modeling method 
for the foundation of steel headframes based on CAD 
technology according to the design need of headframes 
foundation. Compared with the traditional 2D method, 
this solution is more general and simple although its final 
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result is 3D model. It can be extended to other similar 
object construction. Next it need optimize the design 
result with FEA software. 
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Abstract—In the course of construction, datacenters 
encounter many problems, such as low-efficient resource 
usage, difficult management and maintenance. In order to 
resolve those problems, this paper introduces virtualization 
technology. After proposing virtualization technology and 
its classification, it presents the design of digital campus 
architecture based on VMware Infrastructure, and 
discusses function design and structure of the platform. It 
presents how to carry out high reliability of system by 
prepare rules. With virtualization technology, server 
resources can be saved effectively; meanwhile, datacenter’s 
construction and operating costs can be reduced. 
 
Keywords-Datacenter, VMware, Virtualization, 
Virtualization Technology 

I.  INTRODUCTION 

With the development of informatization, application 
systems and users based on campus network, such as 
education management platform, research management 
system, office management system and OA etc., are 
gradually increased. Fast growing applications demand 
more and more servers and storage resources. How to 
ensure that applications can operate long and steadily, 
how to maximize resources utilization, reduce difficulty of 
resource management, and establish a unified and green 
data center are the problems we must to deal with. 
Virtualization technology is a solution [1], which is a 
broad term, the main problems need to resolve include [2]: 
(1) multiple programs can share the same device by 
segmentation hardware; (2) software porting can take 
place between various operating systems; (3) old 
application systems can run on new computers. 

With VMware Infrastructure virtualization scheme, this 
paper applies virtualization technology to informatization 
construction. It consolidates all storage resources into a 
unified and measurable resource pool [3], divides them 
into distributable unit precisely and distributes the 
resources according to the allocation principles and 
strategies pre-ordered. 

II. VIRTUALIZATION PRESENTATIONS 

Virtualization [4] is a technology, which takes a 
physical system (hardware, operating system (OS), and 
applications) and packages them into one or more 
independent partitions, and each partition can simulate a 

stand-alone server as needed. The substance of 
virtualization is to administrate and reallocate the 
computing resources by middle-tier, so as to realize the 
aim of maximizing the resource utilization.  

As figure1 (a) shown, virtualization technology 
implements system virtualization by means of adding a 
thin Virtual Machine Monitor (VMM) on existing 
platform[5], for instance ,virtual processor, virtual 
MMU(Memory Management Unit) and virtual I/O 
system. From the point view of applications, programs 
running on virtual machines are same as running on 
corresponding physical computers, as shown as 
figure1(b).  

 

A. Server Virtualization 
Server virtualization [6] refers to running different 

operating systems within the same box. With this 
technique, a host can support various operating systems 
(Linux, Windows and UNIX etc.) without having to 
reboot to switch. Fundamentally, server virtualization 
technology takes a physical system (hardware, OS, and 
applications) and packages them into a portable, 
manageable virtual machine container. It can increase 
server utilization and reduce system's total cost of 
ownership, improve resources utilization, support High 
Availability (HA)and load balance, reduce operating 
system’s dependence on hardware, save investment and 
maintenance costs. 

Server virtualization is typically divided into two main 
types: full-virtualization—based on hardware level, and 
OS virtualization [7]. VMware is a representative of 
full-virtualization. It establishes a virtual platform 
between computer, storage and network hardware, so that 
all hardware can be unified into a virtual layer. The virtual 
layer provides bare-metal virtualization, which runs 
natively on the hardware. Virtual Machine (VM) provides 
a suit of virtual Intel x86-compatible hardware for OS 

Figure 1.  Virtualization software and VM layers. 
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images running on the VM. The virtual hardware contains 
all the devices that a server should include (mainboard, 
CPU, memory, SCSI, IDE disk devices, interfaces and I/O 
devices).Moreover, each VM is encapsulated into a 
separate file, and it can be migrated flexibly.  

OS virtualization lies on the top of host OS, which 
implements server virtualizations on the basis of host OS. 
That is to say, host OS allocates resources for virtual 
servers and keeps these servers independent each other. 
This approach can improve server consolidation rate and 
resource utilization greatly. 

B. Storage Virtualization  
Storage Virtualization [8] maps all the storage 

resources to a unit in logic; as a result, application servers 
only face a mapped storage volume, but not to mind the 
specific type of storage arrays. Meanwhile, users do not 
need to care about how storage arrays allocate spaces and 
process data, only to manage the virtual storage volume 
centrally. 

This paper adopts storage virtualization technology 
based on networks. It segregates application servers and 
storage devices by way of installing software and 
hardware equipments — virtual server management 
platform and network middleware, in original SAN 
(Storage Area Network). And it administrates all the 
equipments fabricated by different firms and digital 
storage resources in a storage pool. In the pool, it builds 
one or more different sizes of virtual volume, and 
allocates the volume to application servers according to a 
certain read-write authorization. 

C. VMware Virtualization Introduction 
At present, one of mature data center virtualizations is 

VMware Infrastructure 3, which mainly includes three 
parts: ESX Server, Virtual Center (VC) and VMware 
Infrastructure Client.  

VMware ESX Server builds on the hardware layer. It 
abstracts all resources, e.g. CPU, memory, internet and 
I/O devices, to multiple Virtual Machines. These Virtual 
Machines are independent relatively, they own their 
virtual resources—CPU, memory, and network card. Each 
VM runs various OS and applications on the basis of these 
virtual resources. 

Virtual Center offers centralized management, 
automatic operation, resource optimization and high 
reliability for IT environment, which helps to improve the 
maintainability and high availability of IT environment. 

VMware Infrastructure Client can manage a single 
physical server or connect to VC to manage servers and 
virtual machines. Operations VMware Infrastructure 
Client can carry out include: creating VM; powering up, 
powering off or rebooting VM; adjusting consumption 
ratio of CPU and memory resource; ghost; snapshots; 
migration and colony settlement; performance monitoring. 
And physical servers connected to utility storage can 
achieve cluster by means of Vmotion, HA and DRS 
(Distributed Resource Scheduler). 

�. VIRTUAL DIGITAL CAMPUS PLATFORM 
DESIGNATIONS 

D. Virtual Digital Campus Platform Architecture 
On account of current states of data center, this paper 

consolidates servers and storage resources with 
virtualization technology. It can improve data center’s 
efficiency and processing capacity, make the system 
smooth and seamless upgrades. Figure 2 illustrates virtual 
digital campus architecture. 

As shown in figure 2, virtual digital campus 
architecture is divided into three layers: 

1) Virtualization hardware platform. The platform is 
the hardware basis of realizing virtual digital architecture, 
which includes ESX server, campus network and digital 
storage equipment. 

 

  As virtualization platform, the server assembling ESX 
need to run multiple virtual machines, so that its system 
burden is heavier and request for CPU and memory is 
higher. Its CPU adopts multi-path structure, selects and 
uses multi-core, and combining with Virtual SMP 
(Symmetric Multi-Processing) can improve working 
efficiency of VM effectively. ESX Server uses the method 
of preassignment system to manage memory. Its physical 
memory allocation depends on the number of VM and the 
size of memory preassigned to each VM. Meanwhile, 
ESX Server needs a certain memory to run its VM kernel 
and virtual service desk, therefore the size of physical 
memory should not be smaller than summation of 
memory all VM required add 1GB. 

During the process of virtualization architecture design, 
memory planning is a key step. Many components of 
VMware Infrastructure, such as VMotion and HA, depend 
on share storage. In this paper, we link storage arrays 
through FC Switches and compose SAN, and dispose 
storage virtualization software to make all memory 
elements a virtual storage pool. Based on the virtual 
storage pool, the server virtualization platform can 
distribute memory space according to one’s need. 

2) Virtualization management and monitoring 
platform. The platform includes VMware ESX Server, 
VCMS(Virtual Center Management Server),VMware 
Infrastructure API(VI API)，which monitors, allocates 
and manages the physical hosts and virtual resources. 
Three physical servers install ESX Server to run VM. 
Files on the VM are stored in share memory by way of FC 
SAN, iSCSI SAN or NAS. ESX Server keeps 
communication with share memory continuously by 

Figure 2.  Virtual digital campus architecture. 
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multipath. VCMS provides the basic allocation and 
management for physical hosts and virtual resources. 
They are software fundamental of virtual digital platform. 

3) Virtualization service platform. The platform 
offers virtual application systems for users and 
implements various information application services for 
digital campus. 

E. Function Information 
Virtualization digital campus architecture is established 

on the basis of high performance servers, networks and 
SAN. In order to ensure application systems work safely 
and reliably, it means that any server and VM down will 
never lead application systems running on them to stop 
working, this paper predefines redundancy rules. The 
rules make certain that all application systems— 
ORACLE, DNS, file serves and WebSphere are not 
conflict with each other. And all applications can operate 
on any server at the same time. Redundancy rules are 
shown in table 1. 

In actual runtime environment, each server has two 
redundancies, so that, system will never stop working in 
any extreme case. Once server is down, it can transfer in 
line with redundancy rules predefined in table 1.The 
transformation includes application systems (server and 
process), network resources (IP) and storage resources 
(volume). It makes processing unit (server node) and 
application system (WorkUnit) completely separate in 
logic, and realizes virtual applications and contents its 
actual functional requirement, enforces dynamic 
computing resource monitoring and management and 
dynamic optimization allocation. 
 
 
 
 
 
 
 
 
 

F. Implementation Steps and Details 
1) Estimate 

After estimating and analyzing the present 
environment, it confirms scope and target of 
virtualization, analyzes virtualization feasibility (if 
hardware meets the need of virtualization, if application 
can be virtualized, if network and storage need to make 
corresponding adjustment and reform). 
2) Programming 

Capacity planning: virtualization is carried out on 
existing servers or new servers. Storage planning: the 
document quantity and storage space of virtualization 
calling for, buying new storage devices or not. Network 
planning: the number of net card, network redundancy 
circuit and virtualization network policy. 

Application planning: to grade application systems 
according to OS and service level, integrate existing tools 
of server management and monitoring. 

Expansion planning: to think over CPU compatibility 
and plan for smooth transition. 
3) Design 

Virtualization overall structure design: cluster design 
based on HA and DRS, template design, template location 
mode, template management approach, template patch 
mode and template usage mode. 

Storage partition: principle of storage partition, size of 
LUN (Logic Unit Number) and relationship between 
Virtual Machines and so on. 

Network strategy: internet security policy, network 
bandwidth allocation and network load balancing policy. 

Backup strategy: backup strategy of virtualization 
platform and VM, integration with third-party backup 
software. 

Security policy: firewall settings and network isolation 
measures. 

Migration policy: migration tools, migration methods 
and migration failed policy. 

Consolidation policy: integration of existing 
management process, monitoring environment and 
automatic deployment tools. 
4)Implementation 

Installing VM components, disposing VLAN(Virtual 
Local Area Network), security policy and bandwidth 
limit, completing storage connectivity, creating partition, 
setting firewall and starting migration. 
5) Operating and maintenance 

Monitoring VM, managing virtualization architecture 
and proceeding optimization. 

G. Stress-test Experiment 
In order to verify practical running result, we design 

stress-test experiment based on one-card system. The 
experiment is divided into two groups: (1) basic 
configuration group, it runs multiple target systems on a 
single host; (2) virtual configuration group, it runs 
multiple virtual machine systems. Each virtual machine 
runs a target system. According to the processor type of 
VM system supported, VM is divided into two classes—
single processor and symmetric multi-processor. We 
design an experiment, which takes pages return per 
second as the throughput evaluating parameters. Partial 
experiment data are listed in table 2 and table 3. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

TABLE I.  SERVER REDUNDANCY RULES DEFINITION 

server First 
redundancy 

Second 
redundancy 

Third 
redundancy 

DataServer APPServer FILEServer WebServer 
WebServer APPServer APPServer DataServer 
FILEServer APPServer DataServer WebServer 
APPServer DataServer WebServer FILEServer 

TABLE II.  EXPERIMENTAL DATA OF BASIC 
CONFIGURATION GROUP 

4-way/CPU 
accounts 

throughput response 
time/s 

threads/clients 

1 231 69 4/18 
2 229 70 4/18 
3 230 71 4/20 
4 228 78 4/21 
5 220 76 4/22 
6 215 82 4/23 
7 211 81 4/24 
8 212 85 4/25 
1 268 116 4/32 
2 309 102 4/32 
3 360 85 4/32 
4 353 88 4/32 
5 342 90 4/32 
6 341 91 4/32 
7 337 92 4/32 
8 335 93 4/32 
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Experimental result indicates that, in the first 

experiment, four CPU and eight CPU servers reached the 
best operating efficiency when its target system account is 
three. The operating efficiency of virtual configuration 
group, running four virtual machine systems, is higher 
about 10 percent than basic configuration group. In the 
second group, single processor achieves the best operating 
efficiency when the VM account is four and eight, while, 
symmetric multi-processor achieves the best operating 
efficiency when the account is two and four. When the 
number of VM increase gradually, function of the second 
group decreases less than first group. 

Based on above analysis, we can draw conclusions: (1) 
when VM account is equal to or less than CPU account, 
the operating efficiency is the highest; (2) application 
systems running on VM can content actual performance 
requirement; (3) key performance index of migrated VM 
system is higher than original physical system. In file 
system tests, VM CPU usage rate is 10 percent, which is 
higher about 7 percent than physical system.     

CONCLUSIONS 

Currently, datacenters have various problems: server 
resource utilization is low, which is about between 10% 
and 15% on average; system management is complex and 
maintenance management level is low; safety control and 
data backup is difficult. Using virtualization technology 
can resolve above problems effectively. Operation results 
of virtual digital campus platform practice that 
virtualization technology has advantages as follow: 

• To maximize server resource utilization and 
reduce server amounts, server utilization ratio can 
come up to 70 percent or so. 

• To improve resources allocation and increase 
resource utilization rate. Virtualization technology 
can carry out virtual partition on physical servers 
dynamically according to the resources different 
operation needed. And as a result, server 
utilization ratio is improved and resource 
allocation is more reasonable. 

• VM exits the character of dynamic migration, so 
that it can be maintained and upgraded quickly. 
Not matter any server is down, VM can run 
continuously on other server. In consequence, 
stability and security of application systems are 
increased. 
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TABLE III.  EXPERIMENTAL DATA OF VIRTUAL 
CONFIGURATION GROUP  

4-way/CPU 
accounts 

throughput response 
time/s 

threads/clients 

1 60 70 4/4 
2 110 75 4/8 
3 165 79 4/12 
4 200 80 4/16 
5 201 97 4/20 
6 190 123 4/24 
7 191 141 4/28 
8 192 160 4/32 
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Abstract—Multi-tank model is proposed for heavy 
rainfall infiltration simulation since it can represent 
the nonlinear transport behavior and give predictions 
very quickly. On the other hand, because its 
parameter space is high dimensional, it is difficult to 
obtain optimal parameters using existing methods. A 
new optimization approach called modified 
dynamically dimensioned search (MDDS) is developed 
for parameters calibration of this new model. It is 
based on heuristic global search and its adjustment is 
achieved by dynamically and randomly reducing the 
number of searching dimensions. Multi-tank model 
with 32 parameters is applied to an actual case. 
According to the results, better agreements between 
observations and calculation results are obtained 
compared with genetic algorithm. It is clarified that 
this model is a helpful tool in prediction of water table 
and stability factor of the slope. 
 
Index Terms—multi-tank model; parameter optimization; 
modified dynamically dimensioned search; groundwater 
table prediction; slope stability factor 

I. INTRODUCTION  

It is noted that heavy rainfall may cause landslide and incur 
significant damage to the local area. In order to estimate the 
slope stability before collapse happens, the first step is to 
provide accurate water table forecasting. Sugawara and 
Takahashi [1,2] proposed a simple tank model to describe the 
long-term stream flow of specified drainage area. Because it can 
represent the non-linear stream flow behavior, it is widely used 
for long-term runoff analysis. Recently it is gradually developed 
to estimate the groundwater fluctuation of slope during 
rainstorm. In real cases complicate tank distributions are 
required, which results in high dimensional parameter space. 
Because of many parameters, it is difficult to properly identify 
those based on observed data. In previous literatures some 
researches tried to find solutions for tank model with 4 tanks 
(16 parameters) using many methods: Kobayashi and 
Maruyama[3] applied Powell’s conjugate direction method to 
the problem. Watanabe[4] suggested Newton’s method. 
Yasunaga[5] and Hino[6] tried sequential estimation using 
Kalman filter. Tanakamaru[7], Suzuki[8] tried to use genetic 
algorithm (GA) as an efficient search procedure. In this paper, 
multi- tank model is more complicate: four series of tanks are 
introduced, and 32 parameters have to be retrieved from 
observations by use of optimization functions. For such high 
dimensional parameter space, GA is very time-consuming and 

also the solutions are not so good. Therefore, in order to 
facilitate calibration process, the development of a new method 
is needed. 

Basically, during the studies of estimating parameters, the 
calibration function of multi-tank model is replaced with a non-
linear optimization function, for example, the most popular way 
is to minimize the errors between calculations and 
measurements. In this article, water table observations are 
adopted as criterion function. Using genetic algorithm to find 
the solution of tank model’s parameters, if it is regarded as an 
inverse problem, it is an ill-posed problem without uniqueness 
of the solution especially when parameters are over 30. At the 
same time because too many parameters will lead to distribution 
order increase with geometric series, it also presents a 
significant computational burden. Actually if we consider 
obtaining results in the limited number of model evaluations, 
the idea of achieving global optimality will become 
unreasonable in most automatic calibration process. Therefore 
for high dimension optimization problems, a better multipoint 
random optimization method is necessary, and in this article a 
new approach called modified dynamically dimensioned search 
is provided as one of such good algorithm that focused on 
identifying good calibration results when calculation time is 
limited. 

II. MULTI-TANK MODEL AND ITS PARAMETER 
DETERMINATION 

Tank model is composed of one or several series of 
tanks with some outlets on the side and bottom in each 
tank. The basic concept is illustrated as Fig.1. From this 
figure it is obvious that rainwater in the tank will 
accumulate until water level becomes over than ‘Z’, then 
lateral flow happens. Outflow through the side outlets 
represents components of the total discharge due to the 
immediate or delayed response to the rainfall. Flow 
through the bottom holes means the portion of infiltrating 
flow and does not contribute to the surface flow directly. 

© 2010 ACADEMY PUBLISHER 
AP-PROC-CS-10CN007 

ISBN 978-952-5726-10-7
Proceedings of the Third International Symposium  on Computer Science and Computational Technology(ISCSCT ’10)

 Jiaozuo, P. R. China, 14-15,August 2010, pp. 283-288

                 
                              

q: outflow 

                      a: discharge coefficient 

                       Z: heights of lateral outlets

     WL: water level in the tank

Rainfall 

q, a 

WL
Z

 

Figure 1. Basic concept of one tank 
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A. Schematic figure of multi-tank model in the slope 
In this study, in order to monitor the water table of the 

slope and estimate the slope stability factor during 
rainfall, four series of multi-tanks are distributed as shown 
in Fig-2, which is designed to simulate rainfall infiltration 
process and runoff responses. One of these inter-
connected tanks is set at the highest position to serve as 
the base point, which is followed by another two at the 
medium position and the last one at the lowest position. In 
this way, they can be designed to evaluate the major 
groundwater behavior of the slope.  
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Figure 2. Parameter distribution of multi-tank model 

 
The new model’s flow patterns are shown as in Fig.2. 

According to water balance theory at the specific time, its 
discrete flow equation can be evaluated: 

 
 
 
 

                                                                             (1) 
 
 
 
 

 
Where: r(t) is rain intensity (mm/day), ai is the coefficients of 

runoff from the side hole of the tank; bi means coefficients of 
seepage from the bottom hole; Zi represents the height of the 
runoff on the side of tanks; and qi is seepage runoff volume 
from the side of the tank; ( )iWL t represents water level in ith tank 
at time t;. Here the lateral flow discharge qi(t) and vertical 
seepage volume Ii(t) at one specific time assumed to be 
proportional to its corresponding tank water level, which can be 
evaluated by equation (2): 
 
 
 

                                                                                  (2) 
 
 
 

Water levels in four lower tanks: WL2, WL4, WL6 and 
WL8 are considered to be related to groundwater table of 
the slope. After obtaining water levels of all the four 

lower tanks, then groundwater table GWTi at a specific 
time t is calculated by the following equation: 

                    ( ) (0) ( )bot
i i iGWT t GWT WL t i= +           (3)   

Where: ν is effective porosity of the soil where tanks are 
set. GWTi(0) is the reference groundwater level at initial 
state, which must be small enough based on available 
observations. Generally the reference groundwater levels 
in four lower tanks are defined as smaller than the lowest 
water table in the history. 

B. Definition of optimization function 
In order to find appropriate solution, optimization 

function is necessary. Here this evaluation functions is to 
minimize the errors between calculations and 
measurements, which is defined as the following 
equation.                                                                             

2

1

( ( ) ( ))1
( )

M
c o

XS
i c

Q i Q i
J

M Q i=

−
= ∑                  (4) 

Where: Qo(i) is water table observation of  four lower 
tanks; Qc(i) means calculation results; M is the number of 
observed data. Generally there are 32 parameters that 
needed to be estimated by use of the developed new 
optimization method. 

C. Definition of modified dynamically dimensioned 
search 

The dynamically dimensioned search algorithm[9] 
(DDS) is a novel and simple stochastic single-solution 
method, and it is based on heuristic global search 
algorithm that was developed for the purpose of finding 
good global solutions within the specified maximum 
function evaluation limit. In short, the algorithm searches 
globally at the start of the search and becomes more and 
more local as the number of iterations approaches the 
maximum allowable number of function evaluations. The 
adjustment from global to local search is achieved by 
dynamically and randomly reducing the number of 
dimensions in the neighborhood. The decision variables 
in automatic calibration are the model parameters, and 
the dimension being varied is the number of model 
parameter, which is changed to generate a new search 
neighborhood. Candidate solutions are created by 
perturbing the current solution values randomly selected 
dimensions only. Its perturbations magnitudes are 
sampled from a normal distribution N(0,1).  

The DDS algorithm is unique relative to current other 
random optimization approaches because of the way that 
neighborhood is dynamically adjusted by changing the 
dimension of the search. For example if GA is adopted, the final 
solutions will be different for every calculation process. The 
only algorithm parameter to set in DDS is the scalar 
neighborhood size perturbation parameter (r) that defines the 
random perturbation size as a fraction of the decision variable 
range. An initial value of the r parameter is set as 0.3. Because 
multi-tank model’s parameter space dimension is over 30, in 
order to improve searching efficiency, with the calculation 
process going on, r will reduce step by step, the minimal value 
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of r is 0.05, which is different from Tolson[9]. This initial 
sampling region size is designed to allow the algorithm to 
escape regions around poor local minima. In the final stage 
because the current solution is close to final results, in order to 
avoid big perturbation, the value of r must decrease. And also in 
order to accelerate the speed of convergence, its update 
algorithm (STEP5) is also modified: if the change in objective 
function value is positive, the new solution is accepted with a 
certain probability; whereas in previous literatures it is 
abandoned simply. The calculation process of modified 
dynamically dimensional search (MDDS) algorithm is provided 
as the follows: 

 
STEP1. Define inputs: 

 Neighborhood perturbation size parameter: r(the default 
initial value is 0.3); 
 Vectors of lower, xmin, and upper, xmax, and initial 
solution, x0 = [x1,x2,…,xm]. 

STEP2. Set counter to 1, i=1, and evaluate objective function F 
at initial solution, F(x0): 
 Fbest = F(x0), and xbest = x0 

STEP3. Randomly select J of the m parameters for inclusion in 
neighborhood, {N}. 

STEP4. For j=1,…,J decision variables in {N}, perturb 
best
jx using a standard normal random variable: N(0,1), 

reflecting at decision variable bounds if necessary: 
STEP5. Evaluate F(xnew) and update current best solution 

if necessary: 
 If  F(xnew)≦Fbest, update new best solution: 

       Fbest＝F(xnew) and xbest＝xnew 
 If  F(xnew)>Fbest   and 

new bestexp( (F -F  ) f(j))− >random(Pn) 
       Fbest＝F(xnew) and xbest＝xnew 
STEP6. Update iteration count, i=i+1, and check 

stopping criterion: 
 If i= Maxiter, STOP, print output (e.g: Fbest and xbest ) 
 Else go to STEP3 

The only parameter ‘r’ is defined as the following 
lines: Pn decreases with the increase of the number of 
function evaluations (NF is maximum number of function 
evaluation; ‘i’ is the current calculation step): 
Pn=1.0-dlog(dfloat(i))/dlog(dfloat(NF)        
if(0.3<Pn.)                       r_val=0.30 
if (0.2<Pn.and.Pn<0.3)    r_val=Pn 
if (0.1<Pn.and.Pn<0.2)    r_val=Pn 

if (0.05<Pn.and.Pn<0.1)  r_val=Pn 
if (Pn<0.05)  Pn=0.05;    r_val=0.05 

III. CASE STUDIES ON THE ACTUAL SLOPE USING MULTI-
TANK MODEL 

Based on previously suggested procedures, multi-tank 
model is applied to the slope along Japanese national 
road No.12 in Yamagata Prefecture to simulate 
fluctuations of groundwater table induced by during 
rainfall period. 

A. Outline of the slope 
From the boring survey results, it is revealed that in the 

slope, weathered rock is about 3 to 10 meter thick. With the 
history of collapses, it was regarded that it is urgent to 
determine its water table fluctuations and evaluate its stability. 
As illustrated in Fig-3, it is the configuration of multi-tank 
model in the slope. Top tank (tank2) is assumed on the top 
hill(x=325m); bottom tank (tank8) lies on the lowest part of the 
slope (x=7m). It is found that the surface layer is almost 
homogeneous, therefore middle tank distribution is relatively 
easy: totally there are two series. Because a mound exists near 
the foot of slope, it has big influence on rainfall infiltration, 
Tank6 is set at the boundary of the mound (x=98m). Tank4 is 
set at Boring No.B2-707 (x=225m) to serve as slope lateral flow 
simulation and help to provide more accurate water table 
forecasting. The porosities near the four parts are 0.09, 0.12, 
0.16 and 0.15 respectively.  

 As aforementioned, tank model’s parameters are difficult to 
be directly measured by experiments, therefore, in order to 
evaluate model parameters, historical data of rainfall and 
ground water table are required. In this case, there are four 
observation borings along this cut-slope: boring No.B3-D-
2(x=310m), B2-707 (x=225m), B2-706(x=165m), and B3-D-
5(x=98m) are drilled to monitor the ground water table at the 
four locations. Rainfall intensities and ground water tables of 
100 days have been recorded for parameters optimization. 

B. Analytical conditions 
The parameters of multi-tank model can be identified by the 

reproduction of observed hydrographs assuming that basic 
watershed characteristics remain unchanged during the 
observation of events. In the runoff analysis, because the 
studied slope area is fairly small in size, the travel time is 
considered to be relatively short. The data used for the analysis 
are the 100 daily measurements of precipitation (shown as Fig. 
4  between 1994-5-27 and 1994-9-4) and water tables averaged 

 
Figure 3. Configuration of multi-tank model in the slope 
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over catchment of the slope. By using multi-tank model, water 
tables can be obtained; and using optimization method of 
modified dynamically dimensioned search algorithm, 
parameters are retrieved. Here there are totally 32 parameters; 
their lower and upper bounds of the search for parameters are 
listed in Table1. The bounds of search are set based on the 
result of an application of the three-series tank model. The 
maximum number of function evaluation (Maxiter) is 4000, and 
it is considered large enough for practical purposes. 
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Figure 4. Daily rainfall intensities 

TABLE1. PARAMETER BOUNDS 

0.0<a(1)<0.6 0.005<Z(1)< 0.4 0.0< WL0 (1)<0.5 
0.0<a(2)<0.6 0.005<Z(2)< 0.4 0.0< WL0 (2)<0.5 
0.0<a(3)<0.6 0.005<Z(3)< 0.4 0.0< WL0 (3)<0.5 
0.0<a(4)<0.6 0.005<Z(4)< 0.4 0.0< WL0 (4)<0.5 
0.0<a(5)<0.6 0.005<Z(5)< 0.4 0.0< WL0 (5)<0.5 
0.0<a(6)<0.6 0.005<Z(6)< 0.4 0.0< WL0 (6)<0.5 
0.0<a(7)<0.6 0.005<Z(7)< 0.4  
0.0<a(8)<0.6 0.005<Z(8)< 0.4 0.0< WL0 (7)<0.5 
0.0<a(9)<0.6 0.005<Z(9)< 0.4 0.0< WL0 (8)<0.5 
0.0<a(10)<0.6 0.005<Z(10)< 0.4  
0.0<b(1)<0.6 Unit/ m Unit/ m 
0.0<b(2)<0.6   
0.0<b(3)<0.6   

0.0<b(4)<0.6   

 

C. Analytical results 
The analysis results of by dynamically dimensioned 

search are shown in Table 2. It is found that lateral 
coefficients of upper tanks become bigger and bigger 
from top to bottom (a(1)= 0.126, a(3)= 0.360, a(5)= 
0.318, a(8)= 0.386); the exception is a(5), which lies in 
the existence of the mound. At the same time, 
corresponding height of lateral outflow hole become 
smaller and smaller (Z(1)= 0.397, Z(3)= 0.064, Z(5)= 
0.016, Z(8)= 0.011), which means the top part is dry, and 
it needs more infiltrating water until surface runoff 
happens. On other hand, at the bottom, surface flow 
comes into being easily (Z(1) is much bigger than Z(8)). 
All these phenomenon are consistent with reality. The 
initial water levels in four upper tanks also have the same 
order: water level in lower positions has bigger values. 
From this table, it is demonstrated that multi-tank model 
can still provide good forecasting of surface stream flow 
and modified dynamically dimensioned search is very 
good method that calibrate reasonable parameters. 

The final calculation error JXS is represented by 0.05812. 
Objective function values plotted against the number of 
function evaluation is shown in Fig 5. From the figures, it is 
clear that at the beginning objective function values are over 50, 

but with the calculation process going on, they go down 
quickly. At the same time, because of its stochastic nature of 
modified dynamically dimensioned search, the perturbation is 
very big at the initial stage, which means the algorithm can 
escape from regions around poor local minima. Eventually, 
because the current solution is close to final results, in order to 
avoid big perturbation, perturbation amplitude becomes smaller 
and smaller gradually, the current solution is close to the final 
results. 

TABLE2  OPTIMIZATION SOLUTIONS BY MDDS 

a(1)=0.126 Z(1)=0.397 WL0 (1)=0.012 
a(2)=0.107 Z(2)=0.033 WL0 (2)=0.173 
a(3)=0.36 Z(3)=0.064 WL0 (3)=0.013 
a(4)=0.113 Z(4)=0.080 WL0 (4)=0.207 
a(5)=0.318 Z(5)=0.016 WL0 (5)=0.015 
a(6)=0.122 Z(6)=0.213 WL0 (6)<0.069 
a(7)=0.119 Z(7)= 0.011  
a(8)=0.386 Z(8)=0.011 WL0 (7)=0.015 
a(9)=0.099 Z(9)=0.302 WL0 (8)=0.017 
a(10)=0.092  Z(10)= 0.011  
b(1)=0.05 Unit/ m Unit/ m 
b(2)=0.05   
b(3)=0.478   

b(4)=0.468   
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Figure 5. Objective function value against number of function 
evaluations 

 
Differences of water levels at tank2 and 8 between 

observations and calculation results are shown as Fig.6 
and Fig.7 in the 100 days (from May 27th, 1994 to Sept. 
4th, 1994), from which it can be concluded that in the two 
sites, water levels of observations and calculation results 
are similar, especially for tank8, they are almost the 
same. From the two figures, it is illustrated that the 
default settings of the neighborhood perturbation test 
functions (r) produced good results across the multi-tank 
model calibration problem. Therefore, the strategy for r 
seems reasonable and suggests its validity for most future 
application.  
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    Figure 6. Comparison between optimal results and observations at 
tank2 
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In the aforementioned parameters calibration 

procedures of tank model, Tanakamaru (1993), 
Suzuki(1999) and others has tried to use genetic algorithm 
(GA) as an efficient search procedure, where totally there 
are 16 parameters. Here, in order to compare the 
effectiveness of MDDS and GA for parameters estimation 
of multi-tank model, GA will also be tried for parameter 
estimation of multi-tank model. For multi-tank model, 
totally there are 32 parameters, in order to improve the 
quality of the results, multiple populations has been 
employed, which is known as the migration, or island 
model. Each subpopulation is evolved over generations by 
a traditional GA, within each subpopulation it is necessary 
to perform functions such as selection, crossover and 
reinsertion. And from time to time individuals migrate 
from one subpopulation to another. 

Comparisons of water levels between observations and 
calculation results (both MDDS and GA) at two positions 
are illustrated in Fig.8 and Fig.9 during the 100 days 
(from May 27th, 1994 to Sept. 4th, 1994), from which it 
can be concluded that in the two sites, results of MDDS 
is very good; while water tables obtained from GA is 
bad: obviously it is trapped in the local optimal solution. 

Reproductions of water levels at four locations are 
shown from Fig.6 to Fig.9), from which it can be 
concluded that in all four sites, water levels of 
observations and calculation results from our new strategy 
are similar, especially for tank6 and tank8, they are almost 
the same. 

After getting the water tables of the several locations 
during heavy rainfall, the instantaneous groundwater lines 
can be estimated quickly by spline interpolation method. 
Then the slope stability factor is calculated with the 
division methods commonly. In the division method, there 
are many methods such as Fellenius, Bishop, Janbu and 
Spencer. Fig.10 is the results of stability analysis of this 
slope using Bishop method during the analysis period: it is 
clear that when rain is big, its stability factor decreases 

sharply, which also demonstrates that rainfall has great 
influence on slope stability. 
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Fig.8 Comparison between MDDS and GA at tank4 
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Figure 9. Comparison between MDDS and GA at tank6 
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Figure 10. Slope stability factor changes during rainfall 

 

IV. CONCLUSIONS 

The paper focused on the behavior of rainfall 
infiltration process and aimed to develop a simple and 
quick analytical tool to evaluate underground water table 
and slope stability factor during heavy rainfall. The 
insights gained through this study are summarized as the 
following: 
 According to water balance (tracking flows of water into 

and out of the particular hydrologic system of interest), a 
multi-connected tank model that can reproduce the 
rainwater movement behavior was developed. A new 
stochastic single-solution method called modified 
dynamically dimensioned search was adopted to identify 
optimal solutions. This method is robust for parameter 
calibration with high space, since it generated relatively 
good solutions without requiring any algorithm parameter 
adjustments. Compared with genetic algorithm, the new 
method could find relatively good solutions in a shorter 
time. Multi-tank model was applied to the actual slope. Its 
consistency with field data was confirmed, and its 
practicability was proved. Meanwhile, its algorithm is 
very simple and thus it can be easily coded in any 
programming language. Although this study focused on 
multi-tank model, the results are just as relevant to all 
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environmental simulation modelers who is calibrating 
parameters of a computationally demanding model. 
Although multi-tank model has the advantage of 

predicting water table fluctuations quickly, it can not 
give information of infiltration process in the 
unsaturated zone. The authors are planning to work on 
the development of unsaturated tank model; therefore 
the stability for shallow landslide can be assessed 
during by rainfall. Combined with a new accurate rain 
gauge, the methodology will be evolved further into an 
assessment system for correctly predicting the hazards 
of rainfall that may lead to slope failure. In addition, it 
is necessary to test the modification and improve the 
ability of MDDS to locate the exact global optimum or 
implement a parallelized version of this algorithm. 
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Abstract—HPC is most commonly associated with 
computing used for scientific research nowadays, which 
always uses supercomputers and computer clusters. Cloud 
computing – a relatively recent, builds on decades of 
research in virtualization, distributed computing, utility 
computing and more recently networking, web and software 
service. Cloud computing includes 3 services: SaaS, PaaS 
and IaaS. The popular general cloud service like EC2 allow 
users to provision compute clusters fairly and quickly by 
paying a monetary value only for the duration of the 
resources. Recently, HPC give rises of the cloud computing 
for cheaper economic solutions and more enterprises 
announced their HPC on-demand service. In this paper, 
some HPC applications (mostly recently) that have been 
deployed with clouds are also summarized. The possibility 
of using cloud computing for HPC is illustrated by 
experiments and more and more application types are 
well-suited to use cloud.   

Index Terms -HPC, Cloud Computing, EC2, SaaS 

I. INTRODUCTION 
High-performance computing (HPC) is the use of 

parallel processing for running advanced application 
programs efficiently, reliably and quickly. HPC uses 
supercomputers and computer clusters to solve advanced 
computation problems. The application and the data both 
need to be moved to the available computational resource 
in order for them to be executed [1]. These infrastructures 
are highly efficient in performing compute intensive data 
movement. Today, computer systems approaching the 
teraflops-region are counted as HPC-computers. 

Cloud computing is the latest and perhaps the most 
dramatic trend in advanced computing paradigms since 
the introduction of commodity clusters, which have 
dominated HPC for more than a decade. Clouds offer an 
amorphous distributed environment of computing 
resources and services to a dynamic distributed user base. 
Like clusters, cloud computing exploits economies of 
scale to deliver advanced capabilities. Unlike clusters, 
cloud resources are nonspecific and provide basic 
capabilities but guarantee neither identical properties 
from run to run nor high availability of specialized 
system types. 

At present, the use of cloud computing in computation 
science is still limited, but the first step towards this goal 
have been already done. Last year, the Department of 
Energy (DOE) National Laboratories started exploring 

the use of cloud services for scientific computing. On 
April 2009, Yahoo Inc. announced that it has extended its 
partnership with the major top universities in United 
States of America to advance cloud computing research 
and applications to computational science and 
engineering.  

II. CLOUD COMPUTING 

A. Cloud Definition 
Cloud computing is Internet-based computing, 

whereby shared resources, software and information are 
provided to computers and other devices on-demand, like 
a public utility. A technical definition [2] is "a computing 
capability that provides an abstraction between the 
computing resource and its underlying technical 
architecture (e.g., servers, storage, networks), enabling 
convenient, on-demand network access to a shared pool 
of configurable computing resources that can be rapidly 
provisioned and released with minimal management 
effort or service provider interaction." This definition 
states that clouds have five essential characteristics: 
on-demand self-service, broad network access, resource 
pooling, rapid elasticity, and measured service.  

B. Cloud Technologies 
The cloud technologies such as MapReduce and Dryad 

have created new trends in parallel programming [3]. The 
support for handing large data sets, the concept of 
moving computation to data, and the better quality of 
services provided by the cloud technologies make them 
favorable choice of technologies to solve large scale 
data/compute intensive problems. 

Cloud technologies such as Google MapReduce, 
Google File System (GFS), Hadoop and Hadoop 
Distrubuted File System (HDFS), Microsoft Dryad, 
and CGL-MapReduce adopt a more data-centered 
approach to parallel runtimes[4][5]. In these 
frameworks, the data is staged in data/compute nodes 
of clusters or large-scale data centers, such as in the 
case of Google. The computations move to the data in 
order to perform the data processing. Distributing file 
systems such as GFS and HDFS allow Google 
MapReduce and Hadoop to access data via distributed 
storage systems built on heterogeneous compute 
nodes, while Dryad and CGL-MapReduce support 
reading data from local disks. The simplicity in the 
programming model enables better support for quality 
of services such as fault tolerance and monitoring.  
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Figure 1.  Cloud computing offerings by services. 

TableⅠ summarizes the different characteristics of 
Hadoop, Dryad, CGL-MapReduce, and MPI. 

C. Cloud Computing Services Offering 
Cloud computing is typically divided into three levels 

of service offerings: Infrastructure as a Service (IaaS), 
Platform as a Service (PaaS), and Software as a Serivice 
(SaaS) [6]. Figure 1 provides such categorization. 

Infrastructure as a Service - Traditional computing 
resources such as servers, storage, and other forms of low 
level network and hardware resources offered in a virtual, 
on demand fashion over the Internet. IaaS in a general 
sense, provides the ability to ’summon’ resources in 
specific configurations at will and delivers value similar 
to what one might find in a traditional datacenter. IaaS’ 
power lies in its massive on-the-fly flexibility and 
configurability. It can be equated to owning a magic 
wand that could conjure up a variety of network and 
server resources in zero time and occupying zero space. 
Examples include services like GoGrid, Amazon’s EC2 
[7] and even S3 [8] (as a storage infrastructure play)   

Platform as a service implementation provides users 
with an application framework and a set of API that can 
be used by developers to program or compose 
applications for the Cloud. In some cases, PaaS solutions 
are generally delivered as an integrated system offering 
both a development platform and an IT infrastructure on 
top of which applications will be executed. The two 
major players adopting this strategy are Google and 
Microsoft. 

Software as a Service - Specialized software 
functionality delivered over the Internet to users who 
intend to use the set of delivered functionality to augment 
or replace real world processes. Generally speaking, users 
within the SaaS space are aggregated into ‘tenants’, or 
bodies of 1 or more categorically related users. Think 
Salesforce.com CRM, or SugarCRM.  

Table Ⅱ gives a feature comparison of some of the 
most representative players in delivering IaaS/PaaS 
solution for cloud computing. 

III. HIGH PERFORMANCE COMPUTING WITH CLOUDS 
Cloud computing presents a unique opportunity for 

batch processing and analytics jobs that analyze terabytes 
of data and can take hours to finish. If there is enough 
data parallelism in the application, users can take 
advantage of the cloud's new "cost associativity": using 
hundreds of computers for a short time costs the same as 
using a few computer for a long time. Programming 

abstractions such as Google's MapReduce and its 
open-source counterpart Hadoop allow programmers to 
express such tasks while hiding the operational 
complexity of choreographing parallel execution across 
hundreds of cloud computing servers. Some works with 
MapReduce has already been done and tested over the 
clouds. Again, the cost/benefit analysis must weigh the 
cost of moving large datasets into the cloud against the 
benefit of potential speedup in the data analysis. When 
we return to economic models later, we speculate that 
part of Amazon's motivation to host large public datasets 
for free may be to mitigate the cost side of this analysis 
and thereby attract users to purchase cloud computing 
cycles near this data. 

Some commercial HPC applications that have been 
deployed with clouds have been described by focusing 
the nature of the application and the commercial benefits 
of the deployment with the clouds. For example, the 
Server Labs, Pathwork Diagnostics, Cycle computing and 
Atbrox and Lingit. 

Nonetheless, the cloud computing model, in spite of its 
promise, either imposes constraints in conflict with some 
HPC requirements or simply fails to adequately support 
them [9]. Among these constraints is the underlying 
hardware architecture virtualization, which is valuable for 
generic usage of diverse cloud resources. Such resources 
generally provide portability but obstruct targeting 
algorithm optimizations to specific hardware structures, 
as is typical of HPC applications. The time-critical 
overhead that virtualization layers add further degrades 
the performance efficiency and scalability of some HPC 
workloads. Another performance issue related to clouds 
is that users share resources among multiple tasks for 
both computational and networking functionality. The 
resulting resource contention inserts sporadic and 
unpredictable delays, further degrading performance and 
making optimizations more difficult. 

Networking is critical to HPC facility operations. The 
availability of network infrastructure enables-and 
potentially limits-collaboration among geographically 

TABLE II CLOUD COMPUTING SOLUTION FEATURE COMPARISON 

Properties Amazon 
EC2 

Google 
AppEngine 

Microsoft 
Azure 

Service Type IaaS IaaS-Paas IaaS-PaaS 
Support 

for(value offer) 
compute/ 
storage 

compute(web 
application) 

compute/ 
storage 

Value Added 
Provider Yes Yes Yes 

User access 
Interface 

Web APIs 
and 
Command 
Line Tools 

Web APIs 
and 
Command 
Line Tools 

Azure Web 
Portal 

Virtualization OS on Xen 
Hyperiview 

Application 
Container 

Service 
Comtainer 

Platform(OS & 
runtime) 

 Linux, 
Windows Linux .NET on 

Windows 
Deployment 

Model If PaaS, 
ability to 

deploy on 3rd 
party IaaS 

N.A. No  No 
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distributed groups. This is also true for computing 
systems that support execution of distributed tasks. 
Because the Internet is a key component of the cloud 
computing model, this new computing regime will 
exacerbate any pre-existing limitations in the network 
infrastructure. The ability to manage costs and acceptable 
application performance response times will determine 
operational effectiveness. The network will determine the 
distance between the data and the computation, which 
means that in the cloud model, if the bandwidth is low, 
the user must procure additional data storage near the 
computation. This increased reliance on data 
communication will likely be the first deciding criterion 
for whether an organization will adopt cloud computing. 

External I/O can become a serious bottleneck to 
application performance if not balanced with application 
needs, buffering, and contention for these resources with 
other concurrent demands. Checkpoint and restart 
requirements for purpose of long-term reliability can 
impose further demands on I/O bandwidth, which, if not 
available, might seriously degrade overall delivered 
performance. Thus, I/O could further reduce the value of 
cloud computing to HPC users. 

Beyond performance are the critical issues of security 
and reliability. Much data is highly sensitive, such as 
intellectual property, competitive planning information, 
or highly classified intelligence from mission-critical 
agencies with strong national security responsibilities. In 
these cases, users won't trust remote networking, storage, 
and processing resources, no matter how well-intentioned 
they assume the encryption and other implemented 
measures to be. Therefore, such organizations are 
unlikely to employ clouds for these purposes, which 
comprise a significant portion of HPC activity. Similarly, 
clouds might not provide sufficient reliability to 
adequately minimize risk-a particularly sensitive issue in 
time-bounded applications. Again, dedicated systems are 
more likely the preferred platform in these cases. 

Edward Walker, a research scientist with the Texas 
Advanced Computing Center at the University of Texas 
at Austin, has done performance analysis of Amazon EC2 
for high performance scientific applications. His results 
show a significant performance gap in the examined 
clusters that system builders, computational scientists, 
and commercial cloud computing vendors need to be 
aware of. 

IV. EXPERIMENTS AND EVALUATION 
HPC as a Service [10] is a computing model where 

users have on-demand access to including the expertise 
needed to set up, optimize and run their applications over 
the Internet. The traditional barriers associated with 
high-performance computing such as the initial capital 
outlay, time to procure the system, effort to optimize the 
software environment, engineering their system for peak 
demand and continuing operating costs have been 
removed. Instead, HPC as a Service user has a scalable 
cluster available on demand that operates and has the 
same performance characteristics as a physical HPC 
cluster located in their data room. There are different 

definitions of cloud computing, but at the core "Cloud 
computing is a style of computing in which dynamically 
scalable and often virtualized resources are provided as a 
service over the Internet." HPC as a Service extends this 
model by making concentrated, non-virtualized 
high-performance computing resources available in the 
cloud. 

A. Benefits 
HPC as a Service provides users with a number of key 

benefits as follows. 
• HPC resources scale with demand and are 

available with no capital outlay-only the 
resources used are actually paid for. 

• Experts in high-performance computing help 
setup and optimize the software environment and 
can help trouble-shoot issues that might occur. 

• Faster time-to-results especially for 
computational requirements that greatly exceed 
the existing computing capacity. 

• Accounts are provided on an individual user basis, 
and users are billed for the time they use service. 

• A HPC platform for you and your applications: 
Support for ANSYS, OpenFOAM, LSTC, etc ... 
and third party support. 

• Access from anywhere in the worlds with 
high-speed data transfer in and out. 

B. HPC On-demand Service 
More enterprises announced to offer a computing on 

demand solution aimed specifically at the HPC market, 
e.g. Penguin Computing's Penguin on Demand (POD), 
newservers' Bare Metal Cloud, Gompute, SGI's Cyclone 
and all kinds of middleware like Platform ISF. 

Linux cluster maker Penguin Computing hopped on 
the HPC-in-a-cloud bandwagon with the announcement 
of its HPC on-demand service August 2009. POD 
provides a computing infrastructure of highly optimized 
Linux clusters with specialized hardware interconnects 
and software configurations tuned specifically for HPC. 
Rather than utilizing machine virtualization, as is typical 
in traditional cloud computing, POD allows users to 
access a server’s full resources at one time for maximum 
performance and I/O for massive HPC workloads. 

Comprising high-density Xeon-based compute nodes 
coupled with high- speed storage, POD provides a 
persistent compute environment that runs on a head node 
and executes directly on the compute nodes’ physical 
cores. Both GigE and DDR high-performance Infiniband 
network fabrics are available. POD customers also get 
access to state-of-the-art GPU supercomputing with 
NVIDIA Tesla processor technology. Jobs typically run 
over a localized network topology to maximize 
inter-process communication, to maximize bandwidth 
and minimize latency.  

Penguin has also been working with a new biomedical 
startup to understand the performance characteristics of 
their application on the POD system. Results on an 8 
nodes configuration (using Amazon's High-CPU 
instance) show a runtime of 31.2 minutes on the POD and 
18.5 hours on EC2 and shown in Table Ⅲ, putting the 
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POD about 32x faster than EC2 for this particular 
application. An infrastructure comparison between POD 
and EC2 in this test is given in the Table Ⅲ too. 

 
Another example, Gompute provides on demand HPC 

for technical and scientific computing. Gompute's 
services allow users to exploit HPC resources over the 
Internet by paying for what they actually use. Gompute 
also provides its users with high quality training for the 
applications supported at Gompute's on demand service. 
Consultants and independent software vendors can sell 
their services and software licenses using Gompute. 

HPC in the Cloud is a mixed bag. Unless you use a 
specially designed HPC cloud the I/O resources critical to 
HPC performance can be quite variable. This may be 
changing, however, as individual servers contain more 
cores. Recently IDC has reported that 57% of all HPC 
applications/users surveyed use 32 processors (cores) or 

less. When the clouds start forming around 48-core 
servers using the imminent Magny Cours processor from 
AMD, many applications may fit on one server and thus 
eliminate the variability of server-to-server 
communication. HPC may start to take a very different 
form as dense multi-core servers enter the cloud. A user 
may sit at her desk submitting jobs to their own SGE 
desktop. The resource scheduler will then reach out to 
local resources or Cloud resources that can run 
virtualized or bare metal versions of her applications. 

V. CONCLUSION AND FUTURE WORK 
Cloud computing's potential for the particularly 

challenging domain of HPC is promising. In fact, many 
application types in the overall HPC workflow are 
well-suited to the near-term exploitation of cloud 
services. Furthermore, institutions that take advantage of 
clouds might benefit substantially in operational and 
cost–effectiveness as well as in flexibility and 
responsiveness to internal workload demands. But don't 
assume that clouds will easily replace the HPC systems 
that organizations currently deploy to provide the most 
extremes in capability; rather, the two world views must 
coexist, seeking benefits from clouds while achieving 
HPC's mission–critical requirements. 

However, many anticipated properties of distributed 
cloud environments strongly suggest that clouds can only 
partly address HPC user needs and that some workload 
subdomains will remain beyond the capabilities of cloud 
services. Virtualization, uncertainty of hardware 
structural details, lack of network control and memory 

TABLE III INFRASTRUCTURE COMPARISON AND 
PERFORMANCE FOR APPLICATION FROM, POD VS. EC2 

 POD EC2 

Network 1 GbE and DDR 
InfiniBand 

Shared Memory, 
300-400MB/s X-transfer rate 

Computing 
Unit Xeon 5400 1.0-1.2 GHz, 2007 Opteron or 

2007 Xeon processor 

OS Linux Linux, Open Solaris, 
Windows Server and others 

Run Time 31.2min 18.5hours 

Latency 47ms 185ms 

Throughput 20MB/s 5MB/s 

TABLE I COMPARISON OF FEATURES SUPPORTED BY DIFFERENT PARALLEL PROGRAMMING RUNTIMES. 

Feature Hadoop Dryad CGL-MapReduce MPI 

Programming 
Model MapReduce  DAG based 

exectution flows  
MapReduce with a 
Combine phase 

Variety of topologies 
constructed using the 
rich set of parallel 
constructs 

Data Handing HDFS Shared 
directories/local disks 

Shared directories/local 
disks Shared directories 

Intermediate Data 
Communication 

HDFS/Point-to-point 
via HTTP 

Files/TCP 
pipes/Shared memory 
FIFO 

Content Distribution 
Network 
(NaradaBrokering 
(Pallickara and Fox 
2003)) 

Low latency 
communication 
channels 

Scheduling Data locality/Rack 
aware 

Data 
locality/Network 
topology based run 
time graph 
optimizations 

Data locality Available processing 
capabilities 

Failure Handing 

Persistence via 
HDFS Re-execution 
of map and reduce 
tasks 

Re-execution of 
vertices 

Currently not 
implemented 
(Re-executing map tasks, 
redundant reduce tasks ) 

Program level Check 
pointing 
OpenMPI(Gabriel, 
E.,G.E.Fagg, 
etal.2004),FT MPI 

Monitoring 

Monitoring support 
of HDFS, Monitoring 
MapReduce 
computations 

Monitoring support 
for execution graphs 

Programming interface to 
monitor the progress of 
jobs 

Minimal support for 
task level monitoring 

Language Support 

Implemented using 
Java.Other languages 
are supported via 
Hadoop Streaming 

Programmable via 
C# DayadLINQ 
provides LINQ 
programming API for 
Dryad 

Implemented using Java 
Other languages are 
supported via Java 
wrappers 

C, C++, Fortran, Java, 
C# 
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access contention, repeatability, and protection and 
security all inhibit cloud paradigm adoption for certain 
critical uses. Also, it's unlikely that a general business 
model, implicit with clouds, will provide the extreme 
computing and peak performance. Finally, protected 
access to such facilities is a potential source of 
competitive edge for science, market, and national 
security, and the agencies that employ them will therefore 
limit or entirely preclude offering such systems to a 
cloud-covered processing world.  
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Abstract—Pheromone is the core of ant colony 
algorithm. The distribution and the initial value setting 
of pheromone are in relation to the goodness and 
badness of an algorithm. Through the analysis and 
research of pheromone, this paper will give out Web 
Service model based on ant colony algorithm and 
transform service combination into coalition 
generation. It improves the efficiency of the optimal 
service through the establishment of pheromone and 
the improvement of updating pheromone strategy.  
 
Index Terms—Web service, service composition, ant 
colony algorithm,  coalition, pheromone 

I.  INTRODUCTION 
The rapid development of Web service technology 

brings about the increasing demand of Web service 
shared in the network. But a single Web service can’t 
meet the complicated demand in real life. Therefore, 
how to make full use of these services and finish the 
appointed tasks with these well combined services 
become the focus of recent research. The concept of 
service combination arises at the historic moment. In 
fact, service composition is aimed at the value-added 
services with the principle of high efficiency, 
flexibility and priority. That’s to say each task 
completed will accompany the help of multiple Web 
services [1].  

Ant colony algorithm is a new simulated 
evolutionary algorithm and has been widely applied to 
solve combinatorial optimization. In the ant colony 
algorithm, pheromone through which the ants choose 
their road is a communication tool for transferring 
information among various ants. The lack of 
pheromone or large deviation of pheromone setting 
will have serious influence on the final result of 
algorithm. Pheromone plays a particularly important 
role on ant colony algorithm [2] [3]. Therefore, this 
paper applies ant colony algorithm into service 
composition and improves the pheromone updating 
strategy through the transformation of service 
combination into coalition generation. 

A. Description of the combinatorial service problems 

Now suppose there is a service combination iW S 

consisting of m services, for: iW S={ 1S ， 2S ，…，

mS } ， and iW  means i service among service 

combination（1 i m≤ ≤ ）, and each service consists 
of in candidate services[5] (as shown in figure 1). 

Figure 1.  Service composition 
 

According to the analysis above, we can extend 
more complex combination service model further into 
an coalition, as shown in figure 2: 

 

Figure 2.  Service composition Model Picture 

We can be regarded as an coalition service as it 
shown in the above figure. Suppose an coalition 
service WSi consists of m service and each service 
consists of n Web services. If the user asks for a 
service, we need choose a way from figure 2; that is to 
say, we need make an optimal coalition to achieve the 
best combination of all the services so as to complete 
the service request. We constitute the composition 
service based on quality of service (i.e QoS). 

II.  WEB SERVICE MODEL BASED ON ANT COLONY 
ALGORITHM  

In order to better reflect the ant colony algorithm 
into the service combination, we introduce several 
concepts as below[5]: 
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Service Providers: receiving assigned tasks from 
agent center and fully updating pheromone it serves 
after finishing the task. Updated pheromone is housed 
in the Service functions. 

User Demand: submitting its demand to agent 
center, receiving returned mission situation from agent 
center, communicating with service providers and 
finally cancelling communication after task is finished. 

Agent Center: responsible for receiving and sorting 
user request , searching for service that meets the 
requirements, choosing an optimal solution according 
to local updating strategy of pheromone and feedback 
information to the user. Agent center has two tasks:  

a) responsible for periodic inspection and reception 
of the registration of service providers and real-time 
update service request. When receiving the user’s 
requests, it immediately updates information list.  

b) responsible for receiving the user’s service 
request. When finding out the service that fits for the 
user’s requirement of the service, it elects an optimal 
solution according to local updating strategy of 
pheromone and sends the solution to the service 
provider according to the distribution plan. 

Its architecture is as follows: 

 
Figure 3.  model of The Web Service Based on ACA 

A.  Algorithm Thought 
According to the analysis above, we can apply the 

way that many ants of ant colony algorithm look for 
food from a starting point (i.e., the task ) into method. 
It can be understood that the user brings about needs 
requirement (i.e. starting point, WSi). Then according 
to the needs of users, multiple relevant basic Web 
services (i.e, an coalition) are combined to commonly 
complete tasks (namely the target, Ti). In this way, we 
can change service composition into seeking for 
solutions that are appropriate from the starting point 
WSi to the designated target of Ti and QoS is better. 
Therefore, service composition can be turned into basic 
Web services coalition generation. 

B.  Establishment of information 
First we define a Web service: the wsi (i.e., function

，QoS，cost） . The wsi is the name of the Web 
service. Function means the Web service’s abilities. 
QoS means the quality of services.  Cost means the 
cost for service (i.e., response time, Cost, etc.). 

When a new service wsi joins the coalition service 
(WS), we need add new Web services that provide the 
above defined information. In 4.1.3 section, the 
inherent ability of service (wsi) itself has been 
defined. We use Bij to impress the wsi's own ability. 
When the new service joins the coalition, pheromone 
needs to be initialized: ( )i tΓ =Bij, thus, the 
information is established. 

C.  Pheromones improvement 
The updating of pheromones in ant colony algorithm 

plays a very important role. If the pheromone is very 
slow in renewal, it will increase the cost of total 
capacity of the coalition and add additional costs in the 
process of solving coalition cooperation tj, (such as 
cost, , response time etc). Meanwhile, the rapid 
updating might lead to the inappropriate WS chosen by 
ants and the less better QoS ,which aren’t what the 
users want to see. Therefore, the pheromone refreshing 
strategy means a lot to the efficiency of ant colony 
algorithm and the optimal solution. 

Pheromones distribution mainly refers to updating 
rules of the dynamic local pheromone of the center and 
updating rules of global pheromone of service 
provider. Among them, the global information is 
updated on service provider, which makes the service 
providers become active participants , actively carrying 
out their information updating and adjustment. In 
addition, the local updating rules of pheromone is 
realized in the entity of center agency. 

According to the analysis above, information 
updating strategies are as follows: 

The pheromone strength at t time point(i,j) is 
impressed by ( )ij tΓ ,that means residual amount of 
information of ants based on matching and flabby 
between task (Tj) and Web services(wsi) . So 
pheromone strength of local updates for: 

     
 

(1) 
 

And pheromone strength of global updates for: 
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）  
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Type: ρ  is the constant between 0 and 1, meaning 

the relative importance of local volatile pheromone , θ  
means global volatile coefficient, k

ij∆Γ  is increment of 
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path (i,j). Pheromones strength is related to Web 
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service ( )V c  on the relevant path , actually it’s 
proportional to the relationship. 

According to the analysis above, the global 
information updating for the service provider can use 
formula (2) to realize the pheromone updating. Local 
information updates of agent center can use formula 
(1). When the service provider finishes tasks assigned 
by agent center, according to the formula (3) the 
updated pheromone is housed into service function in 
order to increase its inherent abilities and improve the 
efficiency in finishing the next task. When the agent 
center  receive the user's demand, according to the 
current information service list and the corresponding 
service capabilities Bij, it selects an optimal solution 
(coalition) in accordance with pheromone local 
updating rules (1). 

III.  ALGORITHM 
According to the ant colony algorithm based on the 

basic thoughts of the combination  service, the basic 
steps of  the  algorithm are as follows: 

a) The initialization parameter. All the services in 
the initial state need to provide parameters on capacity, 
QoS, costs and so on,  which is the basis of the 
establishment of the initialization pheromone (Bk) of 
each resource. Set the initialization of information 

ijτ (0)= Bk of digraph (i, j) and initial time ijτ∆ (0)=0. 
According to the previous study, set time t = 0 and 
cyclic number cN =0; set maximum cycle number 

maxcN and put m. ants on n service. 
b)Collecting service information of new resources at 

beginning of each cycle, setting initialization 
pheromone for new resources, updating information 
according to the formula (1), marking service restoring 
(disconnection due to fault reasons and so on) , 
modifying pheromones based on task completion 
condition -- reward successes, punish failure, making 
stop marks for disconnection service.. 

c) cycle times c cN N 1← + . 
d) Index k = 1 on taboo list of ants. 
e) Setting ants number k ← k+1. 
f) Ant individual chooses service and moves forward 

according to the probability calculated through state 
transition probability formula. 

g) Modifying pointer of taboo table, namely moving 
ants after selecting a new service and adding the 
service to the ant individual’s taboo list. 

h) Checking whether the tabulist is already full or 
not, executing the (8th) step if full, repeating the step 6 
if not. 

i) If the services in digital collection N has not been 
traversed , jumping to the step 4 or carrying out  step 8. 

j) Updating pheromone on each path according to 
the formula (2). 

k) Setting ants, choosing WS services which fit for 
and has better QoS (coalition has the larger values) as 
the end condition . If the service meet the 
requirements, namely if cycle number

maxc cN N≥ , 
end circulation and output calculation result; otherwise 
empty taboo list and jump to step2. 

 CONCLUSION 
This paper analyzed the importance of pheromone in 

ant colony algorithm and the influence of the 
pheromone updating strategy on the algorithm. 
Therefore, the web service model of ant colony 
algorithm of pheromone based on ant colony algorithm 
arises according to combination service. Through 
application of updating strategy of pheromone in ant 
colony algorithm to web service model, this paper 
proposes two updating strategies: pheromone global 
strategy and local updated pheromone strategy . 
Finally, there are the implementation steps of this 
algorithm. 
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Abstract—In view of some shortcomings about frequently-
used currently shape recognition algorithms such as large 
amount of calculation, long processing time, single figure 
recognition or demanding to pre-set templates, a fast 
geometry figure recognition algorithm based on edge pixel 
point eigenvalues is presented in this paper, which polygon 
apexes and its rank orders are quickly recognized firstly 
based on the different variation laws of the eigenvalues of 
polygon apexes and other edge pixel point and the exact 
shape recognition of the polygon is finished as well, then the 
figure center and radius, the length of major and minor axle 
be can worked out by eigendistance and the equation of a 
circle or ellipse is constructed to make a fast recognition for 
a circle or ellipse be done. The simulation result shows the 
algorithm merits such as recognizing rich kinds of figure, 
lower computational complexity, higher processing speed, 
no pre-setting template. 

Index Terms—eigenedge-distance, eigenvalue, eigendistance, 
eigenvalue follow-pixel, figure recognition 

I. INTRODUCTION  

Shape recognition is one of the most important research 
aspects in pattern recognition field and has been deeply 
pervasive in image analysis, machine vision, object 
recognition and other application fields. At present, the 
frequently-used shape recognition algorithms for the 
closed geometry figure such as ellipse, circle, polygon and 
so on, are based on Hough transform [1-4], Radon 
transform [5], neural network [6-7], shape matching [8], 
clustering [9] and other algorithms [10]. The algorithm 
based on Hough transform is popular and have advantages 
when dealing with beeline, curve, circle or ellipse, but it 
really has difficulties in the detection of other shapes and 
has large amount of calculation. Although the algorithm 
based on neural network is able to recognize more shapes, 
it requires pre-setting similar shape templates and training 
them and has large amount of calculation and higher time 
complexity. The algorithm based on shape matching 
requires the shape description and representation which 
are used for the comparison between the image to detect 
and the template. Furthermore, the shape descriptor is of 
extreme importance, but it is difficult to get a fit 
descriptor. 

In view of some shortcomings about the algorithms 
above, a new algorithm is presented in this paper, which 
can recognize the closed geometry figures such as 
polygon, circle and ellipse and has some advantages such 
as lower complexity, higher speed and precision, no 

templates, easy realization, and RST(Rotation, Scaling 
and Translation) invariability. 

II. ALGORITHM KEY ELEMENT DEFINITIONS 

Definition 1 Set ( , )x y  be the coordinate of a certain pixel 
point on the image edges and ( ', ')x y  be the coordinate of 
another one, the distance between ( , )x y  and ( ', ')x y  
along the edges is fixed and is called eigenedge-distance 
of ( , )x y , EEDd . Given an eigenvalue of ( , )x y  EVv ,   

' 'EVv x x y y= − − −
. 

The spot ( ', ')x y is called eigenvalue follow-pixel point 
of the spot ( , )x y  and all eigenvalue follow-pixel points 
must be the same outspread direction, either clockwise or 
anti-clockwise. The straight-line distance between the spot 
( , )x y  and the spot ( ', ')x y  is called eigendistance of the 
spot ( , )x y , EDd . The value of EDd  is fixed and depends 
on the size of figure recognized. 

It is an example about Definition 1 in Fig1. Set ( , )x y  
be the coordinate of the spot P and ( ', ')x y be the 
coordinate of the eigenvalue follow-pixel point of the spot 
P. The outspread direction of the eigenvalue follow-pixel 
point is anti-clockwise in Fig1, and the distance between 
( , )x y  and ( ', ')x y  along the edges is EEDd of the spot P. 

The difference ' 'x x y y− − −  is the EVv of the spot P. 
The straight-line distance between ( , )x y  and ( ', ')x y  is 

EDd of the spot P. The EDd of ( , )x y  is equal to EEDd  in 
Fig 1. 

 
According to Definition 1, the following theorem is 

established obviously. 
Theorem 1 If two pixel points such as P and Q1 on the 
image edge and their eigenvalue follow-pixel points are 
situated on the same edge, the EVv  of P and Q1 is equal. 

 
Figure 1.  An example of Definition 1 
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Proof: The area near P1 in Fig 1 is enlarged in Fig 2. 
Because P, P’, Q1, Q’1 are situated on the same edge, 

two triangles △PO1P’ and △Q1O2Q1’ are congruent 
ones and the EVv  of the spot P and Q1 is equal according 
to Definition 1.                                                                
End. 

According to Theorem 1, the following corollary is 
established obviously. 
Corollary 1 The EVv of each pixel points on a curve is 
different. 

 
Combining view Fig 1 and Fig 2, obviously, the EVv  of 

each pixel point on PP1 is equal to the EVv  of P and P1 
approximately, but the EVv  of each pixel point on P1P2 is 
different from the EVv  of each one on the PP1, because 
they are not situated on the same edge. If a spot and its 
eigenvalue follow-pixel are not on the same edge, its EVv  
varies continuously with the spot’s same search direction 
movement, either clockwise or anti-clockwise (clockwise 
in Fig2). Once the spot and its eigenvalue follow-pixel are 
situated on the same edge P1P2, the EVv  of the spot 
become steady again, and it is equal to the EVv  of P2. The 
pixels on P2P3 have the same law.  

The law noted above can be shown in Fig3 as follows. 
Given a fixed EEDd , each edge of a polygon (pentagon 

in Fig3) can be divided into two parts and the length of 
one part is equal to EEDd . Given the length of P1A is 
equal to EEDd , then the EVv  of each pixel on P1A change 
gradually and the EVv  of the pixel points on AP2 are equal 
to each other according to Theorem 1. The other edges 
have the same law.   

 
According to the description above, the following two 

corollaries are established obviously which are related 
figure recognition theoretical basis. Corollary 2 and 
Corollary 3 can be applied to the recognition of polygon 
and circle or ellipse respectively. 

Corollary 2 The apex numbers of a polygon are equal to 
the times that the EVv  of all pixel points on the polygon 
edges changes from steady to variation along the polygon 
edges in a certain direction (clockwise or anti-clockwise). 
Corollary 3 Given a fixed EEDd , the EDd  of each pixel 
point on a circle is the same to each other, but the EDd  of 
each pixel point and its adjacent ones on an ellipse is 
different. The midpoint between the pixel point with 
minimum EDd  and their eigenvalue follow-pixel point 
along the edge is the spot where the ellipse and its semi-
major-axis cross and there are two such intersections on 
the ellipse. Similarly, when the midpoint with maximum 

EDd  appears, two intersections can be obtained where the 
ellipse and its semi-minor-axis cross, then the equation of 
the ellipse can be gained. 

III. RECOGNITION ALGORITHM BASED ON EDGE PIXEL 
POINT EIGENVALUES 

According to the theorems and corollaries above, the 
geometry figures recognition algorithm is described 
detailedly as follows: 
Algorithm 

Input: closed geometry figure 
Output: coordinate of all apexes and the center of circle 

or ellipse, length of radius or length of semi-major-axis 
and semi-minor-axis 
Begin 

1) Construct the set EDGE with all pixel points of the 
figure by edge tracing; 

2) Delete the superfluous pixel points in EDGE and get 
the new set EDGE’ to ensure that there are only two edge 
pixels adjacent to each pixel point in EDGE’; 

3) Set a fit EEDd  according to the circumference of 
figure; 

4) Calculate the EVv  of each pixel in set EDGE’, and 
construct the EVv  set EV which is ordered and circular; 

5) Analyze the times that the elements in EV vary from 
steady to variation and calculate the coordinates of the 
apexes at which the EVv  varies firstly every time; 

6) If the elements in EV vary n times, the figure is a 
polygon with n edges and an ordered set of all apexes can 
be constructed simultaneously; 

7) If the elements in EV vary continuously, the figure is 
not a polygon, then calculate the coordinate of the figure 
center according to EDGE’ and the EDd  of every edge 
pixel points in EDGE’ with the given EEDd  and construct 
the EDd  set ED which is ordered and circular; 

8) If the elements in ED are equal to each other, the 
figure is a circle. Then calculate the radius of the circle; 

9) If the elements in ED are not equal to each other, 
calculate the minimum EDd  and maximum EDd  to locate 
four intersections mentioned in Corollary 3;  

10) Calculate the length of semi-major-axis and semi-
minor-axis and construct the equation of an ellipse 
according to the center coordinate in step 7); 

11) If there are enough pixel points satisfying the 
equation in EDGE’, it is ellipse; 
End 

 
Figure 2.  Equal and different EVv  

 
Figure 3.  EVv  variation law 
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(a)                    (b)                (c)                 (d)      

 
(e)                  (f)                     (g) 
Figure 4.  Geometry figure recognized 

IV. ALGORITHM REALIZATION AND SIMULATION 
RESULTS 

The algorithm is simulated by VC++ 6.0 on the 
computer with CPU 1.4G and memory 512M. The figures 
in Fig 4 have been recognized by the algorithm, and the 
resolution is 256*256.  

The recognition results are shown in Table 1. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

V. DISCUSSIONS 

According to the algorithm description and simulation 
results above, some discussions about the algorithm 
performance can be done as follows: 

1) Suppose that the resolution size of the figure is 
W*H, according to the description above, the scale of the 
data processed in every step is directly proportional to the 
scale of the edge pixel points obviously. So the time and 
space complexity of the algorithm is O(n) and 
n(n<<W*H) is the number of the edge pixel points. 

2) According to the simulating results in Table 1, the 
recognizing time is directly proportional to the circum-

ference and the numbers of the figure apex. It is faster to 
recognize circle than ellipse with the same circumference. 

3) Comparing with the recognition algorithms based on 
Hough transform, the recognition algorithm based on edge 
pixel point eigenvalues with lower time and space 
complexity lowers the realization difficulty. 

4) The recognition algorithms based on neural network 
which requires training with pre-setting similar shape 
templates will cost huge amount of calculation and high 
time complexity, while all these shortcomings can be 
overcome by applying the recognition algorithm based on 
edge pixel point eigenvalues.  

5) The recognition algorithm based on edge pixel point 
eigenvalues need not the shape description and represent-
ation and the comparison of the similarity between the 
image to detect and the template, but it necessary for the 
algorithm based on shape matching. 

6) Abundant information such as the coordinate of all 
apexes and the center of circle or ellipse, the rank order of 
the apexes, the length of radius or length of semi-major-
axis and semi-minor-axis can be obtained through the 
procedure of the algorithm programming. 

7) Recognition results will not be affected by rotation, 
scaling and translation of the figure in the recognition 
algorithm based on edge pixel point eigenvalues. 

VI. CONCLUSION AND FUTURE WORKS 

The simulation results and discussions above indicate 
the recognition algorithm based on edge pixel point 
eigenvalues has some advantages such as lower time and 
space complexity, higher speed and precision, no 
templates, easy realization, and RST (Rotation, Scaling 
and Translation) invariability , but there are still some 
problems need to be tackled. 

1) It will have difficulties for the algorithm in this paper 
in dealing with the figure with noise. 

2) The image recognition with multiple figures still 
needs to be improved. 

3) The figure such as polygon, circle or ellipse suit the 
algorithm best while others not. 

Further studies will be helpful to solve the problems 
above. 
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Abstract—Because of the rapid development of Web 
services, it is a urgent need to solve the problem that how to 
find the optimal Web services combination quickly and 
efficiently in the network. This paper gives a new service 
composition method, builds the corresponding algorithm 
model, defines the algorithm parameters, and provides the 
corresponding service matching mechanism and evaluation 
mechanisms, so it puts forward a new way of thinking to 
solve the combination of services. 
 
Index Terms—web services, service composition, ant colony 
algorithm, algorithm model,  service matching 

I.   INTRODUCTION 
With the growing maturity of Web services 

technology, more and more stable and easy available 
Web services share in the network. Due to a single 
service can provide limited functionality, how to 
combine Web services shared to become a value-added 
services, how to provide for the more strong service 
capabilities to better meet the needs of users is the urgent 
need to address the problem. Services combination have 
already made a lot of research in a different extent at 
home and abroad, and these researches have promoted 
the development of service composition[1]. Ant colony 
algorithm is another heuristic search algorithm by using 
swarm intelligence to solve combinatorial optimization 
problems after tabu search algorithm, artificial neural 
network algorithm. It has some characteristics, such as 
intelligent search, global optimization, robustness, 
positive feedback, distributed computation, and easy 
integration with other algorithms[2][3]. Therefore, the 
basic ant colony algorithm model modified can be used 
for other combinatorial optimization problems. Based on 
these characteristics, this paper will apply Ant colony 
algorithm to the service composition method to find the 
best Web services to meet user needs. 

II.   NEW SERVICE COMPOSITION MODEL 

A. The definition of service composition 
Service composition problem[4] can be defined as 

follows: 
Supposing Web Service collection is  

…
… …

…

11 1
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n mn

ws ws
WS

ws ws
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ijb ≥ , (1≤i≤n, 1≤j≤n, 

1≤k≤r), among them,  bk
ij is used to describe the ability 

of wsij to provide. Task collection T= {t1, t2, ti, … , tm}, 
tk≥0, （1≤i≤m）, each tk has a certain capability demand 

{ }1 2 ,  ,   ,  l
k k k kB b b b= ⋅⋅⋅ , 

0, (1 ,1 )j
kb k n j l≥ ≤ ≤ ≤ ≤ , when wsij is selected to 

complete the task tj , wsij will obtain the corresponding 
interest ( )jP t .  

B. Algorithm Description 
Defined as follows: suppose m is the number of ant 

colony, dij(i= 1, 2, … , n) expresses additional spending 
of WSi which completes task Tj, such as cost, response 

time； ijΓ  expresses pheromone quantity which ants 
remain accordance with the degree of slack match about 
task Tj and Web service WSi. When ant k(k=1, 2, … , m) 
is in the course of the campaign, the direction of ant 
transfer is decided by WSi pheromone quantity. When 
the ant comes to a node, the node is increased as the 
coalition; Pi

k expresses the probability of ant k choosing 
WSi, that is the probability of ant k choosing WSi to join 
the coalition.  
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(1) 
Among them, kJ  is WS collection which ant k 

doesn’t visited yet. Parameters α and β are used to 
control the familiarity degree and the relative importance 
degree of additional spending. 

( )ij tΓ  expresses pheromone concentration at t（i, j）
time, that is pheromone quantity which ants remain 
accordance with the degree of slack match about task Tj 
and Web service WSi. Then the pheromone 
concentration at t+1 time is: 

(2) 
Amo

ng 
them: ρ  is constant about 0 and 1. It is the relative 

importance of remaining pheromone; k
ij∆Γ  is the 

increment of pheromone concentration when the ant k at 
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time t to t +1 between the route (i, j). Pheromone 
concentration is related with ( )V c  of Web Service in 
corresponding path, and the increment of pheromone 
concentration is proportional to ( )V c . 

In this paper, through ant colony algorithm , the 
optimal solution will be found among Web service 
compositions, so the best combination of services can be 
achieved. 

C. Service Matching Mechanism 
When users propose a number of Web services to 

establish coalition C, the initial ant carries the basic 
information of task ti. We define task ti(Id, TaskName, 
Information, Tneed), among them: Id is the number of 
tasks; TaskName is the name of tasks; Information is the 
basic information which task ti carries match service; 
Tneed is the time limit of completing task. If task ti doesn’t 
find required services within the prescribed time, task 
fails. We has been defined the capacity of the task ti in 
Section 1.1, so Bk expresses the capacity of the task ti. 
According to the value of Bk, we can match the Web 
service collection from task ti. When ants arrive to 
certain WS to find task ti completed, ants can stop 
searching. That demands once ants reach nodes, the 
ability vector of WS is increased. Calculating the current 
ability vector, and judging whether the ability demands is 
complete. If yes, stop searching, else continue routing. 
When the last ant forms task solving coalition and stops 
searching, a cycle ends. 

D. Service Evaluation Mechanisms 
According to the definition of service composition in 

Section Ⅱ , we define a coalition C as a non-empty 
subset of N. Coalition C has an ability vector 

{ }1 2  , ,  , r
c c c cB b b b= ⋅⋅⋅ ,  cB is the sum of all WS ability 

vector in coalition, 
c i

0<i<r
B = B∑ . The requirement of 

coalition C finishing task tj is:  1 i r, i i
j cb b∀ ≤ ≤ ≤ . 

The value of each coalition C is given by characteristic 
function ( )V c . Suppose ( ) 0V c ≥ ,  

( ) ( ) ( ) ( )- -jV c P t F c C c= . Among them, ( )jP t  

expresses the benefits obtained by the completion of 
tasks;  ( )F c  is the cost of coalition members the total 

capacity equivalent ; ( )C c  is the additional cost of 
coalition members cooperating to solve tj, such as 
expenses, reaction time. If coalition C does not satisfy 
the mentioned necessary conditions, ( )V c  is 0, else 

( )V c is positive number【5】. In this process, ( )V c  is 
one of the important standard in choosing and judging 
Web service QoS. It reflects that the task has the capacity 
of completing good and bad in process of the user 
selecting required service. The larger the value of 
coalition ( )V c  ,that more definitely affirmative by the 
user's, the lower cost, the better Qos of service, the 
higher efficiency in completing task, the smaller the 

possibility to refuse to implement tasks of after the 
coalition receive the user makes the demand again [5] [6] 
[7]. When users propose requirement, if the costs which 
Web service completing tasks don’t be considered and 
solution spaces exit in system, then solution can be 
found, but the quality can’t guarantee. If the task of the 
evaluation mechanism are abandoned, then that will lead 
to add to communication number of times, decline the 
whole performance, lower the efficiency of the 
algorithm, and increase user costs. 

III. ALGORITHM REALIZATION 
In the initial, m ants are placed in different nodes 

(services) , and each side is given the pheromone 
amount ijτ  (t) = C, where C is said that constant, that the 
pheromone amount of each path are equal. The first 
element of the tabulist of each ant is assigned to in the 
node (service). When the ants completed a cycle, 
calculating ijτ∆ (t), and updating the amount of 
information each side, then starting a new round of 
circulation. When the circular loop reach preset the 
maximum number of cycles 

maxcN  or when all the ants 
choose the same path approach, the program terminates.  

The pseudo-code of algorithm model program are as 
follows:  

The first step:  
initial parameters: Set t=0,  cN =0, on each side 

ijτ (0)=Bk, and ijτ∆ (0)=0 

initial all ants ktabu  
Repeat until not termination condition 
For k=1 to m do 

   m ants are placed randomly in the n nodes 
(service), capturing the initial pheromone of services;   

The second step:  
Set s=1 (s is the subscript of tabulist) 
For k=1 to m do 
the initial node (service) capacity vector of k-ant are 

placed onto the ktabu (s)  
pheromone part updates;  

The third step: 
Repeat until tabulist is full 
Set s=s+1 
For k=1 to m do 
According to the transition probability k

ijp t（ ）, the 
next step nodes (services) are selected, and k-ant will be 
transferred to the node j (services), and the capacity of 
vector j insert s into ktabu (s) in  

The fourth step:  
For k=1 to m do 
Calculating the current coalition k-ant capacity 

vector kL , judging whether the path through the service 
nodes by the combination of QoS are the best, if yes, set 
this path to the best path;  

Update the pheromone table value; 
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The fifth step:  
Calculating each side ijτ (t+n) 
Set t=t+n 
Set cN = cN +1 

The sixth step:  
If( cN <

maxcN ) and(not all ants choose the 
same path) 

Then empty other service node records from the 
start node to node traversed circulates, clear all the 
tabulist 

Go to the second step 
Output the shortest path 
Termination of the program 

Algorithm flow chart shown in Figure 1. 

IV. CONCLUSION  
This paper applies ant colony algorithm to services 

composition, based on the superiority of ant colony 
algorithm in solving to the coalition generating problem. 
The paper establishes the corresponding algorithm 
model, gives the service matching mechanism, makes ant 
colony algorithm which is applied to service composition 
problems possible. While the corresponding evaluation 
mechanism is given, service quality has also standard  
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Abstract—Currently, the implementation of WEB 
caching is mostly based on traditional cache updating 
algorithms. However, due to the diversity of the WEB 
traffic pattern, the traditional algorithm s for cache 
updating can not be used in WEB environment 
effectively. Literature (F.Bonchi,2001) provides a 
Web updating algorithms based on Decision Trees, in 
this paper, we provide a web policy, based on 
Genetically Evolved Decision Trees, the result of 
experiment indicates this policy improves the 
updating efficiency of the Web pages. 

Index Terms—Wed data mining; Web caching; 
Decision trees; Replacement algorithms; C4.5; 
GATree 

I.  INTRODUCTION 
The rapid expansion of the World Wide Web has 

resulted in major network traffic and congestion. Web 
data circulation has been almost doubling every six 
months, and despite efforts for capacity increases 
demands aren’t always kept up . Improving response 
times and access latencies for clients became a quite 
important and challenging issue. Web caching has been 
proposed as a technique to reduce both the Internet traffic 
and the access times for (frequently) requested objects. 
Many of the Web caching aspects are originated from the 
caching idea implemented in various computer and 
network systems and web caching introduces new issues 
in Web objects management and retrieval across the 
network. The overall process of accessing data is no 
longer dependent on the client/server interaction. A client 
requests object(s) residing at a server, but instead of 
accessing the specified server, its local storage media is 
checked first. If the requested data resides in local cache 
is withdrawn from there with no extra network access 
cost, otherwise the original server needs to be contacted. 
Web Caches are implemented such that information will 
reside closer to user(s) since clients retain a local cache 
for Web objects storage. Therefore, both the load of the 
origin servers and the network traffic reduces, since upon 
requesting Web objects the clients can access their local 
cache instead of fetching the data from their original 
server. In this paper, the problem of supporting effective 
Web object caching is addressed and certain evolutionary 
techniques are proposed. 

LRU(least recently used) is the most widely used 
important replacement algorithm ever developed for main 
memory and disk caching. LRU exploits temporal 

locality of reference, keeping the recently used while 
dropping the least recently used objects. LRU is simple to 
implement, robust and effective in paging scenarios. 
However, LRU is not suitable for web caching because it 
focuses on the recently used and equal size objects. Web 
caching is on the basis of documents that vary 
dramatically in size. Moreover, the recently accessed data 
may be just temporarily referenced.  

Another replacement algorithm (named s2) based on 
C4.5 achieves higher performance than the conventional 
LRU(F.Bonchi,2001). In this article, we proposed a new 
web caching policy (named S2.1), which is compared 
with C4.5 and GATree, to improve the performance for 
web caching. 

II. C4.5 ALGORITHM AND GATREE 
ID3 is a well-known machine learning algorithm, 

representing decision-tree-based method in inductive 
learning. ID3 and the later algorithm C4.5 are both top-
down learning algorithm which come from development 
of Concept Learning System (CLS) of Hunt by Quinlan. 
Through learning a group of training data, a decision tree 
structure knowledge representation was constructed. By 
Comparing the attribute value of the internal node in 
decision tree and judging the following down branches of 
a node according to different attribute value, the 
conclusion has come out at the leaf node of the decision 
tree, So a path from the root to leaf nodes corresponds to 
a decision rule, the whole decision tree corresponding to 
a group of disjunctive expression rules. The greatest 
advantage of decision-tree-based learning algorithm is 
that it does not require the user to understand a lot of 
background knowledge in the learning process. Such as 
long as the training data can be found expression in 
attribute-conclusion, we can use this algorithm to learn.  

C4.5 algorithm is an improvement over ID3 algorithm, 
inheriting all the advantages of ID3 algorithm. For 
example, C4.5 also adopted the "window" concept. We 
can construct a decision tree using part of cases at first, 
then test and adjust it by using the remaining cases. C4.5 
algorithm can handle continuous-valued types of attribute, 
it can classify the attribute set to equivalence classes, and 
the attribute values in the same class will come on the 
same branch in judgments. Coupled with simple, efficient, 
reliable, C4.5 algorithm becomes more significant in the 
inductive learning. There are also some inadequate about 
C4.5 algorithm. First, C4.5 uses the divide and conquers 
strategy, and local optimal algorithms in the internal 
nodes of the tree. Therefore it received the final results 
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despite high accuracy, but still can not reach the global 
optimum results. Secondly, the evaluation of the decision 
tree in C4.5 is mainly based on the error rate, not 
consider the depth of the tree, the number of nodes. 
However, the average depth of the tree directly 
corresponds with the forecast rate of the decision tree, 
and the number of nodes of the tree represents the size of 
the tree. Thirdly, because the evaluation of the decision 
tree is acquired with the structure at the same time, it 
would be hard to adjust the structure and content of the 
tree, when it is constructed. The improvement of the 
decision tree is very difficult. In addition, the 
classification of attribute value in C4.5 must test each 
node, and does not have a mechanism for the use of 
heuristic search, so is less efficient.  

GATree algorithm is an optimization Decision Tree 
Algorithm on the basis of the genetic algorithm. We 
know that the groups search strategy and the information 
exchanging among individuals are the two major 
characteristics of genetic algorithms, mainly with the 
performance at the global optimum performance and 
potential parallelism. As in the process of the tree 
structure C4.5 does not necessarily get the optimal 
decision tree, although the results of genetic algorithms 
and evolutionary theory can not be guaranteed the 
theoretical optimal decision tree, but it provides a method 
can be tried. Due to the survival of the fittest, it makes 
the more adaptable decision tree to retain as far as 
possible, and it makes the more adaptable decision tree 
appeared in the process of evolution as a result of 
offering the adjustment and reorganization of the 
mechanism of the decision tree.  

The shape and the number of nodes of the decision tree 
may be greatly different in different individuals. Also, 
because the number of attributes and attribute values are 
no restrictions on the number of the amount, a fixed-
length strings to decision tree is not appropriate.  

We use GATree representation to build a population of 
minimal binary decision trees (trees that consist from one 
node and two leaves). Every decision node has a random 
chosen value as its installed test. This is done in two steps. 
First we choose a random attribute. Then, if that attribute 
is nominal we randomly choose one of its possible values; 
if it is continuous we randomly pick an integer value 
belonging to its min-max range. This approach reduces 
the size of the search space and it is straightforward. Still, 
it has problems with real-valued attributes; for this work 

we concentrated on nominal attributes. Leaves are 

populated using the same line of thought; we just pick a 
random class from the ones available. 

The basic form of the proposed algorithm introduces 
minimum changes to the mutation-crossover operators. 
Mutation chooses a random node of a desired tree and it 
replaces that node’s test-value with a new random chosen 
value. When the random node is a leaf, it replaces the 
installed class with a new random chosen class (Figure 1). 

The crossover operator chooses two random nodes and 
just swaps those nodes’ sub-trees. Since predicted values 
rest only on leaves, the crossover operator does not affect 
tree’s coherence (Figure 2).  

Payoff function: 

xsize
xssfiedcorrectClatreepayoff
i

ii +
∗= 2

2)(  

Table 1. C4.5 compared with the GATree algorithm 

 Accuracy Size 

C4.5 OneR GATree C4.5 GATr
ee 

Colic 83.84±3.41 81.37±5.36 85.01±4.55 27.4 5.84 
Heart-
Statlog 74.44±3.56 76.3±3.04 77.48±3.07 39.4 8.28 

Diabetes 66.27±3.71 63.27±2.59 63.97±3.71 140.6 6.6 

Credit 83.77±2.93 86.81±4.45 86.81±4 57.8 3 

Hepatitis 77.42±6.84 84.52±6.2 80.46±5.39 19.8 5.56 

Iris 92±2.98 94.67±3.8 93.8±4.02 9.6 7.48 

Labor 85.26±7.98 72.73±14.37 87.27±7.24 8.6 8.72 

Lymph 65.52±14.63 74.14±7.18 75.24±10.69 28.2 7.96 
Breast-
Cancer 71.93±5.11 68.17±7.93 71.03±8.34 35.4 6.68 

Zoo 90±7.91 43.8±10.47 82.4±4.02 17 10.12 

Vote 96.09±3.86 95.63±4.33 53.48±4.33 11 3 

Glass 55.24±7.49 43.19±4.33 53.48±4.33 60.2 8.98 
Balance-

Scale 78.24±4.4 59.68±4.4 71.15±6.47 106.6 8.92 

AVERAGES 78.46 72.64 78.75 43.2 7.01 

 
GATree was able to produce the most accurate results 

(Table 1) even though the difference with C4.5 is not 
significant. However, those results were accompanied by 
extremely small decision trees (C4.5 produced six times 
bigger trees on average). 

III. S2.1 REPLACEMENT STRATEGY 
As mentioned above, C4.5 produces good accurate 

results but with unnecessarily big trees. So we take 

New Test Value

Mutation Node

Mutation 
Leaf Node

New Class  
Figure 1. Example of the mutation operation 

Selected Node

Selected Node

 
Figure 2. Example of Crossover operation 
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GATree as the classifier algorithm in S2 to improve the 
performance for the web caching. 

A. log data preprocessing 
Define abbreviations and acronyms the first time they 

are used in the text, even after they have been defined in 
the abstract. Abbreviations such as IEEE, SI, MKS, CGS, 
sc, dc, and rms do not have to be defined. Do not use 
abbreviations in the title or heads unless they are 
unavoidable. 

Common log file format standard  
216.140.123.22 - - [31/May/2003: 05:54:15 +0400] 

"GET / img/logo.gif HTTP/1.0" 304 1164 
216.140.123.22 is the host; 
[31/May/2003: 05:54:15 +0400] is the timestamp; 
"GET / img / logo.gif HTTP/1.0" is the requests; 

Thereinto, "GET" is HTTP method, "/ img / logo.gif" is 
the requested address (URL), "HTTP/1.0" is the HTTP 
protocol. 

304 is the HTTP response code;  
1164 is the response bytes. 
According to S2 algorithm, there are defined as 

follows: 
Ndir – the number of URL directory layers; in the 

cases should be 1; 
FirstDir - the first directory layer of URL, in the cases 

should be "img"; 
NextAccess - the total request of the same URL before 

the next visit; 
FileExt - the request URL document file name suffix, 

in the cases should be "gif"; 
Hour - request moment, in the cases should be 5; 
Size – the number of bytes response to client; in the 

cases should be 1164. 
According HTTP1.1 protocol(L.Masinter,et al.,1999), 

the URL can be used as cache file should be: HTTP 
method must be "GET", HTTP response code must be 200, 
and the request URL does not contain any parameters (ie 
the URL does not contain "?"). 

B. GATree Algorithm 
The definition of classification according to the cache 

size as follows: 
Cache (s) - the Web cache system with the size of s; 
AvgDSize (s) - the average file size in the Web cache; 
Tertile (t, s), t ∈ {1,2,3} - the file number for the 

cache storage state of t * 33.3%; 
Max (s) – the number of individual when cache is 

full,; 
Class0 - NextAccess ∈ (1, Tertile (1, s)); 
Class1 - NextAccess ∈ (1, s), Tertile (2, s)); 
Class2 - NextAccess ∈ (Tertile (2, s), Tertile (3, s)); 
Class3 - NextAccess ∈ (Tertile (3, s), Max (s)); 
Ndir, FirstDir, NextAccess, FileExt, Hour, and Size 

are observation attributes of the GATree algorithm. 

C. weight distribution 
The weight distribution of LRU replacement strategy 

as follows: 
WLRU (Ei) = j (j is the visit time for the file Ei) 

The weight distribution of S2.1 replacement strategy as 
follows: 

WS2.1 (Ei) = j + α (c) * AvgDsize (s) / Ei.size; c ∈) 
(0,1,2,3; 
c is the category which file Ei belong to according to 
GATree algorithm. 
Α (3) = Max (s); 
Α (c +1) = 2 α (c); 
Ei.size is the size of file Ei 

D. Performance Test 
We will use Berkeley Web log (Berkeley,2007) as a 

test data, simulator test results are shown in Figure 3. 
 
 

 

 
 

Figure 3. Comparing experiment with Berkeley log 
 

IV. CONCLUSION 

According to the results of the experiment: First, with 
the same size cache, S2.1 algorithm has higher hit rate 
than S2 algorithm, and even with the same hit rate, S2.1 
algorithm is in responses to the client URL request faster 
than S2 algorithm, because of the decision tree of GATree 
algorithm is far smaller than C4.5 algorithm.  

A basic drawback of GAs, when processing bit logs, 
GATree is tardiness, as mentioned in the literature 
(Athanasios Papagelis,2002). So S2.1 replacement 
strategy can only change decision tree of the system in the 
short-term, not adapt to online learning, it would be more 
suited to the Web server cache system, but not proxy 
server system. 
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Abstract—Through analyzing and researching the 
characteristic of the digital meter image, a preprocessing 
approach for digital meter reading based on computer 
vision is presented. Firstly, the digital meter image was 
filtered by enhanced homomorphic filter. Then, the image 
was binarized with Otsu’s method and rotated with the 
Cartesian moments. Finally, the image was segmented into 
several sub-blocks, each of which contains a single character. 
The experimental results show the effectiveness of our 
method for digital meter image under uneven illumination. 

Index Terms—computer vision; image preprocessing; 
enhanced homomorphic filtering; digital meter;  

I. INTRODUCTION  
In recent years, the digital meter is used in variety 

industrial measurement and control applications for higher 
accuracy, easier manipulation and multifunctional[1]. 
Though the interface for wireless communication is found 
in some high-grade digital meter, in some circumstances 
such as scientific experiment, measurement controlling, 
power meter reading[2] etc, the measurement results still 
need manual reading. Those results would be inputted into 
the computer for the post processing from the record 
sheet. This is a time-consuming, ineffective and low 
accuracy method, so people try to find a way to read the 
results from the meter automatically. The automatic meter 
reading system based on computer vision is one of the 
solutions.  

The digital meter automatic meter reading (AMR) 
process, show in Fig.1, consists of three main parts: meter 
image capturing, meter image preprocessing and meter 
recognition. 

 

Figure 1.  The framework of digital meter reading based on computer 

vision 

 

Figure 2.  The flowchart of digital meter preprocesing procedure 

And the meter image preprocessing procedure, as shown 
in Fig.2, includes homomorphic filtering, binarization, 
rotating correction and segmentation. In the AMR system, 
image preprocessing plays a vital role. The quality of 
image preprocessing directly affects the overall 
performance of the recognition method. The digital meter, 
generally, shows the measurement results (include 
characters and Arabic numerals, we also call it foreground 
area) in the liquid crystal display (LCD). The foreground 
area is showed in black or other dark color and the 
background area is showed in light color. Because of the 
unique displaying feature, the background area of LCD is 
highly sensitive to uneven illumination. So in some meter 
gray-scale images the gray level of the background area is 
very close to the foreground area. If we binaries with the 
simple global binarization method, the low gray level 
background area would be classified as the foreground 
area. In this paper, we present a novel preprocessing 
algorithm for digital meter value recognition. This method 
could obviously eliminate the interfering of the external 
uneven illumination to the digital meter image.  

The rest of this paper is organized as follows: section 
Ⅱ  introduce the proposed enhanced Homomorphic 
filtering algorithm. Section Ⅲ  briefly describes the 
binarization method, the rotating correction method and 
the segmentation algorithm. The experimental results are 
shown in section Ⅳ and conclusions are given in section 
Ⅴ. 

II. ENHANCED HOMOMORPHIC FILTERING  

A. Illumination-reflectance Image Model. 
According to the illumination-reflectance image model 

theory, an image of a certain object is usually formed by 
the light illuminating the object and the light reflected by 
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the object. These two factors are called illumination 
component and reflectance component, separately[3].  

The nature of illumination component is determined 
by the properties of light source, the value of illumination 
component is non-zeros and infinite. The reflectance 
component is determined by the optical properties of the 
object, the value of illumination was restricted between 0 
and 1. Illumination component ),( yxi  and reflectance 
component ),( yxr   are forming the resulting image 

),( yxf  of an object by a multiplicative relationship[4]: 

  ( , ) ( , ) ( , )    (1)f x y i x y r x y= ∗  

B. Homomorphic filtering 
The homomorphic filter is an approach in the 

frequency domain based on the illumination-reflectance 
image model. It is thought that the illumination 
component has slow spatial variation, which is 
characterized as the low frequency component, and the 
reflectance component usually arouse the sudden 
variation in the spatial domain, which represents the 
higher frequency component.  

{ ( , )} { ( , )} { ( , )}    (2)F f x y F i x y F r x y= ∗  

As shown in (2), in the two dimensional Fourier 
transform of the image, the illumination component and 
the reflectance component could not be separated directly. 
But if we calculate the natural logarithm of the image 
before the Fourier transform, this problem could be 
solved: 

   
{ln( ( , ))} {ln( ( , ))} {ln( ( , ))}    (3)F f x y F i x y F r x y= +

 

After that the image could be operated with different 
frequency domain treatment by the filter H: 

( , ) ( , ) ( , ) ( , ) ( , )    (4)i rZ u v F u v H u v F u v H u v= +
 

Where Z, Fi and Fr are the Fourier transform 
of ln f , ln i  and ln r , and (u, v) is the coordinates in the 
frequency domain.  

If high-pass filter is used, the reflectance component 
would be preserved and the illumination component 
would be eliminated. After inverse Fourier transform and 
exponential transform, we could get the final result.  

1( , ) { ( , )}( , )   (5)z x y F Z u vg x y e e
−

= =  

  The expression of an improved Gaussian high-pass 
filter used for homomorphic filtering is shown in (6): 

2 2
0( ( , ) / )( , ) ( )[1 ]    (6)D u v D

H L LH u v eγ γ γ−= − − +
 

     Where 
Hγ and

Lγ determine the maximum and 

minimum value of the filter, respectively. 
0D  is the 

image center in the frequency domain, ( , )D u v is the 
distance between coordinate (u, v) to 

0D . 

C. Enhenced Homomorphic filtering 
As mentioned above, the reflectance component 

usually describes the detail of the object in image and the 
illumination component represent the illumination of 
external light resource. So the homomorphic filtering 
based on high-pass filter could be used to eliminate the 
uneven illumination.  

But when applying the traditional homomorphic filter 
to the digital meter image, the attenuation of low-
frequency component of the image would greatly 
decrease the light intensity of the background. The 
contrast between the background and foreground would 
be weaken. In order to overcome this problem, we 
proposed the enhanced homomorphic filtering method. 
The basic thought of the enhancement is that finding a 
way to avoid or compensate the decrease of the light 
intensity which is appeared after the homomorphic 
filtering. 

The enhanced homomorphic filtering approach is 
described below: 
      Step 1:  Convert the grayscale image ( , )f x y from 

0~255 to 0~1; 
      Step 2:  Add 1 to every pixels of the image:    

 ( , ) ( , ) 1    (7)f x y f x y= +  
      Step 3: Implement the homomorphic filtering with (3) 

and (4) and the parameter 
Hγ and

Lγ , 
separately, are 4 and 0.5 in this paper; 

      Step 4:   Add a parameter to the inverse Fourier 
transform result: 
 

1( , ) { ( , )} *      (8)z x y F Z u v k µ−= +  
Where µ is the mean value of the imputed image and 

k is a constant factor which is -0.009 in this paper. 
Step 5: Get the final result ( , )g x y  after calculating 

the exponential result of ( , )z x y . 
 

III. BINARIZATION, ROTATING CORRECTION & 
SEGMENTATION  

A. Binarization 
       After being filtered, the image needs to be binarized. 
As is known to all, there are two way to get the threshold 
for binarization: local threshold method and global 
threshold method. The Otsu method is a popular global 
threshold method. It classified the image into two classes: 
the target and the background. 
       Suppose the gray-scale range of the image is 
{0,1,……，L-1}, and threshold is T. The mean of whole 
image isµ  . The pixel amount of the target is 

0 ( )Tω , the 
mean of the target is 

0 ( )Tµ . The pixel amount and the 
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mean of the background are 
1( )Tω and 

1( )Tσ . The 
formula of variance between the two clusters is as 
follows: 
       

2 2
0 0 0 0(T)= (T)( (T)- ) + (T)( (T)- )   (9)bσ ω µ µ ω µ µ

 
        When ( )b Tσ is arriving the maximum value, the 
optimal threshold is gotten.  

B. Rotating Correction 
The Cartesian moment is a kind of invariant moment. 

The moment features of the Cartesian moment is 
unchanged when the object is translated, rotated, 
scaled[5]. It could calculate the angle of rotation 
automatically, so the Cartesian moment is selected as our 
rotating correction method.   

Suppose ( , )f x y is the gray distribution density 
function of an image. The two-dimensional (p + q)th order 
Cartesian moments of a density distribution function 

( , )f x y  are defined in terms of Riemann integrals as: 

1 1

0 0

( , )    (10)
M N

p q
pq

y x

m x y f x y
− −

= =

= ∑ ∑         

Where M is the height and N is the width of the image. 
One order Cartesian moment represents the centroid of the 
image. 
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x =     
00
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y =           …… (11) 

The central moments of an image as follow: 
1 1

0 0
( ) ( ) ( , )      (12)

M N
p q

pq
y x

x x y y f x yµ
− −

= =

= − −∑ ∑
 

Two order central moments represents the direction 
feature of image. Assuming the maximal and minimal two 
order moments of the image as the principal axes, and 
then the direction of the principal axes can denote as 
follow: 

1 11

20 02

21 tan ( )     (13)
2

µϕ
µ µ

−=
−

             

 
Figure 3.  The rotated image and it’s VPM 

C. Segmentation 
Segmentation is the last preprocessing steps. The 

vertical projection map(VPM) is applied in this step. The 
VPM could describe the texture distribution of the image. 
Through counting black pixels of the image in the 
vertical direction, the VPM, shown in Fig.3, would 
appear one or two peaks in the character area and appear 
a valley in the blank area. So according to the distribution 
of the peaks and the valleys, the digital image could be 
divided into several sub-blocks and each block only 
contains a single character.  

IV. EXPERIMENTAL RESULTS 

In this section, we present a digital meter image as 
the experimental example and illustrate the entire 
preprocessing.  

 

Figure 4.  The test image and the results of each step of the 
prerprocessing 

As shown in Fig.4, Fig.4(a) is the original gray-scale 
image. Because of the external illumination, the left side 
of the image is darker than the right side; Fig.4(b)and 
Fig.4(c) are results of traditional homomorphic filtering 
approach and Otsu binarization method, after 
homomorphic filtering, the intensity of the background is 



 

 311

so close to the foreground that the binarization method 
could not provide a reasonable threshold. Fig.4(d) and 
Fig.4(e) is the result of proposed enhanced homomorphic 
filtering method and its binarization result. We can see 
that the proposed method compensate the decrease of the 
intensity of the background, so the foreground and 
background are classified correctly. Fig4.(f) is the 
rotating correction result with the Cartesian moment. 
Fig.4(f) and Fig.4(g) are the vertical projection map and 
the segmentation result of the image, respectively. 

V. CONCLUSION 
         In this paper, we present a novel preprocessing 
approach for digital meter reading based on computer 
vision. The proposed preprocessing approach includes 
enhanced homomorphic filtering, binarization, rotating 
correction and segmentation. The proposed enhanced 
homomorphic filtering algorithm could eliminate the 
interference of the uneven illumination and avoid the 
decrease of intensity of the background area. The 
Cartesian moments provides a simple and accurate 
rotating correction method. As a result, we believe that 
our method is an attractive alternative to currently 
available methods for digital meter image preprocessing. 
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Abstract—The chirped fiber grating was modeled with new 
apodization function. The reflection characteristics of the 
grating was analyzed. When the new apodization is applied 
to it, the fiber grating exhibits a flattop spectrum with steep 
edges and high reflectivity. The bandwidth utilization 
defined as the ratio of -1:-30 could be achieved a larger 
value(>0.90).  
 
Index terms—fiber grating; sinusoidal apodization 
function;linearly chirped 

I.  INTRODUCTION 

Fiber Bragg grating (FBG) is a passive component 
which is easy to produce, low-cost and of superior 
performance. It has developed into a critical component 
for many applications in optical communication systems 
and optical sensors systems [1-6]. FBG can be used as 
optical filters [7-8], gain-flattening filters [9], feedback 
mirrors in fiber lasers [10] and dispersion compensator 
[11-12]. 

Fiber gratings with ideal box spectra are rapidly 
becoming critical apparatus in dense wavelength division 
multiplexed communications system. In order to achieve 
high bandwidth utilization, several methods are 
presented. Through a periodic sinusoidal modulation of 
the refractive index profile in fiber Bragg gratings, 
Ibsen[13] reported gratings with multiple equally spaced 
and identical wavelength channels. Based the design of a 
grating period variation adapted to apodization function, 
Carballar[14] obtained the ideal box spectrum. Sinusoidal 
chirps of grating periods are introduced by Zhang to 
improve their performance as dispersion compensators 
and multi-channel filters [15]. Based on the outer 
cladding being etched as hyperbolic function, the 
reflection spectra of fiber gratings will be steep edges, 
flattop, high reflectivity and low side lobe when the 
grating is held under the tension [16].  

In this paper the linearly chirped fiber Bragg grating 
with a new apodization function is proposed and 
numerically characterized. The new apodization function 
various along the z axis is not humdrum and the 
reflection spectra of grating is steep edges, flattop, high 
reflectivity and low side lobe.. 

II.  DISCUSS AND RESULTS 

 The new apodization function various along the z axis 
can be expressed as 

( ) ⎟
⎠
⎞

⎜
⎝
⎛+−=

L
zggzf π2sin1                                     (1) 

Where L  is the grating length and g  is apodization 
factor, 5.00 ≤≤ g .  

The refractive index profile along the propagation 
direction (z) that originates the fiber grating perturbation 
can be described by  

⎥
⎦

⎤
⎢
⎣

⎡
⎟
⎠
⎞

⎜
⎝
⎛
Λ

++= zvznnzn πδ 2cos1)()( 0
                             (2) 

where 0n  is the refractive index of the fiber core, v  is 

the fringe visibility, )()( znfzn δδ = and Λ  is the 
grating period  

( )zc00 1+Λ=Λ                                                          (3) 

Where 0Λ is the initial grating period and  0c  is the 
linearly chirped modulus. 

In this paper we take the method of piecewise uniform 
approach to calculate the reflection spectra. This method 
is simple to implement, almost always sufficiently, 
accurate, and generally the fastest. 

Firstly, we calculated the reflection spectrum of the 
grating with the grating parameters are: 

cm8.9=L ， 003.0=nδ ， mµ530.00 =Λ , 
cmnm /91.2c0 = and the apodization factor 3.0=g . 

The reflection spectrum is illustrated in Fig.1. The 
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Fig. 1 Reflection spectrum of the fiber grating with new apodization 
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reflection spectrum of this grating approximates an ideal 
box spectrum, whose side lobe is less than -30dB. The 
parameter that evaluates the spectrum’s steepness at the 
band edges is BWU, which was defined as the ratio of the 
bandwidths at -1 and -30dB [15]. The larger the BWU is, 
the steeper the reflection spectrum is. For comparison we 
also calculate the reflection spectrum of  grating with 
Gauss apodization function, which is illustrated in Fig.2. 
By comparing we note that the BWU of the grating with 
new apodization is larger than that with Gauss 
apodization. The BWU of the former is 0.9907 and the 
BWU of the latteris only 0.6307. 

Secondly, we computed the value of BWU when the 
apodization factor takes different value, which is 
illustrated in Fig.3. The parameters of the fiber Bragg 
grating are 5357.0=Λ , cmL 1.8=  , 0002.0=nδ  
and cmnmc /6.10 = . This figure shows that the value 
of BWU will  decreased smaller with the apodization 
factor g creasing when g  is changed near the zero. 
However, when g  is changed near the value 0.5, the 
changed value of BWU is great with the value of g 
creasing. This is can be explained  that: there is a phase 
shift in the fiber grating when the g is near the value of 
0.5. So, a transmission extent will appear in the reflection 
spectrum and the value of BWU will decreased rapidly, 
which is illustrated in Fig.4. 

Ⅲ CONCLUSION 

As a conclusion, a new apodization function is 
introduced to improve the performance of chirped fiber 
Bragg gratings. When the new apodization is applied to it, 
the fiber grating exhibits a flattop spectrum with steep 
edges and high reflectivity. The bandwidth utilization 
defined as the ratio of -1:-30 could be achieved a larger 
value(>0.90). 
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Abstract—Based on former related studies of intrusion 
detection, constructing intrusion detection system 
according to UWB area network denial-of-service attack, 
and use network nodes to build intelligent network 
according to UWB network denial-of-service attack, at the 
MAC layer; and design UWB network denial-of-service 
attack defense system. Use the collaboration between them 
to complete detection of intrusion behavior. Use 
multi-agent technology as intrusion detection engine, 
which is based on network, and forecast the likelihood of 
attack, and finally complete the work of testing safety 
protection. 

Index Terms—UWB; agen; area network; Channel 

attacks 

I.  INTRODUCTION 
The birth of Ultra-bandwidth (UWB) technology 

realizes the UWB within short distances, and 
high-speed data transmission. It will bring low power 
consumption and Ultra-bandwidth with relatively 
simple wireless communication technology, to wireless 
LAN and personal area network PAN interface and 
access technology.  

UWB can transmit  information with very high data 
rate (such as 480Mbit/s) and very low power(such 
as200µW), within limit, and that is much better than the 
bluetooth. The data rate of Bluetooth is 1 Mbit/s, and its 
power is 1mW. In wireless area network application, a 
manipulator can recognize and communicate with each 
other with limited space, computer, printer, PDA and 
camer, which will eliminate mixed wiring in office. In 
personal space, all sorts of intelligent wireless devices 
with optional increase or decrease, communicate in the 
air. [1] UWB can provide fast  wireless peripherals 
visit to transmit photos, documents, and videos. At the 
same time, through UWB, you may conveniently 
download, at home and office, the content in video 
cameras to PC for edit, and then send them toTV for 
browse, wirelessly; and easily realize personal digital 
assistant (PDA), phones and PC data synchronization, 
load game and audio/video files to PDA; and delivery 
of audio files between MP3 player and multimedia PC, 
etc. [2] 
In UWB network, there are no fixed infrastructures like 

base station or mobile exchange center. Those mobile 
nodes can realize mutual communication through 
wireless connection, and for those distant nodes they can  

rely on other nodes as routing to forward messages. 
Because of its open properties, wireless network is very 
easily to be attacked [3]. The attacker using hardware 
and software of the wireless network to access network 
information, which is a big threat to information 
security of the units and departments; and preventing 
UWB area network intrusion behavior is a new field of 
network security. 

II.  SECURITY OF UWB PERSONAL AREA NETWORK 

A. The network security questiones of UWB  mainly 
include: 

1) The information in UWB personal area network 
can transport through the open radio channel of limited 
bandwidth, and the intruder can directly monitor 
information without visit to physical link; UWB 
network has no control center, and malicious nodes can 
join the network easily and know the position of the 
node in the target routing by sending routing and 
location information to unauthorized node in network; 
mobile nodes that lack safety protection mechanism are 
easy to be captured [4]. 

2) Mobile node can move freely without being 
restricted, and in the UWB network routing protocol, 
mobile nodes establish communication between the 
source node and destination node through exchanging 
network topology information, and there is no distinct 
difference between normal nodes and malicious nodes, 
and malicious node can enter the network. through false 
routing information.  

3) UWB network has no fixed infrastructure,and 
malicious nodes can eavesdrop and modify business in 
wireless channel by disguised as a normal node. 

 
Figure 1.  UWB domain net 
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The inherent characteristics of UWB network and 
security vulnerabilities will cause more internal network 
attack. And the attacks can be divided into initiative 
attacks and negative attacks. Negative attacks do not 
interfere with any service, its purpose is to steal 
information. initiative attack is to change 
communication data actively, aimed at increasing 
burden to network, damage the operation or make  this 
node lose contact with its neighbouring nodes to make it 
cannot use network service effectively. 

B. Channel attacks 
Channel attack is a serious attack against UWB 

network routing protocols, especially for those defensive 
routing protocols, and it build a private channel between 
two malicious nodes; the attacker records data or 
position information and transfer steal information to 
another location through this private channel.  

Since malicious nodes connect through a private 
network rather than a normal one, it is also called as 
channel attack. Because the distance of private channel 
is longer than single wireless transmission range, so the  
packet can arrive goal node earlier by private channel 
than by normal multi-path transmission. Now it seems 
that channel is beneficial rather than harmful because it 
can make packet arrive goal node as soon as possible. 
However, if the channel attacker not transfer all packets 
faithfully, but intentionally transfer parts of them, such 
as control information packets, or doctor content in 
packets, then it  will cause the packet loss or 
destruction of the packet. At the same time as channel 
can cause false path  shorter  than the actual path, so 
will disturb routing mechanism rely on distance 
information between the nodes, resulting failure of 
routing discovery. 

Channel is very difficult to test because the path it 
used to convey information is not usually part of the 
actual network; and it is also very dangerous, for they 
can make damage without knowing used agreement or 
service provided by network . 

Figure 2 shows how channel attacks. Among them, S 
means the source node, W means destination node, M, 
N  means malicious node, and A, B say intermediate 
node. When node M receives RREQ , channel will 
deliver it  to node N. When the node N  receives 
RREQ, it  deliver RREQ node W.It seems that the 
delivery of packets through node s, M and N. Node N 
deliver RREP the same way to node M through channel. 
So, node M, N false claim that there exist a path 
between them, thus deceive node S choose path M, N  
(because it is the shortest path),. The channel speed 
between attackers should be faster than that of  the 
reasonable nodes, so the speed of deliver packets  
through channel is faster than other paths. If the attacker 
using this channel fairiy and reliable it will not cause 
harm, the attacker is actually provide a more effective 
way of Internet connection. However, if the channel 
attacker does not  faithfully deliver all packets, but 
intentionally deliver parts, such as only transfer control 
information packets or doctor content of the packets, 
then will cause loss or destruction of the packets. At the 

same time as channel can cause false path which is 
shorter than actual path, so it will disturb routing 
mechanism which rely on distance information between 
nodes, and cause failure of discovery process of routing.  

III.  UWB NETWORK MAC LAYER DENIAL-OF-SERVICE 
ATTACK 

Against features of UWB network MAC layer 
denial-of-service attack, construct a intrusion detection 
system based on neural network and agent, which build 
nodes by each network node, and use the collaboration 
between them to  complete intrusion detection. 
According to abnormal behavior or abnormal resources 
situation of UWB equipment judge whether attack 
activities occur. The key of anomaly detection lies in 
how  agents exist as complete intrusion detection 
system. 

In UWB network there are two types of denial of 
service attacks: UWBMAC layer attack and UWB 
network layer attack. There are mainly two methods to 
implement denial of service attacks in UWBMAC layer: 

1) Block wireless UWB channel used by goal node 
equipment in UWB network,and cause goal node 
equipment in UWB network out of use. 

2) Use target nodes in UWB network as a bridge 
and let it continuously relay invalid data frames to 
exhaust available resources of goal node equipment in 
UWB network.  

In one UWB area network, lots of agents can be 
constructed, and agents can get data directly or through 
filter; Each agent in physical equipment will deliver the 
cases they find and related data to transceiver. Each 
physical equipment has only one transceiver in 
operation, and it monitor all operation conditions of 
agents in the machine, including start and stop, and it 
can convey configuration orders to agents, and can also 
process data from agent; The transceiver will report data 
summaried by itself to one or more monitors. Each 
monitor manage operations of lots of transceivers, and 
monitor can see data within the whole network, so it can 
carry out  high-level related checks, and then detect 
intrusions related to several machines; it also can 
organize monitors according to level, which means some 
monitors will report to upper monitor or one transceiver 
report to lots of monitors , so can provide data 
redundancy and avoid single point fault. But no matter 
how to divide the levels,finally,there must be a monitor 
to provide information to the end user by using user 

 

Figure 2.  Channel attacks 
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interface, and provide users with a control interface 
through thisinterface.  

IV.  DESCRIPTION OF RESOLUTION ALGORITHM OF 
ATTACK DETECTION  

Restricted detection should be made in connection 
stage, and avoid the occurrence of attack from the 
source. This paper designs the following detecting steps 
against UWBMAC layer denial-of-service attack in 
connection stage. 

Step1: In initialization phase of the system, mainly 
execute a series of routine examination, reading system 
security logs, etc, and then begin to monitor each node 
in UWB network, and start registration and analysis of  
security log. 

Step2: When a new connection requests occur, the 
system will check whether the current system resources  
are available. System resources refers to indexes to 
ensurethe system operating safely, including identity of 
system user, competence, Local space, memory space 
condition, and the protocol configuration, etc. If the 
current system resources are available, then make the 
next step, otherwise, to step 13. 

Step3: Detect if users are authorized. If the user is not 
authorized, continue to the next step, otherwise, jump to 
step 15. 

Step4: Detect if it is first connection requests. If it is 
the first connection requests, continue to the next step, 
otherwise, jump to  step15. 

Step5: Setting address signs for the target address 
Step6: Acquiring related connection information, 

Including the identity of the nodes in the UWB network, 
ask for connection type, use agreement, and UWBMAC 
address, all key information related to the connection. 

Step7: Judge whether this MAC address is in agent 
information sheet. 

Step8: Check whether warnings have been sent, if it 
have been sent then update threshold of this address in 
the address sheet, and removed   attack number 
increase. At the same time, jump to step 4. 

Step9: Read feature model and parameter thresholds 
from the eigenvalue model and parameter threshold 
database. Feature model  and threshold parameter 
library store thresholds of each parameter that connected 
with connection (such as limit number of connection 
requests from or arrive mobile node of MAC address, 
etc), and summary feature model of denial of service 
attack according to former transfer mode. This feature 
model has learning function, can absorb recent transfer 
mode s occurred in system into feature model, according 
to certain algorithms, so as to promote ferfection and 
reason of feature model. 

Step10: With time interval, monitoring neighboring 
data packets of visit node. 

Step11: Detect whether operation condition of current 
system  match the mode. If match, then update agent 
data, otherwise, proceed to the next step. 

Step12: Detect whether parameters reach threshold of 
system resources. If reach threshold, then update 
eigenvalue model and data in parameter threshold 

database and agent data, at the same time, jump to step 
13. Otherwise, allow connection to new request. 

Step13: Refuse new connection requests or send 
warning. Refuse link or send warning can be handled 
differently according to the severity of the threat, and 
also can give the final decision to the user. 

Step14: Use the new trust modify neighbor trust list 
and normalization 

Step15: Finding out in all agents whether having 
records according to user and the previous transfer 
mode. If there is records, then step to 16, and if it is a 
bad record jump to step 13. If there is no records, jump 
to step 6. 

Step16: Detect feature model and schema matching of 
threshold parameter library, if do not match, then jump 
to step 6. Otherwise, send alarm. 

UWBMAC layer’s performance of denial-of-service 
attack defense system be measured by the following 
aspects: 

3) The foresight ability: because the operating 
environment of old network U field is bad,plus 
bandwidth resource limitation,etc,which make this 
network structure relatively weaker than other fixed 
network. Therefore, stop denial of service-attack 
behavior of consumption  channel information 
resources, as soon as possible. This requires testing 
system has certain predictability, identify potential 
danger of denial of service attacks and make decisions 
timely. 

4) Effectiveness:it contains two aspects: give timely 
warning about denial of service attack,and reduce 
misstatement about normal service behavior as far as 
possible.In view of the former’s harm to the entire 
network,high requirements are needed. Efficiency is an 
important index in measuring the performance of 
testing system,and is also an important basis in 
measuring whether the Algorithm of the testing system 
is scientific. 

5) Requirements to the system: due to the defense 
system is running online, and equipments in 
UWBnetwork is mostly portable equipments, and it has 
only limited resources, thus need the detection system 
reduce requirements of system resources (mainly 
memory) ,and don’t make it a burden to system 
operation, after all, denial of service attack behavior 
doesn't happen often. 

V.  CONCLUSION  
Simulation results show that the memory occupancy 

rate of UWBsystem significantly reduces as the time 
interval increases, until finally stable. This is because 
the defense system has not enough historical data at 
beginning, and always in study phase, and the defense 
system need to analyze and calculate each link behavior, 
in a large amount, and  continuously amend 
characteristic mode value, which require a lot CPU 
memory; with the increase of time interval, defense 
system can reduce or stop observations of normal 
service behavior, and data accumulated by the system 
will become more and more. At this time, for the vast 
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majority of connection, judgment can be made rely on 
previous knowledge, and  the use of memory  by 
defense system will stabilize. 
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Abstract—The reliability and sustainability of data 
transmission are key indicators in wireless sensor networks 
(WSNs) . ZigBee wireless sensor networks are composed of 
many sensor to the organization form of Ad Hoc - wireless 
networks, Integrated sensor technology, embedded 
technology, distributed information processing technology 
and so on. Widely applied in automatic control and remote 
control.This paper introduces ZigBee wireless sensor 
network, including the network configuration, data 
structure and performance characteristics of the router, It 
detailed analysis the common tree routing algorithms of 
ZigBee, which is common used,as well as the advantages and 
disadvantages.Then a routing optimization algorithm which 
is based on the routing table and neighbors table used 
alternately is proposed.It is  achieved by the way of  the 
improvement of ZigBee wireless sensor network routing 
protocols as well as add related command frame and other 
channels. Simulation results show that, compared with the 
original algorithm routing algorithms, the improved routing 
algorithm can reduce by 20% -30%, effectively reduce the 
cost, and greatly improve the reliability and sustainability of 
the routing ZigBee wireless sensor networks. 
 
Index Terms—Zigbee; wireless sensor networks(WSNs); 
Routing alorthms; Data structure 

I.  INTRODUCTION 

With the rapid development of information technology 
and the continuous improvement of industrial automation, 
industrial, home automation and industrial telemetry 
remote areas of the growing demand for wireless data 
communication strong, particularly in the industrial field 
of wireless data transmission reliability, stability , power 
consumption, performance requirements also increase. 
Wireless sensor network is in the industrial control, 
medical care, transportation monitoring, smart home and 
so on, by the deployment of a large number of micro-
region in the monitoring of sensor nodes through wireless 
communication form a multi-hop's self-organizing 
network system to carry out cooperative sensing, 
acquisition and processing of network coverage area 
where the object being monitored information, send 
observers. ZigBee wireless sensor network is composed 
of many sensors to form self-organizing form Ad-Hoc 
wireless network, which combines sensor technology, 
embedded technology, distributed information processing 
technology and ZigBee technology. Zigbee IEEE 
802.15.4 protocol is synonymous with the technology 

under this agreement is a short distance, low-power 
wireless communication technology, is a range of 
wireless tag technology and emerging communication 
between Bluetooth technology, Can be embedded in a 
variety of devices, with high communication efficiency, 
low complexity, low power, low rate, low capital, high-
quiet nature and all-digital, and many other  

ZigBee-based wireless devices WSNs includes two, 
full function device (FFD) and reduced functionality 
device (RFD). FFD can FFD, RFD Communications, 
FFD can not only send and receive data, but also with 
routing functions; the RFD and FFD can communicate, 
RFD is not directly between the communicating. with a 
perfect combination, are widely used in the field of 
automatic control and remote control. advantages. It is 
because of these advantages to promote ZigBee wireless 
sensor networks. 

II.  ZIGBEE NET WORK OF PHYSICAL DEVICES 

A. ZigBee wireless sensor networks logic devices  
There are usually in ZigBee networks are 3 types of 

logic devices (network nodes): Coordinator (coordinate 
points), router (routing nodes) and terminals (terminal 
node). Coordinator (focal point) is the main controller of 
the entire network must be a FFD, responsible for 
initiating the establishment of the new network, beacons 
sent network management network nodes and storage 
nodes in the network information; router (routing nodes) 
are usually involved in route discovery, message 
forwarding, by connecting to other nodes to extend 
network coverage, etc., must also be FFD. Terminal 
equipment (terminal node) through the focal point or 
zigBee ZigBee routing nodes connected to the network, 
but does not allow any other node through which joined 
the network, can be FFD or RFD. 

B. ZigBee network topology 
IEEE802.15.4/ZigBee agreements usually three 

topologies: joint topology (Star), cluster structure 
(Cluster-tree), and network structure (Mesh), which 
cluster node. Structure (Clustertree), and mesh structure ( 
Mesh) belong to the point to point topology. 

III. ZIGBEE WIRELESS SENSOR NETWORKS DATA 
STRUCTURE 
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A. Routing Table 
ZigBee coordinator and router nodes are stored with a 

routing table to forward packets for other nodes in the 
network to save a routing table entry. ZigBee coordinator 
and routers can maintain the routing table. 

B.  Routing table 
If the router or ZigBee coordinator maintains a routing 

table, it should also maintain a routing table, routing table 
entry is the long-standing and unchanged, while the 
routing table entry in the routing process only exists and 
can be regenerated. 

C. Neighbor Table  
ZigBee network, each node save a neighbor table to 

store the other nodes within the transmission range of 
node information, see Table 2. Equipment each received 
equipment from the corresponding neighbors of any 
frame, its corresponding entry should be updated. 

IV. ZIGBEE WIRELESS SENSOR NETWORK ROUTING   

A. ZigBee wireless sensor network routing algorithm 
commonly used in the idea 

The core algorithm is used to forward the data to find 
the destination address whether it is itself. If yes, it is no 
longer transmitted; If not, see if it came up from a valid 
path. The so-called effective path is from the father node 
or nodes come from the child, if a child node from the 
data, according to its destination to be reached, if it is 
their children node, then forwarded to the child node to 
the end, if not their own child node, the next to reach the 
address is the father node, and thus a level, along the tree 
until you find the destination address。 

B. ZigBee wireless sensor network routing algorithm 
commonly used in analysis 

a) In the ZigBee wireless sensor network, when the 
coordinator to establish a new network, it will give 
its own distribution network address ox000o, 
network depth DePth == 0. , If node (i) you want to 
join the network, and the node (k) connection, then 
the node (k) will be referred to as node (i) the parent 
node. Ak according to its address and network depth 
Depthk, node (k) for the node (i) distribution 
networks and network address Ai depth Depthi = 
Depthk + l. Network depth that only the father-son 
relationship with the network, a transmission frame 
transmitted to the ZigBee coordinator by passing the 
minimum number of hops. zigBee Coordinator own 

depth of 0, and its depth is a child device. 
b) Figure 1 for the ZigBee tree. Parameters 

nwkMaxChildren (Cm), said router or coordinator 
in the network to allow the maximum number of 
devices have sub. Parameters nwkMaxRouterS 
(Rm), said sub-node maximum number of routers, 
and the remaining number of terminal equipment 
number. 

c) A new RFD node (i), it does not have routing 
capabilities, it is connected with the co-ordination as 
the coordinator of the first n nodes. According to its 
depth d, the parent node (k) for sub-node (i) 
distribution network address: 

Ai=Ak+Cskip（d）·Rm+n       (1) 
d) If a new child node FFD, it has routing capabilities, 

the parent node (k) would give it distribution 
network address: 

Ai=Ak+l+Cskip(d)·(n 一 l)      (2) 
e) Suppose a router to the network address of the 

destination address for the D to send data packets, 
the router's network address is A, the network depth 
d. Router will be the first by the expression: 

A<D<A+Cskir(d 一 l)            (3) 
f) Determine whether the destination node as its child 

nodes. If the destination node is its child nodes, and 
the purpose of Node is a terminal device, the next 
hop node address D; If the destination node is not 
terminal, the next hop Node address: 

( 1)1 ( )
( )

D AN A Cskip d
Cskip d

⎡ ⎤− +
= + + ×⎢ ⎥

⎣ ⎦
    (4) 

If the destination node is not its own child nodes, then 
the next hop node is the parent node of the router. 

D. ZigBee wireless sensor network routing algorithm 
commonly used in the inadequacies 

Advantages of this algorithm is: clever use of the 
distribution of each network node address obtained was 
characteristic of tree structure, to select the routing and 
equipment do not keep in memory a routing table, nor 
spent Wancheng find the path to the operating result 
network traffic significantly lower. Tree routing 
algorithm, but there are many deficiencies, as according to 
an address on the routing tree can not take the shortest 
path, the path than it actually take a long, easy to generate 
additional traffic, more prone to failure. 

 V. ZIGBEE WIRELESS SENSOR NETWORK ROUTING 
ALGORITHM OPTIMIZATION 

E. ZigBee wireless sensor network routing algorithm 
optimization ideas 

Optimization of the routing algorithm used in the 
ZigBee routing algorithm based on the alternate routing 
table and neighbor table, if the destination node in the 
source (relay) node in the neighbor table, then send it 
directly; fruit destination node for the source (relay) node 
descendants of the node, then in accordance with the 
original Cluster-Tree routing algorithm to select a child 
node sends; if you do not meet these two conditions, then 

 
Figure 1: ZigBee tree structure 
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compare the source (relay) node and its neighbors, in 
addition to the table other than the parent and offspring 
routing node to the sink expenses, in accordance with the 
principle of least cost routing next hop selection. First, we 
calculated the source (relay) node to the destination node 
routing overhead and recorded as MinHop, next hop is 
recorded as its parent node. Then one by one parent and 
offspring, calculated outside the neighbor table to the sink 
node in routing overhead Hop-Coun, t if HopCount +1 
<MinHop, makes MinHop = HopCount +1, and note the 
next hop for the current node, until neighbor nodes of all 
eligible calculation is completed, the last data packet sent 
to the selected next hop node. 

F.  ZigBee wireless sensor network routing optimization 
algorithm 
a)  Improved Routing Protocol.From the above 

analysis, ZigBee network layer routing algorithm, 
the default maximum transmit power and data 
routing discovery packet routing. Here we 
improve the routing protocol. In the improved 
ZigBee network, RN-node to other nodes in the 
network to send information, the optimal transmit 
power used to send data packets to the parent 
node, and then forward the data packet from the 
parent node; when the RN + node to other nodes 
in the network to send information , the first visit 
to the routing table to obtain the corresponding 
next hop address and the optimal transmit power, 
then the optimal transmit power down hop 
address to send packets. 

b) 4.2.2 Improved data structures.Can improve the 
routing table data structure, design and LQI the 
command frame and add them to the protocol 
stack, and then nextHopAddress node received 
LQI asked the command frame, back to the 
source node QI response command frame, which 
contains the forward link the LQI value. 

VI. MATLAB SIMULATION AND ANALYSIS 

The experiment used a network simulator NS-2 
platform [8], and provided the IEEE 802. 15. 4MAC layer 
and physical layer modules based on the simulation 
environment, the network size set to 100 m × 100m, the 
node transmission distance 20 m, the packet is 40 B, the 
rate of sending data packets 2 packets / s, business source 
use CBR. ZigBee network parameters set Cm = 4, Rm = 
4, Lm = 5, neighbor size of the table set 5. As the network 
nodes randomly placed, topology changes may occur 
some node can not join the network, where only consider 
the existence of more than 75% of the nodes in the 
network situation. The simulation results shown in Figure 
2: 

 
Figure 2: MATLAB simulation results 

VII. CONCLUSION 

Simulation results show that the improved routing 
algorithm than the original algorithm to reduce large 
routing overhead. When the destination node is the 
coordinator, the algorithm and the algorithm performance 
opportunities rather routing table, especially when the 
destination node randomly selected, using the improved 
routing algorithm can reduce the routing cost, to achieve 
the purpose of reducing power consumption, achieve 
storage efficiency and routing balance of performance, 
very suitable for storage space is limited and there is a 
high performance requirements of routing applications. 

REFERENCES 

[1] Li-Li Tong, an agreement based on zigBee technology 
development and platform design: (Master thesis). Wuhan: 
Shenyang Industrial University 

[2] 0Emerging Teehoologiesthat Will Change the 
World.Teehnology Review,April 2003,pp33-49(in Chinese) 

[3] Wu Jinrong, “On Time-Table Probelem for Arranging 
Courses in Universities,Operations Research and 
Management Science”, Operations Research and 
Management Science, No.6, 2006, p. 66-71 

[4] a modified ZigBee Cluster-Tree network routing 
algorithm, measurement and control technology, 2009,28 
(9) :52-55 

[5] D. Kornack and P. Rakic, “Cell Proliferation without 
Neurogenesis in Adult Primate Neocortex,” Science, vol. 
294, Dec. 2001, pp. 2127-2130, 
doi:10.1126/science.1065467 

[6] Ma Jiangqing,SAID:A self-adaptive intrusion detection 
system in wireless sensor networks[c]//InformaitonSecurity 
Applications,7th International workshop,June2007,pp125-
168 

 
 



 322

Study on the Partial Systematic Resampling 
Algorithm of Particle Filter  

Jinxia Yu 1,2 , Wenjing Liu 1 ,Yongli Tang 1,3 

1. College of Computer Science and Technology, Henan Polytechnic University, Henan Jiaozuo 454003, China; 
Email:melissa2002@163.com 

  2. Jiangsu Provincial Key Lab of Image Processing and Image Communication, Nanjing University of Posts and 
Communication, Jiangsu Nanjing 210003, China; 

3. Department of Computer Science and Technology, Tsinghua University, Beijing 100084, China 
 
 

Abstract—The partial systematic resampling algorithm 
(PSR) classifies the particles according to the weight 
threshold value established in advance before the 
resampling. Systematic resampling (SR) is carries on the 
minority particles, so it increases the particle diversity and 
reduces the computation time. In this paper, it firstly 
presents PSR algorithm, then, analyzes several kinds of the 
weight threshold values .At last, the conclusion are drawn 
by comparison the performance of. partial systematic 
resampling particle filters (PSPF) when take the different 
threshold values under simulation. 
 
Index Terms—resampling, weight threshold value, partial 
systematic resampling 

I.  INTRODUCTION 

Particle filter (PF) [1] uses sequential Monte Carlo 
methods to solve nonlinear non-Gaussian state 
estimation of recursive dynamic system. So, PF is widely 
used in the data analysis of financial field, economic 
statistics, information management and other fields [1-3]. 
Its key idea is to represent the posterior probability 
density ( ( )p x ) [4, 5] by a set of random samples 

(particles) with associated weights { },i i
k kx w . The 

importance sampling (IS) algorithm and sequential 
importance sampling (SIS) algorithm are the basis of PF. 
However, the potential problem of the PF algorithm 
bases on SIS is the sample degradation [6, 7], that is, all 
but one particle will have negligible weight after a few 
iterations. Hence, particle sets can not express the actual 
distribution of posterior probability. To address the 
sample degradation, sampling importance resampling 
(SIR) [8, 9] is introduced in PF. 

The basic idea of resampling is to eliminate particles 
with small weights and to concentrate on particles with 
large weights by adding resampling step between the 
importance sampling. The most representative 
resampling algorithms are multinomial resampling [10, 
12], stratified resampling [11, 13], systematic resampling 
[11, 12] and the residual resampling [12, 13]. Although it 
can solve the sample degradation to a certain extent, 
resampling operation reduces the variety of samples, 
increases the computational complexity, and introduces 
additional resampling variance [14]. Therefore, the new 
resampling algorithm to overcome the issues is studied.                     

The partial systematic resampling algorithm, before 
the resampling, classify the particles according to the 
weight threshold value established in advance, 
systematic resampling is carries on the minority 
particles, it increase the particle diversity and reduces the 
computation time . In this paper, it firstly presents the 
partial systematic resampling algorithm, then, analyzes 
several kinds of the weight threshold values .At last, the 
conclusion are drawn by comparison the performance of 
partial systematic resampling particle filters when take 
the different threshold values under simulation. 

II.  BASIC  PF ALGORITHM 

The state equation and measurement equation of the 
dynamic system are described as follows: 

1 1( )                          (1)
( )                               (2)

k k k

k k k

x f x u
y g x v

− −= +⎧
⎨ = +⎩  

Where, kx  is the system state at time k ; ky is the 

system measurement at time k ; ku  and kv are the process 

noise and measurement noise at time k  respectively 
(they obeys the independent and identical distribution). 
The state model ( )f  and observation model ( )g are 
known and at least one non-linear .The state equation (1) 
characterizes the state transition probability of the 
system 1( | )k kp x x − , and measurement equation (2) 

characterizes the likelihood probability ( | )k kp y x . 
    From the perspective of Bayesian filter, given that 

the initial state 0x  is 0 0 0( | ) ( )p x z p x≡ ， the state 

transition probability 1( | )k kp x x −  and 

likelihood probability ( | )k kp y x  the problem-solving 
core is to estimate the posterior probability density 
function (PDF) 1:( | )k kp x y .  

     The particle filter is the Bayesian filter's variety. It 
uses a set of weighted samples to approximate the 
posterior probability density function 

1:
1

( | ) ( )
N

i i
k k k k k

i
p x y w x xδ

=

= −∑
�  
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The particle filter algorithm has three important steps: 
particle production (important sampling), weight 
computation and resampling. 

Step 1 Produce particle (important sampling)  

( )1 0:/ , 1...i i
k k k kx q x x y i N− =∼  

Step 2 Compute weight and normalize weight 

( ) ( ) ( )1 1 0: 1 1:,i i i i i i i
k k k k k k k k kw w p y x p x x q x x y− − −∝

 

1
1

/ [ ]Ni i j
k k kj

w w w −
=

= ∑�
 

Step 3 State estimate    

1

N
i i

k k k
i

x x w
=

= ∑ �

 
Steps 4 Resample   
Duplicate the high weight particle and get rid of the 

low weight one from the particle set{ }
1

,
Ni i

k k i
x w

=
, obtain 

the new particle set{ }
1

,
Nj j

k k i
x w

=
. 

III.  PARTIAL SYSTEMATIC RESAMPLING ALGORITHM 

A.  Partial resampling 
The key idea of partial resampling [15] is to perform 

resampling only on particles with larger or smaller 
weights Particles with moderate weights are not 
resampled. 

Firstly we establish two weight threshold 
values ,h lw w  where, 0 l hw w< < and divide particle set 
into two groups according to the weight threshold 
values ,h lw w . 

Group A 1{ , } hNj j j j
k k j k h k lx w w w or w w= > <   

Group B 1{ , } ,hlN Nj j j
k k j h k lx w w w w−

= > >  

Where hlN is the number of particles in group A, 
Particles of group A with larger or smaller weight are not 
stable and needed resampling. Particles of group B with 
relatively modest weight are more stable and not 
resampling. hlN Particles are resampled from the group 
A and particles of B constitute the new particle set. 

Resampling is done faster because it is done on a 
much smaller number of particles, and communication is 
shorter since fewer particles are replicated and replaced. 
Moreover, the PR can control the thresholds either for 
keeping a degree of particle diversity or for reducing the 
degeneracy. 

B.  Partial systematic resmapling 
Systematic resampling is carried on group A 
 

.ALGORITHM1: PARTIAL SYSTEMATIC RESAMPLING 

Step1 to initialize relative parameter: the size of 
particle j=1…N, time step t =1…T, weight 
thresholds hw and lw  

For each time step t to do Step 2-3 
Step2 Group particles into two group : 

For    j=1:N do 
If ( j j

k h k lw w or w w> < ) 

( , )j j
k kx w A∈  

Else          ( , )j j
k kx w B∈  

1{ , } h lNj j
k k jA x w ==  , 

0{ , } hlN Nj j
k k jB x w −

==  
Step3 Resample: 
* *

1{ , } hlNj j
k k jx w = =systematic resample 1{ , } hlNj j

k k jx w =  
Particle set after resmapling: 

* *
1 1 0{ , } { , } { , }h l h lN N Nj j N j j j j

k k j k k j k k jx w x w x w −
= = == ∪  

 

C.  The weight threshold value 

The size of weight threshold value l hw w，  is essential. 
for computing time, the diversity of particles and particle 
filter performance .If threshold is too large, the number 
of particles selected for resampling will be bigger, the 
computing time will increase, if too small, will reduce 
the number of particles resampling and reduce the 
performance of particle filter . Literature [15] lists 
several kind of weight threshold value as follows: 

[2 ,5 ,10 ]hw N N N=  
[1 2 ,1 5 ,1 10 ]lw N N N=  

IV.  EXPERIMENT ANALYSIS 

In order to evaluate the performances of partial 
systematic resmapling algorithms under different weight 
threshold values. We designed simulation program using 
mat lab 7.0. Partial systematic resampling particle filter 
is recorded as PSPF-2; when 2 1 2h lw is N and w is N , 

as PSPF-5; when 5 1 5h lw is N and w is N  and as PSPF-
10 when 10 1 10h lw is N and w is N . 

A.  Experiment 1 
We designed simulation program using matlab 7.0 to 

track a single target motion from a fixed visual 
observation points. Target tracking model using CV 
model , the state vector is 

( ) [ ( ) ( ) ( ) ( )]x yX t x t v t y t v t ′= where parameters 
are x  coordinate and x  direction velocity , y  
coordinate and y  direction velocity in two-dimensional 
plane at t  moment; T  is sample time interval.; 

( ) ( ) ( )x ym t t tα α
′

⎡ ⎤= ⎣ ⎦ is target random acceleration as 

the result of random noise, here for Gaussian white noise 
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Figure 1.  Comparison of positioning error in the direction of y 

Figure 2.  Comparison of number of distinct particles  

distribution. Target tracking system state equation as 
follows: 
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The target tracking system which obtained 

measurement equation  
( ) arctan( ( ) / ( )) ( )Z t x t y t n t= + from a fixed visual 

observation points, where ( )Z t  is the observed target 
heading angle on the polar coordinates; ( )n t that obeys 
the Gaussian distribution white noise. 

Figure 1 shows comparison of positioning error in the 
direction of y among the partial systematic resampling 
particle filters PSPF-2, PSPF-5 and PSPF-10. In 100 
sampling period, the particle number N is1000, the mean 
square errors is 0.6465, 0.2377 and 0.2056, the 
performance of PSPF-10 is the best. 

Table 1 shows comparison of computation time 
among the partial systematic resampling particle filters 
PSPF-2, PSPF-5 and PSPF-10. In 100 sampling period, 
the particle number N is1000, 2000and3000, with the 
increase of the number of particles computation time are 
increasing, but the computing time of PSPF-10 is always 
the smallest, PSPF-2 is the maximum. 

B.  Experiment 2 
The state vector is ( ) [ ( ) ( ) ( )]X t x t y t tθ=  where 

parameters are x  coordinate y  coordinate and angleθ  
in two-dimensional plane at t  moment.  

The state equation as follows: 
( ) ( )1 (1)cos[ ( )] (2)sin[ ( )]
( 1) ( ) (1)sin[ ( )] (2)cos[ ( )]
( 1) ( ) (3)

x t x t action t action t
y t y t action t action t

t t action

θ θ
θ θ

θ θ

+ = + −⎧
⎪

+ = + +⎨
⎪ + = +⎩  
The measurement equation is 

( 1) [ ( 1) ( 1)] (1,2)Z t x t y t randn senorNoise+ = + + +  

Where 
[0.02 0.02 0.01] (1,3)action action rand= +  

(1,2)randn is an array with one by two rows, elements 
of the array are normal distributed random numbers, 

(1, 3)randn is an array with one by three rows and 
elements of the array are normal distributed random 
numbers, the noise of the sensor, senorNoise is 0.05 .the 
initial value X is [0. 0. 0], the initial value action is [1. 
0. 3π ], the number of particles is 500. 

Figure 2 shows the number of distinct particles .In all 
of the partial systematic resampling algorithms PSPF-2, 
PSPF-5 and PSPF-10, the number of distinct particles 
exponentially decreased although there was a little 
difference among them. Especially the pspf-2 showed the 
fastest convergence, and the pspf-10 showed the slowest 
convergence as shown in Figure.2 better particle 
diversity in the PSPF-10 than that in others.  

V.  CONCLUSIONS 

The partial systematic resampling algorithm classifies 
the particles according to the weight threshold value 
established in advance before the resampling, systematic 
resampling is carries on the minority particles, it increase 
the particle diversity and reduces the computation time. 
In this paper, it firstly presents the partial systematic 
resampling algorithm, Then, analyzes several kinds of 
the weight threshold values .At last, the conclusion are 

TABLE I.   
COMPARISON OF COMPUTATION TIME 

Particles 
number 

PSPF-10 
average 
running 
time (s) 

PSPF-5 
average 
running 
time (s) 

PSPF-2 
average 
running 
time (s) 

1000 0.1990 0. 2210 0. 2790 

2000 0.3100 0.3360 0.3600 

3000 0.4700 0.4940 0.5850 
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drawn by comparison the performance of partial 
systematic resampling particle filters when take the 
different threshold values under simulation. PSPF-10 is 
the best whether performance or particle diversity, while 
the larger calculation time.  
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Abstract—We present a proto model to recognize the 
pornographic image from benign image. Although different 
models for this application were presented in the past, most 
of them are based on the syntactic information of the image 
and have rather poor performance. Recent advances in the 
information science theory in particular Comprehensive 
Information Theory (CIT) has shown that not only syntactic 
information, but also semantic information and pragmatic 
information should be used for many information 
processing problems such as pornographic image 
recognition. Based on CIT, a novel model is discussed in this 
paper. The methodology reported in the paper may lay 
certain foundation to solve the bottleneck of the 
pornographic image recognition and a new, and a promising 
approach to the research of other image understanding 
problems may also hopefully be initiated. 
 
Index Terms—comprehensive information, pornographic 
image recognition, syntactic information, semantic 
information, pragmatic information 

I. INTRODUCTION 

With the rapid growth of the Internet, any user can 
access and browse a large volume of contents on the web. 
Internet is a double edged sword as it brings us great 
convenience, while there are some objectionable contents, 
such as pornographic images, which are very harmful to 
people’s bodies and mind, especially to teenagers. It is a 
meaningful and urgent task to protect people from 
accessing unexpected pornographic images. There are a 
number of research efforts can be found in the recent 
literatures which are to develop an effective detection and 
filtering technology to prevent the access to unexpected 
pornographic images [1-10]. The key is how to identify an 
image is pornographic or not. This is an intelligent process 
in which the information contained in the image to be 
examined is used to generate the knowledge, and produce 
intelligent strategy [11]. It is obvious that most detection 
technologies of pornographic images are based on 
syntactic information (low-level visual features such as 
color, texture and shape), but generally these information 
will fail to distinguish benign images with large skin 
regions from pornographic images [1,3,8,9,12]. Instead of the 
syntactic information is used, all components of the 
comprehensive information include syntactic information, 
semantic information and pragmatic information are fully 
utilized for pornographic image detecting.  

The rest of this paper is organized as follows. In 
Section 2, Comprehensive Information Theory is 
introduced which is the basis theory to be used to describe 
the comprehensive information based pornographic image 

recognition model (CIBPIRM) in Section 3. In Section 4, 
we made a conclusion in methodology.  

II. INTRODUCTION TO CI 

In 1948, C. E. Shannon has published a famous paper 
titled by "A Mathematical Theory of Communication", 
and pioneered the Shannon Information Theory (SIT). 
Because the task of communications is to duplicate the 
waveforms of the signals, sent from the source, at the 
destination and need not care about the meaning and value 
of the signals. Although it brought the world into the 
information times, there are many new problems have 
shown that SIT has some limitations. Today people have 
recognized that the full usage of information resources, 
more precisely the understanding of information, is 
crucial for dealing with all kinds of intelligent systems, 
but SIT can't provide sufficient support to this end.  

Information science theory [11] points out: information 
is in multi-level, include ontology level and epistemology 
level. Any information in the epistemology level is the 
state of motion and its change form about the object 
which is perceived by the subject, including three 
essential factors, which is the form, meaning and the 
utility, called the grammar, the semantic and the 
pragmatic separately. The "Comprehensive 
Information"(CI) is defined as a trinity - the form, the 
meaning, and the value all related to the object's states and 
the manner of the states varying. 

Syntactic information reflecting its structure and 
grammar, semantic information describing its meaning 
related with objects, and pragmatic information 
expressing its utility related with subjects. The CI is 
shown in Figure 1 below. 

 
The characteristic of CI makes it especially fit for 

describing pornographic image. It has provided us an 
original method to face the problem of pornographic 
image recognition. 

 

Figure 1.  Comprehensive Information 
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III. CI-BASED PORNOGRAPHIC IMAGE RECOGNITION 
MODEL 

This section describes how to define the syntactic 
information, semantic information and pragmatic 
information in the pornographic image recognition model. 
Then we combine these kinds of information into 
comprehensive information of pornographic image, which 
can be used to recognize whether an image is 
pornographic or not. 

A. Syntactic Information  
In CIT, syntactic information refers to the form of 

objects. For pornographic image recognition, syntactic 
information can be expressed in skin feature, texture 
feature and shape feature. 

In principle, syntactic information can be obtained 
through the following steps. 

Step 1: Observe a sample pornographic image S1, 
extract the features (include skin feature, texture feature 
and shape feature), denoted as f1 (f1 may be a vector); 

Step 2: Establish the similarity criteria of the features, 
then observe another sample image S2, extract the 
features, denoted as f2, compare f2 with f1, if f1 is similar 
with f2 under the similarity criteria, S2 is accepted, 
otherwise abandoned. 

Step 3: Repeat the step 2 for N times (here N is a 
sufficiently large positive integer), {fk} is obtained to 
depict a pornographic image, k=1, 2, ..., K, where K is a 
positive integer and is smaller than N. 

Step 4: When K is steady with the increasing N or N is 
no increase, frozen the K samples, then the {fk} is a 
pornographic image’s feathers set.  

Step 5: Given a new image, {Ck} can be obtained by 
calculating the value of f. Here, {Ck} is the syntactic 
information can be used to recognize a pornographic 
image. 

B. Pragmatic Information 
In CIT, pragmatic information refers to usefulness of 

the objects. For pornographic image recognition model, it 
can be described what the harmful level of an image is. 

In order to describe or measure pragmatic information 
of the images, first we define a set of categories, closely 
following [13], where the images are grouped into five 
different categories according to the image on the harmful 
levels: 

Class 1: inoffensive images, 
Class 2: lightly dressed persons, might be offensive in 

very strict environments, 
Class 3: partly nude persons, might be objectionable in 

school environments, 
Class 4: nude persons, likely objectionable in many 

environments, and 
Class 5: porn images, probably offensive in most 

environments. 
Then we can calculate the syntactic information 

through the following steps. 
Step 1: Defined the general goal for the subject 

clearly, marked with G={Gn},n=1, …, 5; 

Step 2: Input X, calculate D(X) and the corresponding 
U(X) which is related with the value of G according to the 
description of X; 

Step 3: Repeat the step 2 for all the training images; 
Step 4: Study the relationship between D(X) and 

U(X), generate a rule; 
Step 5: When a new image X is input, U(X) can be 

obtained by the rule in step 4; 
Step 6: A vector {Uk} can be produced to measure the 

pragmatic information of the images, k=1, 2, ..., N. 

C. Semantic Information  
Until now, little literature is found to make use of the 

image’s semantic information besides the corresponding 
text meaning for the image [14].  

In CIT, semantic information refers to meaning of the 
objects. So, the semantic information of the image is not 
easy to obtain directly compared with syntactic 
information and pragmatic information. But it can be 
measured with the help of the syntactic information and 
pragmatic information indirectly. 

The steps to calculate the semantic information are 
follows: 

Step 1: Input X, calculate C(X) based the algorithm in 
subsection A; 

Step 2: Input X, calculate U(X) based the algorithm in 
subsection B; 

Step 3: Make an operation between C(X) and U(X) 
with implication operation, CONT: KC |→KU, calculate 
the logical realism of X, marked as T(X); 

Step 4: Repeat from step 1 to 3 for all images, a vector 
{Tk} can be produced to measure the semantic 
information of the images, k=1, 2, ..., N. 

D. Comprehensive Information  
After defining syntactic information, semantic 

information and pragmatic information of an image, we 
can combine these components into comprehensive 
information. The comprehensive information vector is 
defined as: 
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 In this paper we use a linear regression model to 
predict comprehensive information of the image as in: 

kkkk UTC ⋅+⋅+⋅= γβαη                       (2) 

In the linear regression model, coefficientα , β  and 
γ  can be trained by the training set. The integrated effect 
score of each image is measured by comprehensive 
information marked as kη in formula (2). The image that 
has the highest amount of comprehensive information is 
then recognized as pornographic image. 
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E. CI-Based Pornographic Image Recognition Model 
A CI-Based Pornographic Image Recognition Model 

is given in Figure 2. The input of model is a variety of 
images including pornographic and inoffensive. The 
output is whether the input image is pornographic or not. 
In the model, there are five processing parts followed by 
preprocessing, syntactic analysis, semantic analysis, 
pragmatic analysis and postprocessing. The preprocessing 
of the image is mainly responsible for extracting image 
features, such as color, texture, shape. The syntactic 
information, semantic information, pragmatic information 
and comprehensive information of an image can be 
obtained by the algorithms in subsection A, B, C and D. 
The CI based knowledge is the kernel part of the model 
which can be build by experts or machine learning 
technology. In syntactic analysis process, it can be 
determined whether the form of the input image is legal to 
pornographic images or not based on the CI Based 
Knowledge. Similarly, whether the meaning of the image 
is true or not and whether the availability of the image is 
positive or not compared with pornographic images can 
be respectively obtained based on the CI Based 
Knowledge in the semantic analysis and pragmatic 
analysis process.  

IV. CONCLUSIONS 

The study in this paper is expected to have a 
theoretical and methodological breakthrough in the 
pornographic image recognition and detection. 
Comprehensive Information is the inevitable choice to 
deal with the future application of the information 
problem. In this regard, this paper is a very useful 
exploration. The methodology of this paper can be applied 
to spam filtering, search engine filtering, blocking of 
undesirable web information, and so on.  
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Abstract—The grey system forecasting model, neural 
network forecasting model and support vector machine 
forecasting model are proposed in this paper. Taking the 
road goods traffic volume from year of 1996 to 2003 in the 
whole country as a study case, the forecasting results are got 
by three methods. Compared with grey system forecasting 
model and neural network forecasting model, the accuracy 
of the support vector machine combining forecasting 
method is higher.  
 
Index Terms—grey system, neural network, support vector 
machine, combining forecasting, traffic volume 

I.  INTRODUCTION 

With the development of society, transportation plays a 
more and more important role in social economical 
progress, at the same time transportation is rapidly 
progressing too. As far as we know, the accurate and 
objective prediction of the future road transportation 
demand is the just foundation of the scientific 
transportation planning. It turns out that the excepted 
effect gains verification, effectively improves the model 
accuracy, and makes more exact forecasting, which 
expects to be helpful to concerned departments and 
personnel for them to grasp the traffic market trend or 
make decision. Combining forecasting has brought great 
attention to by the forecasting circles since 1969 when J . 
M. Bates and C. W. J. Granger proposed its theory and 
method. The theory and methods of combining 
forecasting have been developed widely in recent years 
[1]. For practical cases of various forecasting problems, 
combining forecasting models may have different forms. 
Among them proportional mean combining forecasting 
models are widely used , such as simple weighted 
arithmetic proportional mean combining forecasting 
model , simple weighted square root proportional mean 
combining forecasting model , simple weighted harmonic 
proportional mean combining forecasting model , 
generalized weighted arithmetic proportional mean 
combining forecasting model and generalized weighted 
logarithmic proportional mean combining forecasting 
model , etc. In this paper, the grey system forecasting 
model, neural network forecasting model and support 
vector machine forecasting model are proposed. Based on 
grey system forecasting model, neural network 
forecasting model and support vector machine forecasting 

model, the linear combining forecasting model, 
combining support vector machine forecasting model are 
set up. 

II.  GREY PREDICTING MODEL 

Since 1982, there has been a quick development in 
grey systems theory in China, and it is also very 
successful in the application of the theory to many real 
projects, such as agriculture, society, economics, 
engineering, IT, data mining, management, biological 
protection, robot, ecology, image processing, 
environmental studies, etc.. Grey model GM(1,1) due to 
whole distinguishing features: modeling by less data 
(suiting the data as few as 4), thus underlay grey 
modeling and grey forecasting. Because sometimes the 
precision of grey method by means of AGO (accumulated 
generation operation) and IAGO (inverse accumulated 
generation operation) can not meet the requirement of 
actual forecasting, much research in theory and 
application has been done. 

The GM (1,1) model means a single differential 
equation model with a single variation. The modeling 
process is as follows: First of all, observed data are 
converted into new data series by a preliminary 
transformation called AGO (accumulated generating 
operation). Then a GM model based on the generated 
sequence is built, and then the prediction values are 
obtained by returning an AGO’ s level to the original 
level using IAGO (inverse accumulated generating 
operation). 
    Now we introduce the grey predicting model GM(1,1). 
Let )}(,),2(),1({ )0()0()0()0( nxxxX = .By defining 

∑
=

=
k

i
ixkx

0

)0()1( )()( , 

We get a new series 
)}(,),2(),1({ )1()1()1()1( nxxxX = . 

To some processes, )1(X  is the solution of the 
following grey ordinary differential equation [2] 
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where a  and b are grey numbers. The equation (1) is 
called GM (1, 1). 

By taking average 
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2
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transformations, we get that 
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which can be simplified as aByN ˆ= , where 
T
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TABLE I.   
THE ACTUAL TRAFFIC VOLUME FROM 1996 TO 2003 AND THE 

FORECASTING VALUES OF GM 

Time Actual  Data forecast 

value 

relative error 

1996 984 984.0  0.00%

1997 977 950.2  2.75%

1998 976 980.1  0.42%

1999 990 1010.9  2.11%

2000 1039 1042.7  0.36%

2001 1056 1075.5  1.85%

2002 1116 1109.4  0.59%

2003 1160 1144.3  1.36%

2004  1180.3  

2005  1217.4  

2006  1255.7  

2007  1295.2  

2008  1336.0  

If rank(B)=2, the equation (2) has a unique 
solution: N

TT yBBBa 1)(ˆ −= . Therefore, from (1) we 
obtain the generating model: 
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From (3), each value of )(ˆ )0( kx  can be computed. 
Thus, we compute the feedback values 
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(4) 
The road goods traffic volumes from year of 1996 to 

2003 in the whole country are listed in Table 1 in detail. 
We can get the forecasting values of grey GM(1,1) listed 
in Table 1. 

III. NEURAL NETWORK PREDICTING MODEL 

An Artificial Neural Network (ANN) is an 
information processing paradigm that is inspired by the 
way biological nervous systems, such as the brain, 
process information. The key element of this paradigm is 
the novel structure of the information processing system. 
It is composed of a large number of highly interconnected 
processing elements (neurons) working in unison to solve 
specific problems. ANNs, like people, learn by example. 
An ANN is configured for a specific application, such as 
pattern recognition or data classification, through a 
learning process. Learning in biological systems involves 
adjustments to the synaptic connections that exist 
between the neurons.  
     A neural network consists of simple processing units 
and each of the processing units has natural inclination 
for storing experimental knowledge and making it 
available for use. These simple processing units, called 
neurons or perceptions, form distributed network. An 
artificial neural network is an abstract simulation of a real 
nervous system that contains a collection of neuron units 
communication with each other via axon connections. 
Due to its self-organizing and adaptive nature, the model 
potentially offers a new parallel processing paradigm that 
could be more robust and user-friendly than the 
traditional approaches. As in nature, the network function 
is determined largely by the connections between 
elements. We can train a neural network to perform a 
particular function by adjusting the values of the 
connections (weights) between elements. 

 A neuron is a processing unit, which has n  inputs and 
m  outputs. nxxx ,,, 21 are outputs of previous layers. 

ijw is the weight by which neuron i  contribute to neuron 

j . jb  is the threshold of neuron j .The net input jnet  

is defined by [3] 

j
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where jO  is the output of the neuron j .Then 

)( jj netfO = . 

f  is a transfer function, which takes the argument input 
and produces the output. The transfer function is very 
often a sigmoid function, in part because it is 
differentiable. The sigmoid transfer function is 

nete
netf −+

=
1

1)(                                            

The back-propagation network represents one of the 
most classical examples of an ANN, being also one of the 
most simple in terms of the overall design. The network 
is a straight feedforward network: each neuron receives 
as input the outputs of all neurons from the previous 
layer. We adopt a three-layer back-propagation network 
(see Figure 2). The pretreatment life data are fed to the 
inputs. The output of network is life distribution. The 
network has some hidden. The objective is to train the 
weights and the thresholds, so as to minimize the least-
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squares-error between the teacher and the actual 
response. 

In this paper, A standard three-layer multi-layer 
perceptron trained using the back propagation (BP) 
algorithm is used. The back-propagation network has one 
input, tree hidden neurons and one output. The value of 
time is input, and the forecasting value is output. The 
ANN was trained with the following parameters: learning 
parameter=0.5, momentum=0.2, error=0.01. The 
forecasting value data are inputs of trained network. The 
actual output of network can be calculated by using these 
weights and the thresholds. We can get the forecasting 
values of ANN listed in Table 2. 

TABLE II.   
THE ACTUAL TRAFFIC VOLUME FROM 1996 TO 2003 AND THE 

FORECASTING VALUES OF ANN 

Time Actual  
Data 

forecast value relative 
error 

1996 984 1012.0 2.85% 
1997 977 1026.2 5.03% 
1998 976 1040.6 6.61% 
1999 990 1055.2 6.59% 
2000 1039 1070.2 3.00% 
2001 1056 1085.3 2.78% 
2002 1116 1100.7 1.37% 
2003 1160 1116.4 3.76% 
2004  1129.5  
2005  1145.6  
2006  1161.9  
2007  1178.4  
2008  1195.1  

IV. SUPPORT VECTOR MACHINE PREDICTING MODEL 

Support vector machine(SVM) proposed by Vapnik in 
1992 is a new machine 1earning method, which is 
developed based on Vapnikcher vonenkis (VC) 
dimension theory and the principle of structural risk 
minimization(SRM) from statistical learning theory. 
Originally, SVM were developed for pattern recognition 
problems. Recently, with the introduction of e-insensitive 
loss function, SVM have been extended to solve non-
linear regression problems. SVM has been tested on a lot 
of application fields including classification, time, serial 
estimation, function approximation, text recognition, etc.. 
SVM has the comprehensive theory foundation such as 
the universal convergence, speed of convergence, 
controllability of generalization ability. 

Consider the problem of approximating the set 
of data, { }liyxD ii ,,2,1|),( == ，

n
i Rx ∈ ，

Ryi ∈ , with a linear function[4], 

bxwxf += ,)(        (5) 

Usingε -insensitive loss function, 
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The optimal regression function is given by the 
minimum of the functional, 
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where C  is a pre-specified value, and iξ , *
iξ  are 

slack variables representing upper and lower 
constraints on the outputs of the system. 
The optimal regression function is given by the 

minimum of the functional, 
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where C  is a pre-specified value, and iξ , *
iξ  are slack 

variables representing upper and lower constraints on the 
outputs of the system. 

  Equivalently one can solve the dual formulation of 
the optimization problem: 
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Solving Equation (9) determines the Lagrange 
multipliers iα ，

*
iα , and the regression function is given 

by  
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The non-linear mapping can be used to map the data 
into a high dimensional feature space where linear 
regression is performed. The kernel approach is again 
employed to address the curse of dimensionality. The 
non-linear SVR solution, using ε -insensitive loss 
function, 
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is given by,  
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where ),( xxK i  is the kernel function performing the 
non-linear mapping into feature space. There are many 
kernel functions, such as polynomial function, radial 
basis function, exponential radial basis function and 
multi-layer perception function etc.. Table 3 illustrates 
the SVR solution for a exponential radial basis function 
with 1000=C , 0001.0=ε  and 18=σ . 

TABLE III.   
THE ACTUAL TRAFFIC VOLUME FROM 1996 TO 2003 AND THE 

FORECASTING VALUES OF SVM 

Time Actual  Data forecast value relative error 
1996 984 984.0  0.00% 
1997 977 976.8  0.02% 
1998 976 980.4  0.45% 
1999 990 994.8  0.48% 
2000 1039 1020.0  1.83% 
2001 1056 1056.0  0.00% 
2002 1116 1102.7  1.19% 
2003 1160 1160.0  0.00% 
2004  1227.8   
2005  1306.0   
2006  1394.3   
2007  1492.6   
2008  1600.7  

The exponential radial basis function is given by,  
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We can get the forecasting values of SVM listed in 
Table 3 and Figure 8. The sum of squares errors of three 
methods are described in Table4. From Table 4, we can 
conclude that the accuracy of the support vector machine 
method is higher than the other two methods.  

1996 1998 2000 2002 2004 2006 2008
900

1000

1100

1200

1300

1400

1500

1600

1700

Time

co
m

bi
ni

ng
 fo

re
ca

st
in

g

Actul data
GM
ANN
SVM

 
Figure 1.  Three forecasting methods 

 

TABLE IV.   
THE FORECASTING VALUES OF THREE METHODS  THE SUM OF SQUARES 

ERRORS OF THREE METHODS 

Methods GM ANN SVM 
sum of squares errors 1859.8 15587.9 579.7 
average relative error 1.18% 4.00% 0.50% 

maximum relative error 2.75% 6.61% 1.83% 

IV.  CONCLUSIONS 

The use of SVMs in the road goods traffic volume 
forecasting is studied in this paper. The study has 
concluded that SVM provide a promising alternative to 
time series forecasting because they use a risk function 
consisting of the empirical error and a regularized term 
which is derived from the structural risk minimization 
principle. Compared with single prediction methods, 
linear combining forecasting method and neural network 
combining forecasting method, the accuracy of the 
support vector machine method is higher. 
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Abstract—With the development computer technology of 
campus network, more and more application systems  
become popular. These application systems are independent 
each other, everyone has its own different account 
information in different systems and must save its different 
account information. Based on the above fact, the paper 
analyzes common authentication scheme, then propose a 
security single sign-on way. The method implement a 
security uniform identity authentication using 
PKI,LDAP,CAS. In this way user can access all 
corresponding application systems when they login only one 
time. This approach can allow users to easily manager their 
account information. 
 
Index Terms—LDAP, Authentication, SSO, PKI 

I.  INTRODUCTION 

With the continuous increased infrastructure in campus 
network and development technology of the electronic 
information, more and more application systems are 
rapidly used in campus network. These systems are 
independent each other, such as office automation, 
campus network accounting system, financial tracking 
system, educational management system, library loan 
system, etc. Each system has its own authentication 
database that is different from other and users in each 
system have their own accounting information. It is 
difficult for users and administrators to manage the 
accounting information of many different systems. So the 
more number of applications system, the more 
complicated. So these systems urgently need the support 
of SSO. Based on the above face, the paper presents a 
SSO[1-2] method after analysis of several different 
common authentication systems. It allows users to login 
once to access all mutual trust systems, at the same time 
SSO confirm the identity of communications and provide 
data security. This authentication method uses LDAP as 
its database that is a simplified version of X500, X509 is 
a part of X500. Judging from the nature of data, the 
certificate data store in LDAP, the information user 
generated come from LDAP. This paper will use CAS as 
authentication method and add plug for support of 
certificate method. 

II.  ANALYSIS OF COMMON AUTHENTICATION METHOD 

A. General Authentication Method 
General authentication is each application has its own 

independent authentication method and is mutually 
coupled from other systems. When users access different 
application systems, they must enter corresponding 
information. At present this authentication method is 
adopted by many application systems, and each system’s 
authentication and authorization are different from others. 

B. Authentication Method of LDAP and Radius 
LDAP is Lightweight Directory Access Protocol[3],   

based on the X.500 standard, but significantly simpler and 
more easily adapted to meet custom needs. Unlike X.500, 
LDAP supports TCP/IP, which is necessary for Internet 
access. The LDAP protocol enables corporate directory 
entries to be arranged in a hierarchical structure that 
reflects geographic and organizational boundaries. LDAP 
directories are arranged as trees, please see Fig. 1. One of 
the most important features of both X.500 and LDAP is 
the ability to search for user-specified resources. 

Radius (Remote Authentication Dial In User Service) is 
a networking protocol that provides centralized 
Authentication, Authorization, and Accounting 
management for computers to connect and use a network 
service. It runs in the application layer, uses UDP as 
transport, and supports a wide variety of authentication 
schemes. 

The above two protocols can provide unified 
authentication methods, both run in the application layer, 
based on C/S mode. They supports a wide variety of 
authentication schemes and have a variety client 
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Figure 4.  CAS authentication process of a figure. 

development environment, such as SDK for C, SDK for 
JAVA, SDK for Perl, etc. Radius can store its accounting 
information in LDAP database. But they are not SSO; 
logging in different systems need enter different user 
information, do not have Characteristic behavior of a 
single sign-on. 

C. Kerberos Authentication Method 
Kerberos is a network authentication protocol. It is 

designed to provide strong authentication for client/server 
applications by using secret-key cryptography. It is the 
implementation of SSO and allows nodes communicating 
over a non-secure network to prove their identity to one 
another in a secure manner. It makes use of a trusted third 
party, termed a key distribution center, which consists of 
two logically separate parts: an Authentication Server and 
a Ticket Granting Server. Kerberos works on the basis of 
"tickets" which serve to prove the identity of users. please 
see authentication process of Fig. 2, it is the realization of 
C/S of SSO. The SSO referred in this paper is based WEB 
mode and is a simplified version of Kerberos to 
implement security unified identity of cross-domain. The 
service ticket stored in KDC can only be used once 
compared to Kerberos. 

III.  IMPLEMENTATION OF CERTIFICATE REPOSITORY 

PKI is public key infrastructure, it enables users to 
securely and privately exchange data through the use of a 
public and a private cryptographic key pair that is 
obtained and shared through a trusted authority. The 
public key infrastructure provides for a digital certificate 
that can identify an individual or an organization. A public 
key certificate is a cryptographically signed digital 
structure that guarantees the association between at least 
one identifier and a public key. The X.509 document 
defines the format of a public key certificate and of 
certificate revocation list. An LDAP directory represents 
the perfect repository for public user information and 
public key certificates and offers distributed access to the 
data it stores[4]. Like a database schema, a directory 
schema defines how data is represented in the directory. In 
order for the directory to serve as a repository for the 
certificate, the directory schema should be open and 
extensible. 

Please see Fig. 3, it show how to use LDAP as 
certificate database. All the basic information of users 

stored in LDAP, CA issued certificates and CRL is also 
stored in LDAP. All certificate original data user 
requested come from LDAP, then CA signature it. The 
certificate use the standard PKCS#12 and use pfx 
format[5]. User download it and import it to system to 
provide individual account security and personal 
identification. Once user has his certificate, he can use it 
to login in application system while he can also choose 
traditional user/password way. This paper recommends 
using certificate method, at the same time authentication 
system will get user information from certificate. Only the 
certificate is signed successful, application system can 
implement SSO based PKI.  

IV.  IMPLEMENTATION OF SSO 

SSO is an integrated part of campus network, user only 
need to provide a one-time credential and then can access 
all mutual trusted application system[6]. Now the best 
integration solution of application systems is based SOA 
that use Web Service to achieve the target. CAS is Central 
Authentication Service and a single sign-on protocol for 
the part of SOA. Its purpose is to permit a user to access 
multiple applications while providing their credentials 
only once. Please see Fig. 4, when a user accesses a site 
that uses CAS, that site redirects the user to CAS. Once 
CAS has verified a user's identity, it forwards them back 
to the original site. CAS attaches a unique ticket number 
to the URL of the protected service. The protected service 
sees this ticket. It sends this ticket to CAS. CAS tells the 
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protected service whether the ticket is good and if so, the 
Case ID that was used to obtain the ticket. The protected 
service reacts accordingly, allowing access if the ticket is 
good. 

The extension of authentication is as follows: 

A. Step 1 
When user access a protected resource, CAS Client 

analysis of whether the request contains Service Ticket, if 
included, then skip to step C, if not, redirect to the CAS 
URLwith target address. 

B. Step 2 
If the user has certificate,system will pop up a dialog 

box to let user select appropriate certificate.and identify 
user.If user has no certificate,system will let user use 
traditional user/password method. After authorization 
authentication system will write TGC cookie and redirect 
target url whit service ticket. 

C. Step 3 
CAS client filter obtain http request,get the service 

ticket and post it to CAS, if valid, access applications, if 
not,skip to step A. 

For the safety of TGC, accessing CAS use https, ticket 
only be use once. This paper presents dual authentication 
in CAS - certificate and LDAP. This requires extension of 
user authentication interface, CAS separate authentication 
interface from authentication protocol. The extended 
authentication provided by CAS is 
“AuthenticationHandler” which has support and 
authenticate methods where users implement their codes. 
In order to dual authenticate with certificate and LDAP, 
this paper implement “Credentials” and corresponding 
“CredentialsToPrincipalResolver”. 

V.  CONCLUSION  

With the development of campus network technology, 
independent application systems do not suite to direction 
of campus network. So SOA-based architecture using 
Web Service is the best solution for loosely couple up. At 
this time SSO is a part of it, login once to access the 
application systems of mutual trust, without second logon. 
Based on fact, this paper implement a SSO method using 
PKI, LDAP, CAS, etc and provide a security identity 
authentication. Users only login once can access many 
mutual trust systems. 
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Abstract—With the popularization of computer technology 
and the Internet, information security becomes increasingly 
important. The traditional passive defense has been unable 
to meet the needs of the people, honeypot technology as a 
proactive protection technology to make up for the   
traditional system. The paper gives a new Computer 
Forensics System based on honeypot which use the network 
deception, data control and data capture technology to 
achieve the network intrusion tracking and analysis. 

Index Terms—computer forensics, honeypot, Intrusion 
Detection 

I.  INTRODUCTION  
With the rapid development of Internet, human 

activities dependent on information networks are also 
growing. At the same time network security is tight, and 
the existing security measures is mainly based on the 
known facts of the passive protection model. Honeypot 
technology is an emerging network security based on 
active defense technology, which by monitoring the 
activities of an intruder, so that we can analysis of the 
intruder whose skills, using the tools and motivation for 
the invasion, thereby enhancing network security defense 
capacity. At the same time, honeypots can also use the 
custom features to phishing attacker, slow down the attack 
and the transfer target, effectively make up the traditional 
defensive deficiencies in information security technology, 
makes the protection system more perfect.  

II.  HONEYPOT  WORKS 
In short, the honeypot is a computer system running on 

the Internet which designed to lure and trick other people 
(such as hackers) who attempt to illegally break into 
others computer systems. Honeypot is mainly induced an 
attacker by using the network deception, makes the 
possible security vulnerabilities have very good 
camouflage place. Because honey can not provide real 
value to the outside service, all of its attempt to link will 
be considered as suspicious. Another use of honeypots is 
to delay the attack on the real target, make the attacker 
waste time in a honeypot so that the possibility of a real 
network services to be detected is greatly reduced and the 
network detection rapidly detect the attempt of the 
invader. Afterward, timely repair security vulnerabilities 
that may exist in the system and receive the enemy's 
offensive skills and intentions. Honeypot tools include 
sensitive monitor and event log.  Event log to detect an 
intruder to access and collect information on the activities. 
Because any access to the honeypot system, the system is 
given the illusion of a successful invasion, so system 
administrators can not expose the system really working 

conditions, timely shift, record, track intruders, to collect 
electronic evidence, do a better computer forensics work. 

III.  ADVANTAGES AND DISADVANTAGES OF 
HONEYPOT TECHNOLOGY 

 Honeypot technology benefits include: the fidelity of 
data collection, honeypots do not provide any real effect, 
so the data collected very little. At the same time many of 
the data collected is as attacks by hackers, honeypots do 
not depend on the detection of any complex technology, 
thus reducing the false negative rate and false alarm rate. 
The use of honeypot technology can collect new attack 
tools and attack methods, unlike most current intrusion 
detection systems use feature matching method can only 
detect known attacks. Honeypot technology does not 
require strong resources to support, low-cost equipment 
can be use and it doesn’t require extensive capital 
investment. Relative other intrusion detection 
technologies, honeypot technology is relatively simple, 
enables network administrators more easily to grasp some 
knowledge of hacking. 

Honeypot technology also has some shortcomings, 
mainly: the need for more time and effort. Honeypot can 
only attack against the surveillance and analysis, the view 
is more limited, unlike the intrusion detection system can 
listen through the bypass techniques to monitor the entire 
network. Honeypot technology can not be directly 
protective vulnerable information systems. Honeypot 
deployment will bring some security risk. 

IV.  SYSTEM DESIGN  

A.  System Model  
Computer forensics model is the theoretical basis of 

forensic system. Based on the existing model into the 
honeypot technology, (Figure 1) gives the model of 
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computer forensics based on honeypot technology. The 
system has four modules, intrusion detection module, data 
capture module, data analysis module, data storage 
module. 

B. System Analysis  
To address the need for protection for each machine are 

installed honeypot system costs too many problems, you 
can use technology to simulate virtual HoneyPot multiple 
systems in order to attract more attacks or intruders. 

Virtual honeypot system is in a real physical machine 
to run some simulation software, simulation software to 
simulate on computer hardware, makes the simulation 
platform can run multiple different operating systems, 
such a machine becomes true multiple hosts (known as 
virtual machine). Virtual honeypot technology can be 
used to simulate the multiple systems in order to attract 
more attacks or intruders, software can set up a virtual 
honeypot system. 

C. System Implementation Technology  
1) intrusion detection module: Implementation of the 

network packet authentication. Intrusion detection system 
with rule base (IP or MAC) in comparing the rules for 
credible data packets allowed into the real system, 
suspicious packets redirected to the intrusion deception 
environment. 

2) data capture module: Data acquisition functions. 
Packet contains a record of the intruder's actions, these 
records will eventually help us to analyze their use of 
tools, strategies and attack purposes. Forensics system to 
collect as much as possible all available data, and ensure 
that these data have not been tampered with, it needs the 
data tansmit to Remote Security Host. We use various 
means to make the honeypot system to collect data 
integrity and security as much as possible, through a 
combination of several methods, it is clear replay attack 
the intruder. The first record is a host firewall tool. It can 
record all incoming and out honeypot system connections. 
Not only can we set the firewall to log all the connections, 
but also to give us warning messages. In addition, it can 
record some unusual port connection attempts. The 
second recording tool is intrusion detection system, we 
use Snort, configured in Linux host. It has two functions: 
The first role is to capture all differences in honeypot 
system of network data packets. In addition, it also can 
found some suspicious behavior and to alert you. 

3) data analysis module: Realize the characteristics 
of network data packets. Analysis of performance of the 
system determines the overall system performance. 
Therefore, it can take pattern matching and protocol 
analysis method to improve the analysis of system 

performance. Protocol analysis use the network protocol 
level and knowledge of relevant agreements quickly 
determine whether there are signatures, Thus greatly 
reducing the computational pattern matching to improve 
the accuracy of matching. Pattern matching is based on 
the signatures of network packet analysis technology. Its 
analysis speed, the advantages of small false alarm rate is 
unmatched by other analytical methods. Simple to use 
pattern matching, there are big drawbacks, we use the 
combination of protocol analysis and pattern matching 
methods to analyze network data packets. 

4) data storage module: Realize the data 
transmission and preservation. Network data packets are 
recognized to be safe for the invasion of the transfer of 
data to secure evidence of machine to prevent tampering 
by an intruder. 

D. System Implementation  
According to the system structure, we can implement a 

system of Intrusion Deception as following steps: 
1) Configuration firewall and intrusion detection 

systems. 
2) In the server install VMware virtual machines to 

construct intrusion deception environment, then install a 
honeypot system in the virtual machine. 

3) The establishment of legal rules on the server 
database. 

4) Configuration computer for data Analysis. 
5) Configuration Forensics machine for receiving the 

data. 

V. CONCLUSION 
Honeypot technology make network security shift from 

passive to active defense, tracking of the intruder 
Undeniable. Compared to other security mechanisms, 
honeypot easy to use, flexible configuration, occupies less 
resources can be effective in a complex work 
environment, collecting data and information relevant of a 
good value. With the intrusion type of diversification, the 
honeypot must also be a variety of interpretations, 
otherwise it will not be able to face the ravages of the 
invaders. 

REFERENCES 
[1] Lance Spitzner.Definitions and Value of Honeypot.[EB/OL] 
[2] Michael Howard,David LeBlanc,Writing Secure 

Code,Microsoft Press,2002 
[3] http://www.honeynet.org. 
[4] Honeynet Project.Know Your Enemy GenII 

Honeynets.Http://www.honeynet.org/papers/gen2.2003 
[5] Rajeev Motwani and Prabhakar Raghavan,Randomize 

Algorithms,C-Ambridge University Press,1995 

 



 338

 

Feature Extension for short text 
Yan Tao1. Wang Xi-wei2 

1Henan University of Urban Construction,Network Information Center,Pingdingshan 
abeey2007@gmail.com 

2Henan University of Urban Construction,Network Information Center,Pingdingshan 
wangxw@hncj.edu.cn 

 
 
Abstract—Different from the conventional word-form based 
automatic classification system of chinese texts ， giving 
further consideration on words co-occurrence relationship
，this paper proposes two feature extension methods based 
on co-occurrence relationship．The improved methods give 
higher accuracy to the short text classification system． 

Index Terms—short text classification, co-occurrence 
relationship, features extension.  

I.  INTRODUCTION 
The development of instant messaging technology and 

the popularization of information processing technology 
promoted the booming of short-text information 
processing technology, such as the mobile phone SMS, 
QQ chat, BBS, instant messaging software,has become an 
important channel for information dissemination.Such a 
rich resource of short texts make people's lives easier while 
bringing significant information security risks. Such as waste, 
harassment and frequent large quantities of text messages, 
seriously affecting people's lives[1], and short text classification 
is the realistic tasks basis to solve the short message filtering, to 
promote the chinese short-text classification has become an 
important research direction. 

Most methods of the short text is mainly traditional 
text classification, information filtering and retrieval 
methods, Specific algorithm for short text has not yet 
formed on its own characteristics. However, compared 
with the long text, because of the characteristics that short 
text described weak signals, noise characteristics of the 
data ,and automatic classification system of Chinese texts 
based on simple word-form have been unable to meet the 
needs of short text classification. Therefore, the 
comprehensive consideration of the short text data is 
proposed in the course of a short text classification,  
mining the association relationship between the short text 
data to assist the classification. Currently,only a small 
number of research at home and abroad in this 
areas[2],[7] , and the results are unsatisfactory. 

Previous studies show that the text feature rich or not 
is essential to the classification results. So, two methods 
are proposed for feature extension based on taking full 
account of the correlation between words: In this paper, 
take the training data as the background corpus, firstly, 
using FP-Growth algorithm to mine the co-occurrence 
relationship among the training set, and to construct the 
set of feature co-occurrence as expansion vocabulary, and 
then expanded the training and testing features using the 
set of feature co-occurrence respectively, the two methods 
were based on the the same expansion vocabulary, but 

expand in different ways. Finally,experiments were 
carried out respectively. 

II.  BASIC PROCESS 
Expansion based on the training and testing text 

feature processes as shown in Figure 1 and Figure 2: 

 

Figure 1 chinese short-text classification based on training set feature 
extension 

 

Figure 2.1 chinese short-text classification based on testing set feature 
extension 

A. The construction of  the set of feature co-occurrence  
Agrawal proposed Association Rules is to find 

relationship between different data items，such as data 
influence of another data item. And found that rules it is 
conducive to data classification，can resolve the problem 
of exploring knowledge in short-text to some extent. 

One of the most critical technology in feature 
extension is that the construction of extended vocabulary, 
data sources of extended vocabulary are usually two 
ways[8]: 

© 2010 ACADEMY PUBLISHER 
AP-PROC-CS-10CN007 

ISBN 978-952-5726-10-7 
Proceedings of the Third International Symposium  on Computer Science and Computational Technology(ISCSCT ’10) 

 Jiaozuo, P. R. China, 14-15,August 2010, pp. 338-341 



 339

The first is the automatic construction of machine 
resources (such as unlabeled test data and the background 
corpus, etc.); 

The second is a specialist construction resources (such 
as the existing language knowledge base, etc.). Such as 
WordNet, HowNet, etc.; 

support for the itemset X is ( )xσ in data mining, focus 
of all services including the number of items X，Suppose 

s is the minimum support threshold, if ( )xσ ≥s,then it is 
frequent itemsets. feature with frequent co-occurrence 
relationship means that they appear in the same document 
with higher probability. Such as "telecommunications and  
company", " country and nation" and so on. 

According to the contents of my study, the following 
two definitions are proposed: 

Definition 1 co-occurrence word pairs : Association 
Rules t i  t j→  before and after entry form the co-
occurrence word pairs. 

Definition 2 the set of feature co-occurrence : if the 
latter are features in the co-occurrence word pairs,they 
form it. 

In this paper ,we chose the first method of expansion 
vocabulary. The training data as the background corpus, 
using FP-Growth algorithm[9] to mine the co-occurrence 
relationship among the training set, and to construct the 
set of feature co-occurrence as expansion vocabulary. 

The creation of the set of feature co-occurrence 
includes two points:one is the creation of the co-
occurrence word pairs,another is the check of features. 
The Figure 3 is FP-Growth Extracted the set of feature co-
occurrence. 

  

Figure 3 FP-Growth Extracted the set of feature co-occurrence 

     As the number of training samples of each class 
different, to ensure that features are set to cover a total of 
all categories, We calculated the set of feature co-
occurrence of each class . 

1) Data pre-processing:There are a lot of short text 
as the high-frequency words, but meaningless, filtering 
out the noise interference using chinese stop word list[10], 

retain only the core of chinese sentences[11], including 
nouns, verbs, adjectives, adverbs. 

2) Using  FP-Growth for mining co-occurrence word 
pairs:Input the results into FP-Growth algorithm, 
according to the minimum support threshold for first pass 
screening, then follow the minimum confidence threshold 
generated rules, the frequent co-occurrence set of rules 
generated for each class,that is set of co-occurrence word 
pairs. 

3) Feature words check:check the latter of the co-
occurrence word pairs, if it is feature ,remain it,get the 
final set of feature co-occurrence. 

B. Feature Extension method of Training set 
We believe that, once the first item which between the 

strong association rules appears in the text, the latter will 
occur to a certain probability. Specifically in the 
characteristic extension of the training set , the training 
feature is expanded according to the set of feature co-
occurrence firstly, owing to co-occurrence words in 
training set, we only need to adjust the weight of 
characteristics, without new features. 

Traditional automatic classification system based on 
simple word-form have been unable to meet the needs of 
short text classification, often leads significant terms to 
lower weight. To the method feature extension of training 
set, hypothesis, the first item which between the strong 
association rules appears in the text, the latter will occur 
to a certain probability, we will enhance the frequency of 
the latter on the basis of the number preceding paragraph 
and the co-occurrence probability, highlights of the 
contributions which interaction between co-occurrence 
words to the weights of the characteristics and 
classification. 

For a word pairs i jt  t→ , improve the latter 
characteristic weights calculated as: 

i
j j

j

W t S CW t = W t 1 +
W t

⎛ ⎞× ×
• ⎜ ⎟⎜ ⎟
⎝ ⎠                   (1) 

Among them, iWt is the weight of ti, jW t  is the 
weight of tj, S is the support for the co-occurrence word 

pairs i jt  t→
, C is confidence. This formula taking the 

effect between frequency, support and confidence to the 
weight of the feature, giving further consideration on 
words co-occurrence relationship, solve the mere 
limitations based on word frequency. 

Algorithm for training text feature expansion: 
Take k-class for example(1 12k≤ ≤ ), 
Input: feature co-occurrence set Ik;  
Association rule threshold: Minimum confidence 

threshold C; 
Minimum support threshold S; 
Word frequency file of training set star.txt; 
Output: Word frequency statistics of training set 

star_.txt; 
Step 1 For a feature ti in star.txt, inquiry Ik, if the co-

occurrence word pairs i jt  t→
on the unique, And when 

C is greater than the threshold, run Step 2.if not unique, 
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computing S * C *(the number of the latter), extend ti 
according to the term which have the maximum results, 
then run Step 2. If there is no co-occurrence word pairs , 
run step 3; 

Step 2 Modify the weight of tj according to the 
formula (1). 

Step 3 Not extend ti. 

C. Feature Extension method of Testing set 
Feature extension of testing set :Firstly, the feature’ 

co-occurrence word is added as new feature according to 
the set of feature co-occurrence in the classification stage, 
and then classified. 

We believe that, once the first item which between the 
strong association rules appears in the text, the latter will 
occur to a certain probability. Specificaily, in the 
characteristic extension of the testing set , once a feature 
words appear, add another feature of the relationship 
between two words. 

We first clear the two concepts[8]: 
(1) Short text concept words: Refers to the word as a 

verb, noun, adjective, or adverb phrase. 
(2) Feature words set: Extracted from the training set 

focused on that part of speech as a verb, noun, 
adjective or adverb words, a subset obtained by 
feature selection. 

Algorithm for testing text feature expansion: 
Algorithm description: 
Input: Feature co-occurrence set I;  
Association rule threshold: Minimum confidence 

threshold C; 
Minimum support threshold S; 
Test document; 
Output: Feature space after feature expansion; 
Step 1  For a concept words ti in test document , 

inquiry I, if the co-occurrence word pairs i jt  t→ on the 
unique, And when C is greater than the threshold, run 
Step 2.if not unique, computing S * C *(the number of the 
latter), order the value of S * C *(the number of the 
latter),extend ti according to the term which have the first 
three maximum results, then run Step 2. If there is no co-
occurrence word pairs , run step 3; 

Step 2 Extraction the tj obtained in step 1,if tj not in 
feature space,run step 3; If not,run step 4; 

Step 3  Add tj in the list of feature space; 
Step 4  Not add tj in the list of feature space; 
Step 5  If you can not find the matching program,run 

step 6; 
Step 6  Not extend ti. 

 

III. EXPERIMENT AND RESULT ANALYSIS 
Datasets used in this article is collected 470252 

customer comments from 12 different areas by our 
teams,among those comments 35104 were from the area 
of Finance and Economics, 28744 from Real estate, 42424 
from International News, 48288 from Domestic News, 
49320 from Military, 37044 from Technology, 36032 
from Women, 40372 from Automobile, 39440 from Book 
Review, 38512 from Sports, 38660 from Games, 36312 

from Entertainment. each type of texts will be randomly 
divided into four, A testing set, the other three are training 
sets. 

D. Comparison of three methods of classification 
performance 
1、Conventional method(Called method 1 for short): 

Developed by the Chinese Word Segmentation 
CsegTag3.0 of Tsinghua University, And remove stop 
words, expressed short text as a vector use tf-idf, using 
CHI select features ， use Naive Bayes (Naive) as 
classifier[12] , test text Not been extended, selected 
features by 1000,2000,3000 ... ... 10000, try 12 categories 
short text classification experiments by 10 cycles. 

2、Feature extension method of training set(Called 
method 2 for short):Extend training set based on method 1, 
selected features by 1000,2000,3000 ... ... 10000, try 12 
categories short text classification experiments by 10 
cycles. support and confidence threshold values were set 
to 0.3%, 2%. 

3、Feature extension method of testing set(Called 
method 3 for short): Extend testing set based on method 1, 
try 12 categories short text classification experiments by 
10 cycles. support and confidence threshold values were 
set to 0.01%, 0.5%. 

The results shown in Figure 4 and Figure 5. 
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Figure 4 The macro average F1 value of three methods compared 
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Figure 5 The micro average F1 value of three methods compared 

 
Analysis: 

(1) With the number of features increases, the 
classification performance of three methods increased 
gradually. 
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(2) Method 2 and Method 3 for a reasonable feature 
expansion, reduce the noise synonyms, class 
distinction information more complete , since both of 
its Macro-F1 and Micro-F1 the are higher than those 
of method 1, specially ,Method 3 show the best 
performance. 

IV. CONCLUSION 
This paper introduced the idea of feature extension, 

discussed association rule mining apply for text 
classification, proposed a method of feature extension for 
short text. because of the characteristics that short text 
described weak signals, noise characteristics of the data, 
in this paper, the training data as the background corpus, 
Firstly, using FP-Growth algorithm to mine the co-
occurrence relationship among the training set, and to 
construct the set of feature co-occurrence as expansion 
vocabulary, and then expanded the training and testing 
features using the set of feature co-occurrence 
respectively, the two methods were based on the the same 
expansion vocabulary, but expand in different ways. 
Finally,experiments were carried out respectively.Studies 
show that the method in the multi-class short-text 
classification is feasible and effective, and has better 
performance as well as accuracy  than the traditional 
classification. 
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Abstract—The OSGi (Open Service Gateway initiative) 
service platform to be applied to handheld devices, put 
forward the application requirements on handheld devices, 
and designed to achieve the framework of handheld devices, 
including a virtual machine environment on the operating 
system, OSGi Service Platform Framework and Bundle of 
application carrier. On this basis, this paper designed   the 
application development model, proposed 
application-oriented service implementation mechanism and 
service registration model, designed the registration model 
about two types of services entities, at this time, realize the 
related application development and test instances. 
 
Index Terms—OSGi Service Platform, Handset 
Framework; Bundle 
 

I. INTRODUCTION 

With the market demand increases for the intelligent of 
embedded devices, the development oriented handheld 
device software is bound to computing, communications, 
networking, storage, entertainment, e-commerce, and other 
multi-functional integration. Feature pursuit of humanity, 
respect for wireless Internet applications, focus on safety 
performance will be the standard of consumer choice; for 
the business, how to produce low-cost, personalized 
configurations, service complete product, is the ultimate 
pursuit [1]. Moreover, the current hand-held devices are no 
longer "information islands." Requirements for external 
networking, equipment with the communication interface 
is necessary, the corresponding need for TCP / IP protocol 
stack software support [2]. As household appliances 
interconnected and coordination of field devices, etc., need 
a new generation of handheld devices with IEEE1394, USB, 
CAN, Bluetooth and other communication interface. At the 
same time, this needs to provide the appropriate 
communication network protocol software and physical 
layer driver software. 

The OSGi specifications[3] based on the application, 
which implements all of the access service for network 
equipment, equipment, shielding the complexity of 
different businesses [4]. This allows service providers to 
update and expand the service. For service providers only 
provide services to the user interface, so no need to modify 
the service user can obtain the latest service. This greatly 
simplifies the service development life cycle, reduce costs, 

and increase the effective life of equipment in the network 
world. 

II. OSGI SERVICE PLATFORM APPLICATION FRAMEWORK 
FOR HANDHELD DEVICES 

From the view point of OSGi Service Platform 
applications in handheld devices, we carried out 
requirements design and system architecture definitions. 
Handheld devices will achieve two requirements: on the 
one hand, hand-held device management all kinds of 
services on OSGi service platform, on the other hand, 
remote server management services for handheld devices. 

A.  Requirements Design 
Handheld device manage all kinds of services of OSGi 

Service Platform. Equipment can be installed on the default 
system services, users can also independently control the 
life cycle of the authorization service.  

Users can install the Services, which meet the OSGi 
service specification, on Framework, the user need only 
specify the specific installed path; Users can run the service 
on Framework,  the services can registered to the 
Framework, and be used by  other services on OSGi 
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Service Platform 
The user can stop the service, cancel the services which 

has been registered in the service Framework; user can 
uninstall the service from the Framework; Users can also 
update service, which has been installed by the specific 
path specified in the Framework. 

After handheld device access network, it will be 
managed through the management proxy server, including 
authorization schemes, security access, dynamic 
monitoring and so on. Device management proxy server is 
a proxy of Remote server. it carries out management to 
equipment, service and user. Figure 1 is use case diagram. 

   

B.  System framework 
Figure 2 is the environmental framework for OSGi 

Service Platform, OSGi Service Platform provides a 
common realization environment. a variety of Driver is on 
the Hardware; Java virtual machine is on Operationg 
System; OSGi Framework is on the Java virtual machine, It 
registered a variety of Service, run all kinds of Bundle, as 
well as "Bundle" form of realization of various Application. 
Framework is a horizontal extension. Achieving of bundle 
not only based on Java virtual machine implementation, but 
also can call the system’s Native Code (non-Java code on 
the operating system) [5]. 

 

 
Figure 2  implement framework for OSGi Service Platform 

Realization structure of handheld devices: a common 
operating system for handheld devices on hardware, 
including PlamOS, Linux, WinCE, Symbian, etc.; a special 
Java virtual machine, consumer-oriented micro-package 
devices is on operating system,; 

on the Java Virtual Machine is extended over a variety of 
specific implementation for handheld devices: CDC 
(Connected Device Configuration), CLDC (Connected 
Limited Device Configuration), PJava (Personal Java), 
CVM (Component Virtual Machine); OSGi Framework is 
implemented on top of the Java virtual machine, and 
provide a variety of execution environment for Bundle. 
Above Framework is the application components layer and 
service registry layer, application components layer 
provide user-oriented applications (Application), service 

registry layer provides application-oriented services 
(Service), to implement dynamic service registration and 
Foreign expansion. 

OSGi's Framework as a system Bundle, with the 
following special properties: It is set Bundle ID, the default 
value is 0, that it is the first to be launched Bundle. It cannot 
be managed as life-cycle, only to start, stop, update and 
uninstall the state; It manages all the Bundle of other 
activities, so it must be the path to the external leads, such 
as general Bundle be stated in the Manifest file. on the 
platform with OSGi service specification, Framework 
dynamically installs and updates Bundle, and manage all 
the Association between undle and Service. BundleA, 
BundleB, BundleC can respond to events, Framework 
achieve life-cycle management to these Bundle. 

III.  APPLICATION DEVELOPMENT MODEL DESIGN 
BASED ON OSGI SERVICE PLATFORM  

From the user-oriented perspective, in the OSGi Service 
Platform Framework, we design registration application 
component layer and service layer. Application component 
layer is from the application component interface 
definitions, application components to achieve 
qualification, application components defined API 
(application program interface function that is defined) and 
application components related to design; service registry 
layer is from the service implementation model and service 
registration mechanism to design [6] [7], we proposed two 
service registration mode. 

A. The application component layer 
In the application component layer, various of 

application component interfaces is the most important. A 
software component to deployment is as the form of Bundle. 
API is the interface of application program, it defines the 
entrance and exit of this component.Applications based on 
OSGi Framework implementation, can be start, stop, pause 
execution and continue. Usually the application is 
associated with certain user interface. In the OSGi service 
platform, the several of the collection according to the type 
of application, are application container.  As soon as 
application container is installed successfully, this 
application representation is registered to the platform  
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Figure 3  The relationship between the application 
components 
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service registration. Application representation includes the 
type of application and the application of the additional 
information. Figure 3 shows relationship among the 
application, application container, application entity, the 
application representation and application administer. 

B.   Service registry layer 
Framework services Running in the OSGi Service 

Platform is accessed by other Bundle on the form of 
interface, not only to ensure Service truly independent, but 
also guarantee the security to code. Service A, Service B 
and Service C register to the Registry by Bundle A, Bundle 
B and Bundle C respectively. Bundle D obtain these 
services only through access service interface. Figure 4 is a 
concrete implementation example. 
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Figure 4  Service Implementation Pattern 

C.   Service Registry Model 
This paper designed two different entities registered 

service mode: Mode 1: Figure 5 presents a Service 
registration and call patterns. BundleA and BundleB 
register Framework, which register the respective service 
entities Service Object to the Registry directly, through 
ServiceManagement distribution, is stored to the 
Framework, the only place. As an application, BundleD can 
direct access to services entities through 
ServiceMangament address.  
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Figure 5  Service registration Mechanism: Mode 1 
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Figure 6  Service registration Mechanism: Mode 2 

Mode 2: Figure 6 shows another service registration and 
call patterns. using ServiceFactory mechanism, different 
service entities of BundleA register to the Registry as 
unified ServiceFactory form. ServiceManagement make 
the distribution of addresses for registered ServiceFactory, 
but does not distribute addresses for the service entities. 
Only when Application in BundleD or BundleE obtain 
services, ServiceFactory.getService achieved by 
overloading BundleContext.getService to create the calls 
for service entity. Service entity is created timely by 
ServiceFactory only when it is acquired. This fit to register 
services group with more correlation, but also for the 
service to registration, which does not require permanent 
memory. 

IV.  DEVELOPMENT AND TESTING BASED ON 
APPLICATION DEVELOPMENT MODEL  

Based on the above application development model, we 
implements an application example on DeviceTop3.0 
platform. on the instance: the Framework of DeviceTop3.0 
is started on PDA, PC access PDA via Telnet, and the 
applications are installed on the Framework, Framework 
manage applications. PDA display application information 
(see Figure 7), is starting ProductInfo application. 

    
Figure 7   PDA display ProductInfo 
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Figure 8  testing diagram for the service platform  

OSGi Service Platform is a runtime environment, it can 
track and test running services on the system. Basic test 
strategy is: to registry testing service in the Framework, the 
service obtain testing services through the Bundle Context, 
so it will enter the test track, the test results can be saved 
directly. So as to resolute the performance testing issues 
about the dynamic service registration. Figure 8 is a test 
diagram. Test results show that the design of handheld 
devices to achieve better running in parallel for multiple 
Java programs. Framework can dynamically manage 
applications. Applications and services truly are separated. 
DeviceTop3.0 is implemented on the basis of  the OSGi 
specification Release2.0, the extended system can 
successfully boot a certain port, to accept remote 
management of services manage the system’s dynamic 
update, repair and send. 

V. INCLUDING 

Java technology is mainly adopted on Implementation of 
OSGi Service Platform. It is benefit of portable, high 
reliability, high security and multi-protocol support of 
Java2 technology. Embedded device is based on OSGi 
services management platform, it provided to users for the 
service platform including a service-oriented, safe and 
reliable, network sharing, configurable, remote 

management, and easy to operate. Embedded device 
manufacturers will be isolated from OSGi services to 
specialized service providers, together with the information 
service operators, network service operator jointly 
developed the intelligent network services. This article 
OSGi (Open Service Gateway initiative) service platforms 
applied to the handheld device, design and implement 
handheld device framework, including the a virtual 
machine environment on operating system, Framework and 
carrier Application Bundle on OSGi Service Platform, 
proposed for application-oriented service implementation 
mechanism and the service registration mode, implement 
two different registration mode for service entities. 
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Abstract—Fuzzy clustering is a scientific and effective 
clustering method, which is applied surrounding rock 
stability classification of underground engineering by 
compiling fuzzy clustering algorithm of matlab software. 
Surrounding rock classification data collected are defined 
as training and forecasting samples. The research results 
indicate that fuzzy clustering algorithm be better used 
surrounding rock classification of underground 
engineering.  
 
Index Terms-fuzzy clustering, clustering method, 
surrounding rock, classification 

I.  INTRODUCTION 

In recent years, with the rapid development of 
geotechnical engineering at home and abroad, more and 
more irrigation works, transportation, energy and defense 
projects have started in some areas. Surrounding rock 
classification is considered an important problem of 
foundation research of underground engineering. 
Whether evaluating result of surrounding rock stability is 
right or wrong, it immediately affects construction of 
underground engineering. Presently, many estimate 
methods of surrounding rock stability is in the 
widespread use, for example, RQD classification, Q 
system classification, RMR classification, etc.. Some 
scholars adopt new theories and methods to study the 
classification of surrounding rock, but fuzzy clustering is 
rarely applied surrounding rock classification. How to 
utilize known information to guide the clustering process 
is a research scope because of many samples known 
information known in the real life. Firstly, you need 
know sample sorts and properties in the similar 
questions; secondly you can classify these samples 
unknown according to known information. The author 
applies a scientific classification method based on 
depicted view above. 

Ⅱ.  FUZZY CLUSTERING ANALYSIS  

Fuzzy clustering proposed by DUNN and generalized 
by Bezdek, divides data sets 

{ }1 2, , , n q
nX X X X R ×= ⊂ into c  categories, where the 

random sample ix  belongs to class i  with probability 

iju .If X sample collation is divided into c  categories, 
then n samples belong to a subjection degree of c  

category that is wrote following subjection function 
matrix: 

                     
11 12 1

1 2
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, , ,
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ij

c c cn

u u u
u

u u u

⎡ ⎤
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                   (1) 

The classification results are represented by a fuzzy 
member-ship matrix { } cn

ijU u R= ∈  satisfying the 

conditions shown in formula(2)(3)(4). 
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Fuzzy C-means clustering is achieved by minimizing 

the objective function ( ), ,J X µ υ that is about fuzzy 

membership matrix U  and cluster center V .Function 

( ), ,J X µ υ  is defined as formula(5): 

( ) 2

1 1
min , ,

c n
m
ij ij

i j
J X u dµ υ

= =

=∑∑       (5) 

       Where { }ijU u=  is a fuzzy membership matrix 

and meets all conditions defined in formula (2) (3) (4). 
{ }1 2, , , pc

cV v v v R= ∈ are focal points for clusters 

collation, [ ]1,m∈ ∞  is the weight index. The research 
results of Nikhil showed that the best value range is 1.5-
2.5 and the ideal value for m is usually equal to 2. The 
distance between the Kth sample and the center of the ith 
class is defined as formula (6): 

           ,1 ,1ij i jd p X i c j n= − ≤ ≤ ≤ ≤     

(6) 
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       Where the distance ijd  defined by formula (6) is 
Euclidean distance. FCM algorithm is repeated 
iteratively to optimize the objective function (5). We 
detail the FCM algorithm in the following part. 

Step 1: Initialize the cluster center. Here, is initialized 
according to the matrix obtained in DSOM initial 
clustering. 

Step 2: Calculate the membership matrix according to 
formula (7): 
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Step 3: Update the cluster center by formula (8) 
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Step 4: Repeat steps (2) (3) until the formula (6) 
converged. 

Ⅲ. EAPPLICATION OF SURROUNDING ROCK STABILITY 
CLASSIFICATION BASED ON FUZZY CLUSTERING 

A. Choice index of surrounding rock classification 
       Many factors affect surround rock stability, which 

mainly include: the properties of rock mechanize and 
rock structure and structure plane, geostatic stress, 
groundwater, time and so on. The index of surrounding 
classification is mainly determined by experience, but 
surrounding rock stability conditions of different 
engineering have much difference. Classification 
parameters of surrounding rock are considered while the 
corresponding classification criteria are often formulated. 
According to influence factor of surrounding rock 
depicted above, some important parameters are selected, 
namely, the rock quality index RQD; uniaxial saturation 
compressive strength of rock WR , integrity 

coefficient VK , structural plane intensity 

coefficient fK ; groundwater quantity of percolation wQ . 
Specific classification indexes shown table 1. 

Table I The classification indexes of surrounding rock 
stability

 

B. Engineering application 
In order to prove the method that is right ,13 samples 

data collected from literature and are defined as training 
and predicting samples (as shown in tab.2). 

Fuzzy clustering program is compiled by the matlab 
software. The former 9 samples are trained; also the later 
5 are predicted. Research result testifies that method 
adopted is irrational (as shown in tab.3). 

 Monitoring and predicting result shown table2,3, 
comparing monitoring result with predicting result 
known. Predicting method is right. 

Table II    Monitoring parameters of surrounding rock 

 
Table III.  Predicting sort of surrounding rock stability 

 

CONCLUSIONS 

      The method of fuzzy clustering analysis may 
effectively classify surrounding rock stability, which 
overcomes ambiguous classification shortcomings of 
traditional and common gather, and realizes science and 
accuracy of clustering. According to known information 
clustering, it not only can economize classification time, 
but also check up the validity and correctness of 
classification. So the fuzzy clustering with known 
information in the real world has an important 
significance.  
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Abstract—In this paper, we indicate the role of software 
engineering supervision plays in each phase of the life circle 
of software engineering, even we describe the evaluation 
model of the software engineering supervision. It analyzes 
and demonstrates the necessity of increasing supervision 
between the proprietor and the software engineering 
contractors. Though the effective evaluation of the software 
engineering, we can enhance the pirmorgraphics and 
normativizy of software engineering construction. 
 
Index Terms—software engineering supervision，life cycle, 
Evaluation Model 

I.  INTRODUCTION 

Software engineering supervision is refer to the 
engineering supervision organization established by law 
which process a appropriate qualification , authorized by 
the proprietor of organization, according to national law 
and regulations, technical standards and the contract of 
information systems engineering supervision[1]. To 
regular the implement of information systems project. 
China’s software engineering supervision is the 
beginning stage. The relevant standards and 
specifications are still in short [2]. In the relationship of 
engineering supervision, the proprietor (construction 
organization) authorizes the supervisory side the 
management and controlling power of the project. 
Supervision organization, on behalf of the proprietor, 
handles the project management activities. Some Project 
Supervision Company based on relevant information 
about technical specifications and software engineering 
project contract, used his or her own experience, to 
supervise, the practice of most supervision company is 
scattered, making it very hard to form a supervision 
evaluation system with date to measure. This paper is 
based on the studying and analysis about the 
characteristics of software engineering, to demonstrate 
the necessity to increase the need for supervision between 
the proprietor and the software engineering contractors, 
making a preliminary discussion for the possible 
development of software engineering supervision in the 
future. 

Ⅱ.   THE FUNCTION OF SOFTWARE ENGINEERING 
SUPERVISION IN EACH PHASE OF THE LIFE CYCLE OF 

SOFTWARE ENGINEERING 

A. Whole life cycle of the software Engineering 
Whole life cycle of software engineering is in 

accordance with the definition of ISO. The full life cycle 
of software engineering phase can divide into the 
implementation phase, use phase and maintenance phase, 
of which is further subdivided into the implementation 
phase of preparation, design and construction. Together 
with the actual situation in our country, the software 
engineering life cycle has four phases. The first stage is 
“born” in phase, “the decision-making stage of system”, 
once the system has made decision, the system enters the 
second stage, design stage, in which stage we set up 
system model. The third stage is “production” phase; the 
system was put into the development and construction. 
The fourth stage is the “operation and maintenance” 
phase, in which phase the system go into operation. 

B.The function of software engineering supervision in the 
whole life cycle of software engineering 

Software engineering supervision is a kind of society 
security structure in software engineering field. It is an 
independent third party organization to provide service on 
planning, organization, coordination and communication, 
controlling and management, monitoring and evaluation 
for engineering, the purpose is to support and ensure the 
success of software engineering. Software engineering 
supervision should monitor the every stage that after the 
design stage of software. 

1)  The supervision in the designing phase of software 
engineering. 

Super vision engineer operate with owners closely, 
assessing, the qualification of the designing department 
and the design staff, checking the designing plan, 
reviewing the designing progress, evaluating the 
designing achievements and relate documents and follow 
checking the cooperation of internal designing. 

2) The supervision at the stage of software engineering 
implementation 

The supervision engineer should practice 
synchronization systematic tracking to supervise the 
construction stage and construction process. The 
problems of systematic tracking mainly are: inspecting 
and approving the plan of constructing and construction 
process which putted by the contractor unit, examining 
the situation of the implement of software engineering, 
collecting and collation the documents on project 
technology, writing the conclusion of the object, to make 
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a good foundation for the construct department’s running, 
management and asserting of the new system. 

3)The supervision at the stage of running and asserting 
of the software engineering. 

At the running and asserting stage, supervision 
engineer should inspect whether the configuration of the 
operation system, application system and other software 
conform to the designing project, examine the similarity 
between the system’s function and the contract, check the 
situation that the plan of training staff, help the user make 
the rules about running and management of the system. 

C.  Evaluation model of software engineering 
supervision. 

The purpose of information engineering monitor is 
getting profits [3-4]. Business owner and the project 
constructor become dual relationship after reaching a 
contract during the process of software engineering 
supervision and evaluation. Whatever, the business owner 
or the developer is hard to solve these two problems by 
himself; however, the effect of supervision is able to 
reduce the pressure of the dissymmetry between the two 
parties. So, it’s necessary to the appear of the third 
party’s supervision. The supervision, business owner and 
the developer become a triplet organized relationship. 

Although software engineering supervision adds the 
cost of the project, it also increases the success rate of the 
project and reduces the lost of the net social capital. The 
canonical managing way, means and process of 
supervision not ensure the project’s quality, but decrease 
the assert costs of the project, thus they reduce the 
business costs. Keep inspecting by the mean of analyzing 
the data, quoting the final result as the same time as 
software engineering supervision. The purpose of 
evaluating the software engineering supervision is to 
achieve the software project monitoring point and reach 
the quality requirement in certain time and costs. Its 
model is shown as “Fig 1”. 

 

Figure 1.  Software Project Supervision Assessment dimensional 
model.  

Software engineering supervision is outsourced project, 
the statistic meaningful formula of it’s assessment model 
is as in (1): 
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Where by SSE represents software supervision quality, 
C1 stands for how much it cost at the first milestone, 
CD1 means the cost value of the beget at the first 
milestone; CO2 stands for how much it cost at the second 
milestone, CO2 means the cost value of the beget at the 
second milestone, According to the condition at the 
milestone, T1 represents the milestone which is 
calculating currently. 

These three purpose come across all the processes of 
software engineering supervision, there is no weight in 
the first formula that we provide, the tendency in the 
software engineering project is more and more projects 
need the weight factors, therefore, the important level of 
the targets that they care about is different milestones, the 
effects of software engineering project’s weight shown as 
“Fig.2”. 

 
Following, we give out quantification formula of the 

assessing model of software engineering supervision as in 
(2) 
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Represent cost weight, time weight, quality weight 
respectively, the numeric area of the subscript is from 1 
to i. 

The whole model of software engineering supervision 
assessment contains five factors: supervising object, 
supervising purpose supervising content, security 
safeguard, supervising implementing [5-7]. We can get 
measurable calculating results by comprehensive 
calculation and analysis, so it can let software 
engineering supervision have a fundamental basis. At 
present, the risk of constructing software engineering 
project is larger and the constructing market needs further 
regulate. In order to reduce the risk of the software 
engineering construction and regulate the project 
construction market, protect the benefits of the business 
owners and the contractor units, it’s important and urgent 

 

Figure 2.    Note how the caption is centered in the column. 
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to conduct organized and normalized supervising 
assessment for the software engineering construction. 

Ⅲ.    THE SOFTWARE ENGINEERING SUPERVISION 
NECESSITY AND DEVELOPMENT TREND 

Software engineering technology achieved a fast 
development in recent decade, every all of life put large 
amount funds into the information construction nowadays, 
the control system of industry’s automation, the ERP 
system in enterprises, the digitizing school yard system 
and the software like these engineering projects spring up 
and have leap-forward development. However, because 
the origination, development not complete, the 
supervision software engineering can’t hold a candle to 
the mature supervision to the constructional works. The 
mature level of project supervision is worse, so the 
development of software engineering supervision still has 
a much large space in the future, and the software 
engineering supervision will have more and more 
important effects on software engineering construction 
supervision, there are few problems shown in the picture 
to software engineering supervision waiting solving, and 
the development of software engineering supervision will 
also go with the solution of these problems, a few issues 
to be addressed as “Fig.3.” 

 

A.  An orderly competition mechanism. 
The supervision market of information project hasn’t 

formed an orderly competition mechanism. At present, 
the domestic supervision market of information project is 
not well regulated. The governmental supervision 
strength upon the supervision market is not enough, 
which result in the chaos in the supervision market. 
Competition among enterprises relies on the competition 
of relationship and price to a large extent. A great number 
of supervision units lower their prices to obtain jobs and 
even take illegal measures, such as reciprocations, 
commissions to attract customers. There should be a good 
supervision method for related departments to settle these 
problems, or this situation will be very hard to be 
improved. 

B. Poor technological innovative capacity. 
After more than a decade’s development, the 

supervisions of information project still hasn’t achieved 
innovative breakthrough both theoretically and practically. 
Alt hasn’t been combined with the advanced experience 
home and abroad. Comparing with the development areas, 
there is a gap in such aspects as thinking, methodologies, 
business scope and operating mechanism, etc. The 
supervision industry of information project should 
strengthen the development and promotion of the 
advanced applied technology; make compulsory 
promoting measures to make the industry a substantial 
improvement in technological innovative capacity. 

C. The standardization of information supervision 
enterprise. 

Some information project supervision enterprises takes 
on inner management confusion, only cares about money 
while doing less work with a bad sense of service. On a 
whole, there is much difference among the managing 
levels of the supervision enterprise standardization. 
Generally, supervision enterprises are relatively small in 
scale, weak in financial and technological strength, which 
makes it hard to complete with the big companies from 
home and abroad. Also, some supervisors with a loose 
discipline who take for their own interests under the name 
of work have made great damage to the reputation of this 
industry. Some nominal supervision units having 
qualification certificate and business license, but without 
regular employees, don’t have qualifications in 
supervision. To gain the supervision job, several people 
are gathered temporarily. Once the mission is over, the 
staff is on the dissolution, let alone to carry out 
standardized work. So, the supervisors don’t have high 
qualities. It’s necessary to improve the present situation 
that the tantalization of supervision enterprises is not high. 

D. Enlargement in scale of information project 
supervision enterprises 

At present, the scale of supervision enterprises of 
information project is generally small and the 
technological level is not high. The knowledge they 
possess is relatively old. There are also enterprises that 
employ supervisors after they accepted the job to save 
their expenses, thus make the unbalanced qualities among 
supervisors. So, the scale of information project 
supervision enterprises needs to be enlarged. 

E. Relatively how cost of information project supervision 
Nowadays, the cost of information project remains at a 

low level, which makes it hard for super visitation 
enterprises to develop. It’s harder to attract higher-level 
people into the supervision job. The supervision work 
maintained at a low level circulation. The majority of 
supervision enterprises just make ends meet thus makes 
eating the most important problem. While the main 
energy having been put on to survival, it is hard to 
develop. There are the facts we have to confront with. 

To sum up, with the information, construction on its 
full swing, software engineering supervision is gradually 
accepted and applied in our country and will play a more 

 

 
Figure 3.   Classification of Software Project Supervision 
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and more important role in the information construction. 
The supervision enterprises should pay attention to their 
own qualities and management and require themselves 
according to specifications. The software engineering 
supervision will pave its way to standardized assessment, 
institutionalization. Specialization and socialization step 
by step and gradually evolve into a mature and perfect 
market to play a greater role in the tide of information 
construction. 
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Abstract—Processors have evolved to improve performance 
for virtualized environments. But A commodity I/O device 
has no support for virtualization. A VMM can assign such a 
device to a single guest with direct, fast, but insecure access 
by the guest’s native device driver. Discover one such I/O 
performance enhancement called device passthrough. With 
the technology, the guest operating system can use the 
hardware device as if it were a non-virtualized system. In 
this paper, we describe the innovation and present 
preliminary results how to improve performance of PCI 
devices using hardware support from Intel (VT-d) or AMD 
(IOMMU). 
 
Index Terms—passthrough, emulation, hypervisor, 
virtualization,  linux 

I. INTRODUCTION 

Platform virtualization is about sharing a platform 
among two or more operating systems for more efficient 
use of resources. But platform implies more than just a 
processor: it also includes the other important elements 
that make up a platform, including storage, networking, 
and other hardware resources. Some hardware resources 
can easily be virtualized, such as the processor or storage, 
but other hardware resources cannot, such as a video 
adapter or a serial port. Peripheral Component 
Interconnect (PCI) passthrough provides the means to use 
those resources efficiently, when sharing is not possible 
or useful. This article explores the concept of 
passthrough, discusses its implementation in hypervisors, 
and details the hypervisors that support this recent 
innovation.  

Passthrough I/O [1, 2, 3], let device emulation (virtual 
devices) [4] works in two hypervisor architectures. The 
first architecture incorporates device emulation within the 
hypervisor, while the second pushes device emulation to 
a hypervisor-external application.  

Device emulation within the hypervisor is a common 
method implemented within the VMware workstation 
product. In this model, the hypervisor includes 
emulations of common devices that the various guest 
operating systems can share, including virtual disks, 
virtual network adapters, and other necessary platform 
elements.  

The second architecture is called user space device 
emulation. As the name implies, rather than the device 
emulation being embedded within the hypervisor, it is 

instead implemented in user space. QEMU [8] provides 
for device emulation and is used by a large number of 
independent hypervisors. This model is advantageous, 
because the device emulation is independent of the 
hypervisor and can therefore be shared between 
hypervisors. It also permits arbitrary device emulation 
without having to burden the hypervisor with this 
functionality. The same idea exists with the hypervisor. 
The security of the hypervisor is crucial, as it isolates 
multiple independent guest operating systems. With less 
code in the hypervisor (pushing the device emulation into 
the less privileged user space), the less chance of leaking 
privileges to untrusted users. 

Another variation on hypervisor-based device 
emulation is paravirtualized drivers. In this model, the 
hypervisor includes the physical drivers, and each guest 
operating system includes a hypervisor-aware driver that 
works in concert with the hypervisor drivers. 

Regardless of whether the device emulation occurs in 
the hypervisor or on top in a guest virtual machine (VM), 
the emulation methods are similar. Device emulation can 
mimic a specific device or a specific type of disk. The 
physical hardware can differ greatly—for example, while 
an IDE drive is emulated to the guest operating systems, 
the physical hardware platform can use a serial ATA 
(SATA) drive. This is useful, because some type support 
is common among many operating systems and can be 
used as a common denominator instead of all guest 
operating systems supporting more advanced drive types. 

II. DEVICE PASSTHROUGH 

In the two device emulation models discussed above, 
there's a price to pay for sharing devices. Whether device 
emulation is performed in the hypervisor or in user space 
within an independent VM, overhead exists. This 
overhead is worthwhile as long as the devices need to be 
shared by multiple guest operating systems. If sharing is 
not necessary, then there are more efficient methods for 
sharing devices.  

So, at the highest level, device passthrough is about 
providing an isolation of devices to a given guest 
operating system so that the device can be used 
exclusively by that guest. Two of the most important 
reasons are performance and providing exclusive use of a 
device that is not inherently shareable.  
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A.  Architecture of I/O Passthrough 
We propose a novel I/O virtualization technique, 

virtual passthrough I/O (VPI/O). VPI/O allows the 
guest’s native driver to have direct access to a commodity 
device (one that does not have self-virtualization support) 
most of the time. The VMM can assure, however, that the 
guest does not maliciously or inadvertently program the 
device to affect the VMM (hypervisor) or the other 
guests. Furthermore, the VMM can hand-off the physical 
device from one guest to another. Furthermore, the VMM 
can hand-off the physical device from one guest to 
another. The architecture of the virtualization technique 
was shown in Figure 1. 

The essential idea is that the VMM maintains a formal 
model of the I/O device that is driven by guest/device 
interactions. The model can be far simpler than a driver 
or virtual device implementation, and must only be 
sufficiently detailed so that when faced with an 
interaction, the model can determine: 

• Whether the device is serially reusable after the 
interaction. 

• Whether a DMA is about to start, and which host 
physical addresses will be involved. 

With such a model, the VMM is able to determine 
whether a device interaction should be allowed to 
continue down to the physical device, and at what points 
a device can be context-switched to a different guest. 
Thus the VMM can multiplex a single commodity 
physical device across multiple guests, each of which 
uses a native driver. If every guest/device interaction 
involves an exit into the VMM, the performance will be 
terrible. The practicality of virtual passthrough I/O hinges 
on the extent to which exits can be avoided through 
modeling and systems techniques, and/or the extent to 
which the overhead of an exit can be reduced. 

The device model is conceptually a state machine with 
additional scratchpad information (e.g., DMA addresses). 
The edges are annotated with the device requests (e.g., 
I/O port reads/writes, interrupts) that trigger them, as well 
as with checking functions. A checking function is called 
before a state transition occurs, and must approve the 
state transition. If state transition is denied, the device 
request fails, and no state transition occurs. Optionally, a 
notification of failure can be delivered to the guest. The 

checking functions reflect VMM policy. As side effects, 
they also can change the hooked I/O list. 

B.  Performance Concerns 
For performance, the Virtual Functions (VF) device 

has direct access to its own registers and I/O Memory 
Management Unit (IOMMU) technology allows 
translation of guest physical addresses (GPA) into host 
physical addresses for direct I/O the VF will achieve near 
native (or bare metal) performance running in a guest OS.  
Each VM using a VF device will get the benefits of 
higher throughput with lower CPU utilization compared 
to the standard software emulated NIC. Another 
significant benefit of a Virtual Function device using 
Direct I/O is that register reads and writes do not have to 
be trapped and emulated.  The CPU paging features are 
used to directly map the VF device MMIO space into the 
guest. Trapping and emulating register reads and writes 
are very expensive in terms of CPU utilization and extra 
task switches. 

Near-native performance can be achieved using device 
passthrough [7]. This is perfect for networking 
applications (or those that have high disk I/O) that have 
not adopted virtualization because of contention and 
performance degradation through the hypervisor (to a 
driver in the hypervisor or through the hypervisor to a 
user space emulation). But assigning devices to specific 
guests is also useful when those devices cannot be shared. 
For example, multiple video adapters in a system could 
be passed through to unique guest domains.  

Finally, there may be specialized PCI devices that only 
one guest domain uses or devices that the hypervisor does 
not support and therefore should be passed through to the 
guest. Individual USB ports could be isolated to a given 
domain, or a serial port (which is itself not shareable) 
could be isolated to a particular guest. 

III. COMPARISON TO DEVICE EMULATION 

Early forms of device emulation implemented shadow 
forms of device interfaces in the hypervisor to provide the 
guest operating system with a virtual interface to the 
hardware. This virtual interface would consist of the 
expected interface, including a virtual address space 
representing the device (such as shadow PCI) and virtual 
interrupt. But with a device driver talking to a virtual 
interface and a hypervisor translating this communication 
to actual hardware, there's a considerable amount of 
overhead—particularly in high-bandwidth devices like 
network adapters.  

Xen popularized the PV approach [5], which reduced 
the degradation of performance by making the guest 
operating system driver aware that it was being 
virtualized. In this case, the guest operating system would 
not see a PCI space for a device (such as a network 
adapter) but instead a network adapter application 
programming interface (API) that provided a higher-level 
abstraction. The downside to this approach was that the 
guest operating system had to be modified for PV. The 
upside was that you can achieve near-native performance 
in some cases.  

 Guest OS 
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Device Modeling Monitor (DMM) 
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driver 
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Figure 1. Passthrough architecture 
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Early attempts at device passthrough used a thin 
emulation model, in which the hypervisor provided 
software-based memory management by translating guest 
operating system address space to trusted host address 
space. And while early attempts provided the means to 
isolate a device to a particular guest operating system, the 
approach lacked the performance and scalability required 
for large virtualization environments. Luckily, processor 
vendors have equipped next-generation processors with 
instructions to support hypervisors as well as logic for 
device passthrough, including interrupt virtualization and 
direct memory access (DMA) support. So, instead of 
catching and emulating access to physical devices below 
the hypervisor, new processors provide DMA address 
translation and permissions checking for efficient device 
passthrough. 

IV. SUPPORT FOR DEVICE PASSTHROUGH 

Both Intel and AMD provide support for device 
passthrough in their newer processor architectures [6]. 
Intel calls its option Virtualization Technology for 
Directed I/O (VT-d), while AMD refers to IOMMU. In 
each case, the new CPUs provide the means to map PCI 
physical addresses to guest virtual addresses. When this 
mapping occurs, the hardware takes care of access and 
protection, and the guest operating system can use the 
device as if it were a non-virtualized system. In addition 
to mapping guest to physical memory, isolation is 
provided such that other guests are precluded from 
accessing it. The Intel and AMD CPUs provide much 
more virtualization functionality.  

Another innovation that helps interrupts scale to large 
numbers of VMs is called Message Signaled Interrupts 
(MSI). Rather than relying on physical interrupt pins to 
be associated with a guest, MSI transforms interrupts into 
messages that are more easily virtualized. MSI is ideal for 
I/O virtualization, as it allows isolation of interrupt 
sources.  

Using the latest virtualization-enhanced processor 
architectures, a number of hypervisors and virtualization 
solutions support device passthrough. You'll find support 
for device passthrough (using VT-d or IOMMU) in Xen 
and KVM as well as other hypervisors. In most cases, the 
guest operating system (domain 0) must be compiled to 
support passthrough, which is available as a kernel build-
time option. Hiding the devices from the host VM may 
also be required (as is done with Xen using pciback). 
Some restrictions apply in PCI (for example, PCI devices 
behind a PCIe-to-PCI bridge must be assigned to the 
same domain), but PCIe does not have this restriction.  

Additionally, you'll find configuration support for 
device passthrough in libvirt (along with virsh), which 
provides an abstraction to the configuration schemes used 
by the underlying hypervisors. 

V. PROBLEMS WITH DEVICE PASSTHROUGH 

One of the problems introduced with device 
passthrough is when live migration is required. Live 
migration is the suspension and subsequent migration of a 

VM to a new physical host, at which point the VM is 
restarted. This is a great feature to support load balancing 
of VMs over a network of physical hosts, but it presents a 
problem when passthrough devices are used. PCI hotplug 
(of which there are several specifications) is one aspect 
that needs to be addressed. PCI hotplug permits PCI 
devices to come and go from a given kernel, which is 
ideal—particularly when considering migration of a VM 
to a hypervisor on a new host machine. When devices are 
emulated, such as virtual network adapters, the emulation 
provides a layer to abstract away the physical hardware. 
In this way, a virtual network adapter migrates easily 
within the VM. 

VI. CONCLUSIONS 

We have proposed a new technique for I/O 
virtualization of commodity I/O devices, virtual 
passthrough I/O (VPIO). VPIO is an intermediate option 
between passthrough I/O and traditional fully emulated 
virtual devices. It provides some of the performance of 
the former, while maintaining the security/protection of 
the latter. VPIO implements a device state model in the 
VMM that vets guest access to the physical network card. 
The overhead of running the model is much less than the 
overhead of fully virtualizing the device. 

The next steps in I/O virtualization are actually 
happening today. For example, PCIe includes support for 
virtualization. One virtualization concept that's ideal for 
server virtualization is called Single-Root I/O 
Virtualization (SR-IOV). This virtualization technology 
(created through the PCI-Special Interest Group, or PCI-
SIG) provides device virtualization in single-root 
complex instances (in this case, a single server with 
multiple VMs sharing a device). Another variation, called 
Multi-Root IOV, supports larger topologies. In a sense, 
this permits arbitrarily large networks of devices, 
including servers, end devices, and switches (complete 
with device discovery and packet routing).  

With SR-IOV, a PCIe device can export not just a 
number of PCI physical functions but also a set of virtual 
functions that share resources on the I/O device. In this 
model, no passthrough is necessary, because 
virtualization occurs at the end device, allowing the 
hypervisor to simply map virtual functions to VMs to 
achieve native device performance with the security of 
isolation.  

The key challenge in further improving the 
performance of VPI/O is to decrease the number of exits 
and their costs even more. It is clear that while we can 
reduce the number of device requests and events that we 
need to intercept through careful device modeling, the 
high cost of interceptions and VM exit/entry in the VMM 
is the most problematic issue with the VPIO model [9]. 

Virtualization has been under development for about 
50 years, but only now is there widespread attention on 
I/O virtualization. Commercial processor support for 
virtualization has been around for only five years. So, in 
essence, we're on the cusp of what's to come for platform 
and I/O virtualization. And as a key element of future 
architectures like cloud computing, virtualization will 
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certainly be an interesting technology to watch as it 
evolves. As usual, Linux is on the forefront for support of 
these new architectures, and recent kernels are beginning 
to include support for these new virtualization 
technologies.  
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Abstract—There are many modulation methods suitable for 
optical wireless communication. OOK, PPM are adopted 
widely in optical wireless communication for its high 
average-power-efficiency. DPPM, DPIM and DH-PIM are 
three new modulation methods for optical wireless 
communication, which may be the substitutes of PPM 
because of their better performance in power efficiency and 
bandwidth efficiency. In this paper, in combination of the 
characteristic of the atmospheric optical wireless channel, 
the bandwidth efficiency, transmission capacity, power 
efficiency and slot error rate of the typical modulation 
schemes as OOK, PPM, DPPM, DPIM and DH-PIM for 
atmospheric optical wireless communications are analyzed. 
Theoretical analysis and simulation results by matlab show 
that DPPM, DPIM and DH-PIM are more applicable for 
the future optical wireless communication. 
 
Index Terms—optical wireless communication; modulation; 
slot error rate 

I. INTRODUCTION  

With the increasing of information communication,     
expansion of network bandwidth resources and 
improvement of communication flows have become 
important issue. Currently the main means of 
communication transmission contains microwave, fiber 
and so on. Compared with wire communication, a lot of 
non-ferrous metals can be saved and complex terrains can 
be crossed by microwave communication. As a new 
communication technology, optical wireless 
communications have the advantages of optical fiber 
communication and mobile communications, with wide 
bandwidth and without the need for application of 
frequency. Therefore, in recent years, the research on 
wireless optical communication was gotten more 
attention. But the wireless optical communication in the 
atmosphere were influenced by atmospheric absorption, 
scattering and turbulence lead to signal attenuation, while 
the average transmission power is limited owing to the 
requirements for safety of human eye [2]. Thus higher 
requirements of modulation are proposed. 

II.  THE CLASSIFICATION OF WIRELESS OPTICAL 
MODULATION 

A variety of wireless optical communication 
modulations are proposed in the present study. The ways 
involved in this article are the focus of attention in this 
field, including the on-off keying modulation, pulse 
position modulation, differential pulse position 
modulation, digital pulse interval modulation, double-
pulse interval modulation and improved differential pulse 
position modulation. 

A. On-Off keying Modulation 
In the digital wireless optical systems, as the simplest 

way, the on-off keying modulation is based on intensity 
modulation with direct detection [3]. The generation of 
optical pulse is achieved by opening and breaking of 
lasers, when sending information “1”, the light pulses are 
sent; when sending information “0”, the laser is shut 
down completely. 

B. Single-pulse position modulation (L-PPM) 
Single-pulse position modulation converts a binary M-

bit data group to a single pulse signal at a particular time 
slot in time segment which are composed by L=2M time 
slots, each time slot is called chip. 

C.  Differential Pulse Position Modulation 
Differential pulse position modulation is one of the 

methods of modulation which is improved on the basic of 
PPM. For one sign of L-PPM, its time slot is aptotic L 
bits, one of them is 1, and the other are 0. Then the code 
number of L-DPPM is indefinite, it is composed by s 
string of low level and single high level followed [4]. The 
signal after high level in a code block of the PPM 
modulation signal is removed by the DPPM modulation 
signal. 

D. Digital Pulse Interval Modulation(DPIM) 
As similar to the DPPM, the symbol length of the 

DPIM is unfixed and can be divided into unprotected 
slots and protected slots, one protected slot is mostly 
adopted by protected DPIM modulation to reduce the 
impact of intersymbol interference effectively. The 
modulation symbols Sk (k is the decimal number 
expressed by the symbol) contain k+2 time slots, after 
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each starting time slot L, the pulse adds a protected empty 
slot and adds k empty slots for expressing information. 
When demodulation in the receiver, after determining the 
pulse time slot received, it only needs to count the empty 
time slot and subtract one for them. In the receiver, 
therefore DPIM only need clock synchronization without 
symbol synchronization, this greatly simplifies 
implementation of the system.  

E. Double-Pulse Interval Modulation (DH-PIM) 
DH-PIM modulation is more complex, the time slot 

included by each symbol is also mutative, but the symbol 
adopts two kinds of starting pulse. The symbol Sk is 
formed by a head slot and m empty time slots 
followed .The head time slot is included by α+1 time slots 
(α is integer). Considering two forms of head H1 and H2, 
theH1 initial pulse width is α/2 time slot, followed by (α / 
2) +1 protected time slots; H2 pulse width is a time slots, 
followed by one time slot. When k<2M-1, the head time 
slot of symbol Sk  is H1, otherwise it is H2. 

III.PERFORMANCE ANALYSIS AND COMPARISON OF 
BANDWIDTH DEMAND 

Because the bandwidth of the receiver is limited by the 
large volume capacitance of light receptors, bandwidth of 
the wireless optical communication system is much 
smaller and much better. Under the condition of same bit 
rate, bandwidth requirements of the five kinds of 
modulation are analyzed and compared, assuming that the 
modulation order are M. For the OOK system, the bit rate 
of information are Rb, then the share of bandwidth are 
Book=Rb; in the PPM system, for the same bit rate Rb, the 
bandwidth of PPM are BPPM=2MRb/M; in the DPIM 
system, for the same bit rate Rb, the bandwidth of DPIM 
are: BDPIM= (2M+3) Rb/2M. the bandwidth  of  DPPM as 
follows: BDPPM=(2M+1)Rb/2M ; the average time slot 
length of DH-PIM modulation are Lα=α+2M-2+1/2; the 
cycle of time slot are: Tα=M/(LαRb)=2M/[(2α+2M-1+1)Rb\. 
then the  bandwidth as follows: BDH-PIM=(2M-

1+2α+1)Rb/2M. The results of normalized band width 
according to OOK by matlab simulation [1] are showed in 
the figure 1. 

It can be seen that the bandwidth demand of PPM is 
the highest and the bandwidth demand of DPPM is the 
second highest, the bandwidth demand of OOK is the 

lowest, along with the increase in the order of modulation 
M, the bandwidth demand of PPM, DPPM, DPIM and 
DH-PIM modulation is higher and higher. 

IV.PERFORMANCE COMPARISON OF AVERAGE 
TRANSMITTED POWER  

Because of the eye-safe and portable requirements of 
mobile communication device, the transmitted power of 
atmospheric wireless optical communication is greatly 
restricted. as far as possible to improve utilization rate of 
power is demanded [7]. For the OOK (NRZ), assuming 
that P1 is the power of launching optical pulse "1", in the 
event that the probability of appearing "0" and "1" is 
same, its average transmitted power is: POOK=P1/2. 
Because 2M time slots are contained by one PPM symbol, 
only one time slot send optical pulse. So the average 
transmitted power of L-PPM is: PPPM=P1/2M=POOK/2M-1, 
(2M+1)/2 time slots are contained by one DPPM symbol, 
so PDPPM=2P1/(2M+1)=4POOK/(2M+1). By the same token, 
PDPPM=2P1/(2M+3)=4POOK/(2M+3) in the way of DH-
PIM, the average width of head pulse is 1.5 pulses 
(supposing that the two head pulses is equal probability ). 
α/2 slots are employed by each pulse, so the average time 
slot in length of head pulse is Lα=3α/4 and the average 
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 The results of normalized average power comparison 

for OOK by matlab simulation are showed in figure 2 
under the same peak power [8]. 

It can be seen that the power utilization efficiency of 
PPM, DPIM, DPPM and DH-PIM is higher than OOK; 
with M increases, the trend is more obvious; power 
utilization efficiency of PPM is the highest and the DPIM 
is the second highest. When M is less than 4, the power 
utilization efficiency of DH-PIM (α=1) is superior to 
DPPM; When M is more than 4, the power utilization 
efficiency of DPPM is superior to DH-PIM (α=1), As M 
increases, the average transmit power of DPPM and 
DPIM tend to equal, DH-PIM power utilization ratio is 
only better than OOK, and its power utilization ratio 
decreases as α increases. The average transmission power 
gradually decline as M increases except OOK. 

   

         
Figure 1.   The comparison of bandwidth on OOK PPM 

DPPM DPIM and DH-PIM 

   
Figure 2.  The comparison of average transmitted power on 

OOK PPM DPPM DPIM and DH-PIM 
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V.PERFORMANCE COMPARISON OF TRANSMISSION 
CAPACITY 

The size of the transmission capacity represents the 
ability to transfer information per unit time, and it also 
was important performance index of atmospheric wireless 
optical communication. Under the condition of same time 
slot width, the transmission capacity of OOK, PPM, 
DPPM, DPIM, DH-PIM modulation were analyzed and 
compared, their order of modulation were M, the size of 
bit rate were used to measure size of transmission 
capacity [5]. Supposing the slot width are τ, then 
transmission capacity of OOK are1/τ, the average symbol 
length of PPM are 2Mτ, the average symbol length of 
DPPM are (2M+1)/2τ, the average symbol length of DPIM 
are (2M-3)/2τ, the average symbol length of DH-PIM 
are( 2M+2α+1)/2τ, Each symbol corresponds to M bits of 
binary information, so the transmission capacity of PPM, 
DPPM, DPIM, DH-PIM are respectively as follows: 
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The results of normalized transmission capacity for M 
by matlab simulation are shown in Figure 3. 

From figure 3, when M=2, transmission capacity of 
OOK are the highest, transmission capacity of DH-PIM 
(a=1) are the same with DPPM, transmission capacity of 
DH-PIM (a=2) are the same with DPIM, and the 
transmission capacity of DH-PIM (a=1) is higher than 
DH-PIM (a=2) and transmission capacity of PPM is the 
lowest [4]. When M is greater than 2, OOK transmission 
capacity is the highest, DH-PIM is superior to DPPM, and 
DH-PIM transmission capacity increases as a decrease, 
DPPM is superior to DPIM, transmission capacity of the 
OOK is the minimum. As M increases (except for OOK), 
other modulation transmission capacity of other 
modulation is lower and lower and tends to equal. 

VI. PERFORMANCE ANALYSIS AND COMPARISON OF 
ERROR RATE 

 The intensity modulation / direct detection (IM / DD) 
were adopted in the system of optical wireless 
communication. It was assumed that the additive white 
Gaussian noise (AGWN) only exist to discuss 
conveniently, the mean value of noise n(t) is 0 and 
variance is σn

2 [6]. At the same time the bandwidth of 
receiver is very wide. Then the x (t) which is gotten in the 
input of sample decision device are )(tnSt +  when pulse 
“1” is sent, or x (t) is n (t) without pulse. The signal peak 
power in the input of decision device are St. Decision 
threshold is supposed b, P1/0 is the probability that “1” are 
misjudged “0”and P0/1  is the probability that “0”are 
misjudged “1”, they respectively are as follows:  
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Then the error rate are Pse=P1P0/1+P0P1/0. P1 and P0 
respectively are the probability of "1"transmitted and "0" 
transmitted. P0+P1=1. Probability of occurrence for 
information "1"and "0" are supposed to equal. For OOK, 
P1=P0=1/2. Obviously the best decision thresholds are: 
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The derived function which is gotten by finding 

derivative to b on both sides of the above four formulas is 
supposed to be "0". Then the optimum threshold b can be 
obtained. For the PPM: l=2M-1; for the DPPM:  l= (2M-
1)/2; for the DPIM: l= (2M+1)/2; for the DH-PIM: l= 
(2M+α+2)/3α.  

Under the optimum threshold, the curve of error rate 
relative to SNR (Signal to Noise Ratio) is shown in figure 
4, and the SNR is defined as St/2σn

2. From that the error 
rate decreases as SNR increase for one modulation. When 
the SNR is certain, the error rate decrease as M 
increase(except OOK); When the M is certain, the PPM 
error rate is the minimum and the OOK error rate is the 
maximum, the DPIM error rate is inferior to DH-PIM, the 
DH-PIM error rate increase as α increase. The DPPM 
error rate is briefly inferior to DH-PIM (α=1) when M is 
equal to 3; and the DPPM error rate is between DH-PIM 
(α=1) and DPIM when M is equal to 4; the DPPM error 

 

  
Figure 3.  The comparison of transmission capacity on OOK 

PPM DPPM DPIM and DH-PIM 
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rate tend towards to DPIM when M is greater than 4. 
With the increasing of M, the error rate of PPM, DPPM, 
DPIM and DH-PIM (α=1) tend to the same. 

VII.CONCLUSION 

In this paper, combining the wireless optical channel 
characteristics of the atmosphere, the performance of 
bandwidth demand, transmission capacity, power 
requirements and error rate is analyzed on the five kinds 
of modulation of atmospheric optical wireless 
communication. Theoretical analysis and simulation show 
that OOK is the easiest way without symbol 
synchronization, the bandwidth demand is the minimum 
and the transmission capacity is the maximum, but the 
power utilization is too low and the error rate is large; the 
power utilization of PPM with symbol synchronization is 
greatly improved but the bandwidth utilization is the 
lowest; comparing to the OOK, the DPIM have the higher 
power efficiency, comparing to the PPM, the DPIM have 
higher bandwidth utilization, and the DPIM do not need 
the symbol synchronization at the receiving end; DPPM 
is relatively close to the DPIM in all respects; DH-PIM 

modulation method is an improvement of DPIM which 
use pulses of different lengths in the head slot, the 
average transmission power and error rates of DH-PIM 
are slightly higher than the DPIM, but more good 
bandwidth efficiency is gotten more than DPIM and PPM, 
its advantages become more pronounced with the  symbol 
length (M) increases. The several modulation methods 
have their own advantages and disadvantages, and 
therefore DPPM, DPIM and DH-PIM (α = 1)  have more 
advantages, more suitable for future wireless optical 
communication systems. 
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Abstract—In this paper, we discussed the basic principle 
and the common shortcoming in the existing network 
vulnerability scanning systems. Based on these, distributed 
system based components of network vulnerability scanning 
system and the communication and collaboration of Agents 
are been described in detail. The system uses plug-in 
technology to strengthen the expansibility. Its key factors 
are friendly interface, faster scanning, and particularly 
scanning results in detail. 
 
Index Terms—Vulnerability Scanning, Plug-in technology,  
Agent Technology, Distributed System 

I.  INTRODUCTION 

At the present stage, the network information systems 
are increasingly complex, increasingly rich Internet 
applications, and network security problems exposed 
more and more drawn worldwide attention. The study of 
computer security, in particular how to improve the 
safety performance of the computer must first be to know 
ourselves. Network scanning is an important way to study 
the network security situation of other computers and it 
could initiatively find vulnerability in the system and 
promptly repair [1]. Therefore, network scanning play an 
important role in the research of network security. 

II. WORKS AND LIMITATIONS IN NETWORK 
VULNERABILITY SCANNING SYSTEM 

A. scanner works 
Network vulnerability scanner test target remote host 

TCP/IP services to different ports, recording the answers 
given. In this way, many target host can collect all kinds 
of information (such as: whether the anonymous login 
can be used, whether the IP directory writable, it can use 
Telnet, http it is root run). Access to target host TCP/IP 
ports and their corresponding network access services 
related to information, it should match to vulnerability 
scanning and network vulnerability database system, and 
vulnerability exists if the matching conditions are 
considered. In addition, it is one way of achieving 
scanning module through simulated hacker attack 
techniques to attack on the target host system of security 
vulnerability scanning, such as weak passwords and other 
test. Vulnerability exists if the simulated attack 
succeeded. 

B. The existing limitations of network vulnerability 
scanning system 

Existing network vulnerability scanning system 
(Nessus, ISS, etc.) and more of a centralized or C/S 
structure, the central control node or server side is 
responsible for vulnerability scanning and store the scan 
results. The serious flaws of the structures is that when 
more scans the target host, the control node or server-side 
information processing will become a “bottleneck”, 
resulting in performance degradation. Therefore, the 
larger network (such as the Intranet) for network 
vulnerability scanner scans often requires multiple 
servers to work together. At the same time, regarding the 
needs for managing conveniently, it requires all the scan 
servers in network can be remotely controlled. To solve 
these problems, we could introduce Agent technology to 
design and implement distributed network vulnerability 
scanning system. Using the Agent to develop the function 
module in vulnerability scanning, and through the 
relevant Agent to complete vulnerability scanning, it 
could avoid performance “bottleneck” and increase the 
scanning efficiency for the completion of large-scale 
network vulnerability scanning task. 

�. DISTRIBUTED SYSTEM MODEL FOR NETWORK 
VULNERABILITY SCANNING 

With the multi-Agent structure model, each scan run 
on host vulnerability scanning task are independent, 
achieving the distribution of network vulnerability 
scanning technology. 

In this paper, the network vulnerability scanning model 
for self-Agent for the organizational unit, according to 
their different functions, they could be classified into five 
categories: Scanning Agent (SA), Communication Agent 
(CMA), control scheduling Agent (CDA), state inspection 
Agent (SCA) and the User Interface Agent (UIA). 
Network vulnerability scanning process is as follows: The 
system model based on Agent, Agent mutual cooperation 
to accomplish a variety of network vulnerability scanning 
task. Users enter the network vulnerability scanning tasks 
through interface Agent, and it could control Agent and 
broadcast the scanning operation mission that will be 
submitted, and conduct consultations Agent task 
decomposition with the other scanning the server control 
scheduling. After the consultation process and send the 
task decomposition by Agent to complete the 
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Figure 1.  Network vulnerability scanning process. 

communication. Scanning Agent responsible for tasks 
related to vulnerability scanning, and scan the results to 
control the scheduling Agent; control scheduling Agent 
collect all the scan results and send to the user interface 
Agent, the Agent user interface, report on the results 
generated and displayed to the user. The vulnerability 
scanning process of the entire network could be shown in 
Figure 1. 

�. IMPLEMENTATION OF THE VARIOUS COMPONENTS 

A. Communication Agent 
Communication Agent specializing in communications 

services, and there is only one communication Agent in 
each scan host. When the Agent on the host with other 
hosts on Agent Communication, it is first distributed data 
communication Agent, then Agent communication 
objectives according to the data to be sent forward to the 
target host communication Agent, Agent communication 
on the target host again purpose of the data sent Agent. 
Communication Agent records the Machine Agent 
communication and collaboration in the host contact, it 
can provide routing services for data packets and its main 
task is to receive and transmit data without controlling 
ability. The contents of their communications for a 
quaternion group [2], that <communication content> ∷ = 
<sender> <recipient> <time> <data flow>. 

When the Agent to communicate with other Agent, it 
sends the packet to this machine communication Agent, 
Communication Agent under the destination address for 
forwarding. If it is a local Agent, the Agent receiving 
forwarded to the destination port, otherwise the 
communication transmitted to the target host Agent, then 
forwarded to the purpose of the Agent Communication 
Agent. Agent communication between the content of 
mainly short information, such as Agent task control 
scheduling and task allocation of broadcast information, 
these short messages are encapsulated in UDP packets, 
sent to the Communication Agent. Large amount of data 
transfer through TCP protocol, such as Agent Update 
Agent to send another update when the NASL script 
vulnerability update the Agent may request that the 
machine's communication with the destination host on 
Agent Communication Agent to establish TCP 
connection, and then to transfer files. 

B. Control Scheduling Agent 
Control Scheduling Agent is use to manage the 

vulnerability scanning scheduling tasks. Since this system 
uses no central control of distributed structures, no 

specific task to complete submission of the host and the 
final results of the collection, each scan host must have a 
control task scheduling Agent to be responsible for 
scheduling. Control Agent is responsible for scheduling 
the control of the host with the collaboration Scheduling 
Agent to interact and coordinate task decomposition and 
scheduling. Scan a large network into multiple small 
tasks need to scan more than one task can be executed in 
parallel host scanning, receiving the control task 
scheduling Agent responsible for the coordination of 
other hosts, according to their computing power 
decomposition task, the task will be decomposed Send to 
a host of other collaborative control of scheduling Agent. 
Scheduling Agent receives control mission, the task of 
redistribution to multiple scan Agent, Agent on the target 
by the scan to scan. After the distribution in the scanning 
machine task is completed, control scheduling Agent will 
scan results back to the receiver control task scheduling 
Agent. 

The first task Control Scheduling Agent is to inspect 
its own security system Agent [3], and it is only on each 
host. It checks the communication collaboration Host 
Agent and the Agent of the machine state, and is 
responsible for reporting to the administrator. Since each 
host is only one communication Agent, ensuring the 
normal operation of Agent Communication is the focus 
of the entire security system. If Communication Agent is 
damaged, then the host will not be able to collaborate 
with other hosts. Similarly, the normal operation of the 
machine Agent is also important, regularly check the 
state examination Agent communication, and 
collaboration with the host state of the local Agent, if 
there are unusual circumstances arise, it is responsible to 
the administrator requesting that the administrator check 
the errors. 

C. User Interface Agent 
Agent user interface is user-oriented; it provides users 

with a friendly graphical interface. Provides three 
functions: 
• Interactivity: provide users with a graphical interface to 
interact with . The user interface on the input that wanted 
to scan the target and a number of control parameters, the 
system would submit the task of user input to control 
scheduling Agent. 
• Vulnerability Update functions: update for vulnerability 
information. Vulnerability information to update 
vulnerability scanning system is an essential feature [4], 
we use the NASL (Nessus Attack Scripting Language) to 
describe the vulnerability of information and store in 
NASL script file. Updating of the machine's vulnerability 
keeps consistent with other servers in vulnerability 
information, and it would send vulnerability updates 
information to the control scheduling Agent which sends 
message to inform other servers update the vulnerability 
database through the communication Agent. 
• Report generation function: undertake the results of the 
scan into results reported , and generate different types of 
results reported according to different templates. Report 
on the results can be divided into three types, namely, 
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Figure 2.  The main process of implementing the plug-ins. 

managerial, management-level and technical staff level. 
Different levels of reports describing the results of 
different depths and different forms of expression. 

D. Scan Agent 
Scanning Agent is the basic function of this model 

unit. The system has a plug-in library to store all the 
script plug-ins and can be extended by adding plug-ins. 
According to user’s requirements and parameters settings 
to read from the database that corresponds to the script 
plug-ins, and sort into the right plug-dependence, and 
then interpreted plug-in exploit code, and scan and detect 
vulnerability on the target system the through simulated 
attack. 
1) Detection modules of basic information 

Detection modules of basic information complete 
some basic information to detect on the target host, such 
as whether to boot the operating system types [5]. The 
module determines whether the target host is used in turn 
to the target host to send ICMP echo request packet, it 
indicates the target host is active if you receive a 
corresponding ICMP echo request packet. Some personal 
firewall installed on the target host can be shielded such 
messages, resulting in the illusion that did not start. 
However, this system is mainly aimed at providing 
network services to host, so that the host usually does not 
block ICMP echo packets. Modules also roughly 
determines the target host's operating system according to 
ICMP echo reply message in the TTL set, such as the 
TTL value is close to 256, the target host for the UN IX 
system; TTL value is close to 128, the target host is the 
Windows system [6]. 
2) Port scan module 

The control parameters of the corresponding platform 
came the 1-1024 or 1-65535 scanning TCP port or a 
special user-defined port when the port scan sub-module 
is called. Scanning mode uses an open port scanning 
techniques, namely, using TCP connect scanning 
technology to design the scanning module, which is the 
most basic of TCP scanning. Usually by calling the 
socket function connect () to connect to the target 
computer and complete a full three-way handshake 
process[7]. If the port is in listening state, the connect () 
would return successful, otherwise, this port is not 
available that does not provide services. One of the 
biggest advantages of this technology is that it does not 
need any permission and any users of of system have the 
right to use this call. Another advantage is more stable 
and reliable than other scanning methods (such as port 
scanning or half hidden prescribing port scanning). 
However, one of the defects of this approach is: scanning 
does not cover. Often used as a scanner software 
applications, TCP's connect would repeat and use in a 
concentrated way and such scanning behavior is easily to 
find at one end of scanning, and the target computer's log 
file would show whether a series of connections and 
connection service error message and close it quickly. 
Besides, with the rapid development of firewall 
technology most firewalls can shield these scans. Some 
other way of scanning the firewall those have been 
considered subtlety might also be identified and screened 

out [8]. However, we are developing scanning systems 
from the system administrator's view, so the above 
problems are not existent unless it is used to scan other 
hosts illegally. 
3) Vulnerability scanning module 

The system combines several common classification 
methods combined with the causes of vulnerability as well 
as direct threat and harm to the system brought by 
vulnerability, so the vulnerabilities could be classified as 
follows: Finger abuse, Windows attacks, backdoor, CGI 
abuses, remote file access, RPC, firewall, FTP, SMTP, 
access to remote root, a denial of service and other 
categories. The same type of vulnerability scanning is a 
plug-in [9]. The main process of implementing the plug-
ins could be demonstrated in Figure 2. 

4) Scanning plug-in library  
This is a major part of the system, through calling the 

library vulnerability scanning scripts the system formatted 
a vulnerability scanning plug-in by using simulated 

attacks, As long as in accordance with the plug-in 
interface standard provided by software, the third-party 
included software developers or programmers individually 
can easily add functions for the software.  Plug-ins are 
generally presented in the way through Dynamic Link 
Library (Windows platform is a DLL, in the Linux/Unix 

TABLE I.   
PART OF THE SCRIPT TAG 

Script tag Function 
Scrip_t_id() Scan tag script 

Scrip_t_scantype() Script Scan type 

Scrip_t_description() Vulnerability description of the 
corresponding script 

Scrip_t_port() Determine a particular type of port state 
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environment is a share object library) [10]. Plug-ins could 
run only be attached to the host program and could not be 
run independently. Users are free to increase or uninstall 
the existing plug-ins, but the application does not need to 
re-compile and link. Part of the script tag in Table 1.  

This plug-ins provides a unified interface, offering 
conveniences for the scanning module, and the 
expandability becomes strong and provides the extent of 
vulnerability and repair program. 
5) Scan results recording module 

The system will scan statistics to document for the 
administrator to check. 

Ⅴ. CONCLUSIONS 

This paper proposes a network vulnerability scanning 
system, which uses distribution structure included 
multiple scanners host and completes the collaboration 
between the host through the specific communication, at 
the same time ,it also to protect the security of each 
module and communication in system with certain 
security mechanisms. The system has good scalability, 
which can easily by adding new plug-in to add a new host 
and new collaboration vulnerability detection method. 
The system overcomes the traditional limitations of 
vulnerability scanning system and is suitable to complete 
the vulnerabilities scanning task of large-scale network. 
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Abstract—The Collaboration of Multi-Agent is one of the 
most important issues in the study of Multi-Agent Systems, 
and agent union has become the priority and hot spot as a 
form of collaboration when studying multi-Agent system 
theory and technology. Though, there exists a variety of 
coordination algorithms, it is difficult to compare and verify 
these algorithms. So, the simulation platform called MAZE 
is developed, that users can use it to compare and verify 
various algorithms about Agent. Although there have been a 
variety of Agent infrastructure platforms, such as JADE, 
which has been widely used. However, it is difficult to 
extend and customize the customer-centric application 
based on these platforms. This paper will summarize some 
common patterns (e.g. coalitions )to support the 
development of the MAS system by the design and 
implementation of MAZE which is a multi-Agent system 
simulation platform. Users can test and compare various 
Agent Alliance algorithms. 
 
Index Terms—Agent union, platform of Agent, algorithm 
simulation 

I. INTRODUCTION 

The Agent theory and technology has been studied as 
a research field of artificial intelligence since the late 
1970s. Agent technology is developing so rapidly that it 
has become a hotspot among the domestic and foreign 
scholars due to its important role in the domain of 
computer science[1].Agent coordination occupy an 
important position in the multi-Agent system 
development, so the research on the synergetic algorithm 
about Agent has become the focus of domestic and 
foreign scholars. At the same time, Agent union has also 
attracted extensive attention as a form of Agent 
coordination. Because of the selfishness of Agent, we can 
not assume that each Agent have a common goal when 
developing Agent platforms, while, in order to complete 
its goal favorably, it also needs the help from other Agents 
and the co-operation. In the process of Agent coalition 
formation, task decomposition, the distribution of 
benefits, and the timing of coalition formation and 
dissolution have become the difficult and important point 
when researching Agent union. At present, various 
algorithms about Agent coalition have come up with the 
research from domestic and foreign scholars. However, it 

is difficult to compare and validate among these 
algorithms, so, the development of Maze simulation 
platform is for this problem. The simulation system based 
on the Maze that we have developed is designed by HDA 
model [2], therefore, the simulation and realization of 
Maze is a challenge for AO[3] to develop actual software 
methods. 

With the development of modern computers, it is no 
longer a stand-alone system but a large-scale distributed 
system. The computer and information processing system 
are becoming increasingly complex because of the close 
relationship between computers and users. So, the 
traditional centralized model can not meet the need of the 
adaptation of large-scale distributed information 
processing systems, but the computing based on Agent 
and the high-level interaction led by Agent can do. 
Nowadays, JADE (Java Agent DEvelopment Framework) 
[4] is the most popular form of distributed Agent 
Platform. It is a software framework to develop Agents 
with a FIPA-Compliant Agent Framework[5], especially 
for the interoperability of intelligentized MAS [4]. 

The reminder of the paper is organized as follows: The 
second section describes the status of Agent coalition 
algorithm in domestic and foreign countries, as well as a 
brief description on Agent simulation platform. Next, the 
details of the Maze system are presented, and the design 
method of the Agent will be introduced thoroughly. The 
simulation of the secondary invite/bid mechanism that 
advanced by Qin Haiou is given in section four. Finally, 
the conclusion achieved by the experience is presented, 
and it describes the future direction of work. 

II. RELEVANT WORK 

Rosenschein and Zoltkin have made various research 
on Agent union since 1993 when Agent union has been 
proposed. Agent coalition has been one of the most 
important problems in the field of researching Multi-
Agent systems, and Agent union of itself as a form of 
Agent coalition has been widespread concerned by 
scholars home and abroad. How to form the global 
optimal coalition formation is an important issue in the 
process of forming an Agent union. On the one hand, it 
needs to ensure that proceeds gained after the union has 
been formed increased. On the other hand, it also needs to 
meet the interests of individual Agent, which can 
guarantee Agents join the union voluntarily. At present, 
various algorithms are researched by domestic and foreign 
scholars, such as the method of Shapley[6]and the two 
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sides auction algorithm put forward by Ketchple[7]. These 
algorithms became an important basis for the reference 
algorithm, though they have some limitations. Other 
domestic and foreign scholars also have made various 
Agent coalition algorithms, such as the strategy of DCF 
referred in literature[8], and a strategy of behavior based 
on coalition formation proposed by Luo Yi and Shi Chun-
yi[9]. Wei Wei and other scholars proposed a strategy to 
form Agent coalition based on relation web model[10]. 
However, some shortcomings still exist in these studies: 
(1) It is not in accordance with the actual that assume the 
tasks among each other is independent. (2)The formation 
and dissolution of Agent alliance is accompanied by the 
states of the task, which result in the low utilization rate of 
Agent, and the temporal relationship among sub-tasks was 
not considered. (3)The distribution of the benefits after the 
task did not meet the maximize needs of selfish Agent. 

Though a number of characteristics of these 
algorithms above have been presented, there is still lack 
some suitable platforms to make further comparisons of 
these algorithms. With the advancement of Agent 
technology, a number of Agent simulation systems have 
been developed at home and abroad, such as JADE 
developed by the Parma University, and ZEUS developed 
by British Telecom[2, 4, 11]. However, it is difficult to 
extend and customize the customer-centric application 
based on these platforms, which have been an obstacle for 
us to apply agent technology in practice. Therefore, this 
paper will summarize some common patterns (including 
autonomous mechanism, communication mechanism, 
collaboration mechanism, coordination mechanism )to 
support the development of the MAS system by the design 
and implementation of Maze, which is a multi-Agent 
system simulation platform. 

In this paper, the secondary strokes/tender 
mechanism[12] advanced by Qin Haiou is simulated on 
the platform of MAZE to test the function of the 
mechanism. 

III. THE SYSTEM OF MAZE 

A. System Overview 
Maze based on the scenes of officers catching robbers 

, which fully demonstrate the variety features of Agent 
and Multi-Agent, such as, the autonomy, initiative, 
communication capabilities, coordination and 
collaboration capabilities of Agent. Each Agent in Maze is 
corresponding to a soldier or a bandit, and they comply 
with the following operating rules: 
·Each Agent has its own physical critical value, the 
speed threshold, the confidence of the critical value, 
location, personal sense of accomplishment, etc., which 
determines the autonomy and the collaboration of Agent, 
and these values are mutually related, for example, the 
higher physical critical value, the faster speed of the 
Agent; 
·Each Agent belongs to two different organizations, they 
can find and attack their enemies within limitations, and 
the life of the Agent is over when their physical value 
decreased to zero; 

·Each Agent is autonomous in a certain degree, they can 
apply to their teammates for help and also can give the 
assistance that their teammates requested, or refused; 
·The task of Agent is to search the enemy and annihilate 
the enemies in the maze, according to their own situation, 
Agent can attack the enemies and ask their teammates for 
help or escape when they find their enemies; 
·There is a safe area (the gray areas in the figure), where 
Agents can have a rest to restore their strength and life 
values; 
·Agents can send messages to each other and annihilate 
the enemy collaboratively. 

 main interface of Maze is shown in Figure 1, it has 
four parts: ①the top part is the toolbar for users to draw 
the maze, controlling the run of Agent; ②the left is the 
parameter setting interface, which users can set the form 
of the organizational structure, the property value of 
Agent ,as well as the message format when Agent 
interacting; ③the right of the large view is the running 
demonstration interface, users can observe the process and 
the results of the Agent running after they have drawn a 
maze and put the Agent in the maze; �the lower right of 
the main interface is the message display interface when 
Agent interact with each other, users can observe the 
frequency of interaction and the interactive content. Users 
can control the running of Agent by the buttons of "Start", 
"Pause" and "Stop" after the preliminary work has been 
done. 
 

 
 

Fig. 1 Maze program's main interface diagram 

B. The design of Agent 
In order to keep users can determine the thinking and 

behavior of the Agent conveniently, so, when designing 
Agent, we need to ensure the autonomy, reactivity and 
preactivity of Agent; on the other hand, we also need to 
take the social nature of Agent into account to ensure that 
Agent can interact, collaboration and consultation with 
other Agents. According to the Agent architecture in the 
HAD[2], the class diagram about Agent is shown in 
Figure 2: Agent class inherits from the Entity class, which 
contains two modules: TeamModule and StateMachine. 
TeamModule is responsible for the function that Agent 
can interact with the outside Agent, and, StateMachine is 
responsible for the autonomy of Agent. Agent class 
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extends the basis of features by increasing behavior 
functions to achieve more advanced features, such as the 
nature of self-serving. Agent in each group only have one 
leader and three soldiers, users can add new Agents of 
their own needs, and give them different roles. 

 

 
Fig. 2 The Agent model diagram in MAZE 

Agent union emerged at the time when they need help 
from other Agents to finish its own tasks that it can not 
complete by itself. The union that has been formed should 
keep the interests of the league increased, on the other 
hand it also need to meet the interests of the member 
Agents. In this paper, the simulation platform MAZE can 
provide users with a good scene to test union algorithms. 
In the scene of the officers catching robbers, all the 
Agents are divided into two competing organizations: 
Police (soldiers) consisted of Commander and Soldier and 
the Enemy (robbers) consisted of Robber and Subrob. 
Each Agent has been given a role in the scene, and they 
fulfill their own responsibilities and obligations according 
to the role. There will appear Agent union among 
teammates when Agent is opposing to their enemies. 
About the problem of the distribution of benefits, users 
can consider that give some medals to the Agent 
according to its performance of the Agent who took part 
in the union, and can promote the Agent who has obtained 
a certain number of medals. So, the scene that provided in 
Maze can help users test union algorithms conveniently. 

IV. THE SIMULATION AND ANALYSIS OF AGENT 
UNION ALGORITHMS 

C. Simulation model  
The theory of the algorithm was proposed in 

literature[12], but users can not make a decision about the 
function of the algorithm, and can not compare their 
algorithms with other algorithms. So, we give a simple 
simulation of the union mechanism that proposed by the 
literature[12]. 

Firstly, the task of Agents are allocated by the method 
that proposed by Chen Yuwu and Cao Jian[13], and then 
build the union according to the secondary 
strokes/tendering mechanism., the process is as follows: 
(1)Task decomposition: 

The Agents in the two groups have a general goal that 
destroying the enemy. The overall goal is composed of 
four sub-goals, that is, destroy each enemy. These sub-
goals can carry out at the same time. However, the overall 
goal is finished only if all the sub-goals have been 
completed. So, the method that we adopted was the AND 
branch unit. Each Agent is in dependent before the 
beginning of the task, and the union is built when the task 
needs Agents to cooperate with each other, and Agents 
return to independent when the task is completed. 
(2) The formation of the union mechanism: 

Union is happened when completing the sub-goals, 
that is, an Agent need others help to destroy the enemy 
when it found its ability is limited: 

1) The Agent sends tender notice to the contractor as a 
inviter. 

2) Contractors make the biding document after they 
check the cost. 

3) The inviter evaluates the biding document, and 
select the appropriate contractor, and send a confirmation 
message to the contractor. 

4) The contractor begins the project after it has 
received the confirmation message, and gets the 
remuneration that from the inviter when the task has been 
finished competently. 

5) The contractor give a cooperation evaluation about 
this task. 

 

 
Fig. 3 The formation of union 

D. Analysis of results 
The state of their communication of attack each other 

is shown in Figure 4: 
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Fig. 4 Message view 

According to the message view, the state of their 
communication present a distribute shape, and does not 
require a central decision-making Agent. So, this 
algorithm meet the simplicity and distributivity. 

V. CONCLUSION 

In the field of multi-Agent system, Coordination and 
collaboration of Agent has been the concern of the 
domestic and foreign scholars. So, Agent union became a 
research focus as a form of collaboration. Although 
various algorithms about Agent union have exist, the 
platform for users to compare these algorithms are lacking 
in. Therefore, the simulation platform that this paper 
addressed is developed in allusion to this problem. 
However, some shortcomings still exist in the platform, 
that users can not observe the characteristics about the 
union algorithms, such as, effectiveness, stability, 
timeliness and non-reducing. So, the next step is to solve 
the shortcomings above, and make MAZE a perfect 
simulation platform. 
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Abstract—Parallel computer cluster technology is an 
important development direction of high-performance 
parallel computer system. Parallel computer system is the 
best choice in institution, which has the high frequent 
operation requirement. This paper gives the ideal scheme 
based on the analysis for the complex degree of common 
distributed algorithm, and points out the advantages of 
distributed algorithm applied on the high-performance 
parallel computer system.   
 
Index Terms—parallel computing, cluster system, 
distributed arithmetic 

I. HIGH  PERFORMANCE PARALLEL CLUSTER SYSTEM 

AND DISTRIBUTED ALGORITHM  

The variation of parallel computer system structure 
development is very quick, which mainly embodies in two 
aspects. One is the improvement of performance in 
calculating node, and the other is the enhancement of 
communications technology between nodes. Over a long 
time, large-scaled integrated circuit technology has been 
developed with high speed in accordance of Moore's law. 
The development of element density of the chip and clock 
frequency leads the improvement of microprocessor 
performance which is as parallel computer basic dealing 
unit. At the aspect of communication technology, the 
speed of switching for traditional crossover switch 
improves quickly. And the new high-speed network 
technology and application to parallel computer, thus 
greatly improve the rate of communication between the 
nodes. Parallel computer is a set of communication and 
mutual cooperation processing unit which with the rapid 
solution of large the problem. Computation system could 
be contained multiple processors of a computer, it could 
also be a cluster that interconnected a number of 
independent computer. Requirements of mankind in 
calculation and performance are endless. From the angle 
of the integrated system: system resources to meet 
growing demand for performance and functions. From the 
angle of the application: appropriate into the application to 
implement the larger or more careful calculation. Cluster 
is a set of computer that put them as a whole to provide 
users with a group of network resources. Cluster systems 
are generally be divided into four parts ：Management 
unit or node, the unit or node, network and software of 
cluster management. Cluster system has the virtue of high 
scalability, high performance, high cost efficiency, high 
availability, etc, that has attracted increasing attention.  

Linux can operate on the very popular computer 
without   purchasing the expensive hardware equipment. 
Linux cluster which possesses strong reliability and load 
capacity can be constituted based on adding 
corresponding cluster software    to the several computer 
moving Linux system. Linux cluster technology gives full 
play to computer and internet’s speciality. Nowadays, 
Linux parallel cluster system has been   the most popular 
high performance computing platforms, and takes the 
great proportion among high-performance parallel 
computers. Linux cluster system can be as cheap parallel 
program test environment, also can be designed to real 
high-performance parallel. Its system scale can be single, 
few networked computers until includes thousands of 
large-scale parallel system. The nodes of the calculations 
are used for high performance cluster system in structure 
and use the software tools usually different networks, 
database used to provide the service.  

Distributed algorithm is sharing information mutually 
in two or more software. This software can be run not 
only on the same machine, but also on several computers 
which are connected through internet. Distributed 
algorithm mainly studies how to make a problem that 
needs very huge calculating ability to solve into many 
small parts. Then put these parts into a number of 
computers to process. Finally, put these calculations 
together to get the ultimate result. Distributed algorithm to 
raise compute power is made full use of computing 
resources out of stand-alone. It needs not only hardware 
support, but also software design and support of the 
process structure itself. Tightly coupled to a serial 
calculation, because of the close correlation of data and 

 
Figure 1.  Classic Linux cluster system 
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control, this process is difficult form break and increasing 
the complexity of the software design in parallel 
environment. Consequently, a process in support of 
parallel is to improve the system compute power of the 
cluster. If people make use of some characteristic of 
distributed arithmetic in cluster system to develop 
arithmetic that have distributed parallel computing power. 
It will improve the cluster system’s computational power 
and solve larger and more complex system optimization 
and design. 

II.  TWO  DISTRIBUTED ALGORITHM AND THEIR 

RELATED ANYLASIS OF COMPLEX DEGREE 

The distributional algorithm is to complete some tasks 
in coordination with several nodes linking through 
communication. In the distributional algorithm, supposing 
the record element is distributes in certain nodes in the 
local storage, during various nodes may the arbitrary form 
interconnecting network connect group of advancements 
the correspondence to exchange the information by way 
of a fixed group correspondence C. Correspondence both 
sides agree in a transmission, in another receive 
regulations. Making N = (P, C) is a communication 
network (P is group of advancements, C is group of 
channels), the data-in I distributes in each advancement, 
the so-called distributional algorithm is opposite in N and 
I pair of question Q solution. 

A. Distributional determines the k- selection algorithm 
Algorithm 2.1 MIMD-AC on model determination k- 

selection algorithm 
  Input: B = {b1，…，bn}, S = {s1，…，sp}, L⊆ S ×  

S 
  Output: The Kth element 
  Begin 
• Through to the scanning that has a spanning tree, 

the root node may calculate the total element 

number: |B| =∑
=

p

i 1
|Bi| . If | B | = 1, notify the root 

node in the element node elements to the root 
node, the algorithm end, Otherwise the 
implementation steps; 

• Each process is distributed in five elements in the 
bureau of deposit (in the local storage). But 
because the process may have remnant, so total 
remnants may be big, it is only a fraction and 
assumptions at most. To solve this problem, can 
make every process gets from child node at first, 
and then make five to a group, after its parent 
node to change. So may have O (p) exchange; 

• Local to each of the five elements in value; 
• Takes the parameter by M, the recursion transfer 

asks in M value m; 
• Each advancement i of its bureau saves the 

element to divide three according to m sub-to 
gather BLi, BEi, BGi, they include separately <, 
=, > m these elements. Through to the spanning 
tree from the leaf to a root scanning, may 

calculate in the root node |BL| =∑
=

p

i

BLi
1

|| , |BE| 

=∑
=

p

1

|BEi|
i

, |BG| =∑
=

p

i

BGi
1

|| . Once the |BL|, 

|BE|, |BG| calculate, root node can accord B’ and 
C’ decision algorithm based on selected k m, 
continued to end recursion. The root node to all 
other nodes broadcast this decision, so I know 
every node in BLi, BGi and set which should be 
as the next recursively parameters, the step to 
exchange information for O(p); 

• According to the new parameter B' and k', 
algorithm may automatic recursive calls. In 
distributed environment, the recursion transfers 
when its entrance and the export complete by the 
root node. It distributed counts the existing active 
element number. If it is many, hen the root node 
notice other nodes, their recursion transfers their 
partial procedure. When only left over an element, 
the root node makes other nodes this element 
transmission for it, thus obtained k various 
elements. This time each advancement might 
transfer from the recursion promotes does not 
need with the root to further discuss then ended.  

  End 

B. Median algorithm for distributed 
Algorithm 2.2 Distributional asks the value algorithm 

on the MIMD-AC model 
Input: A and B series. 
Output: Distribution of m. 
Begin 
• PA through correspondence receive from PB B in 

value element 2 (B); PA 1 (A) carries on a in 
value element with 2 (B) the comparison; If 1 (A) 
< 2 (B), then ⎡ ⎤2/n  smallest elements of A join 

to A1; If 1 (A) >2 (B), then 1+ ⎣ ⎦2/n  biggest 
elements of A join to A2; If 1 (A) =2 (B), then 
⎡ ⎤2/n  smallest elements of A join to A1. 

• PB through communication from the value of the 
PA element 1 (A), The median PB will B 
elements 2 (B) and 1 (A) were compared; If 1 (A) 
< 2 (B), then ⎡ ⎤2/n  biggest elements of B join 

to B2 ; If 1 （ A ） >2 （ B),then 1+ ⎣ ⎦2/n  
smallest elements of B join to B1; If1（A）=2
（B）,then ⎡ ⎤2/n  biggest elements of B join to 

B2,  ⎣ ⎦2/n  smallest elements join to B1. 
    End 

III. THE IMPLEMENTATION OF DISTRIBUTED ALGORITHM 

IN CLUSTER SYSTEM 
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A. The differences and relations of distributed 
computing and parallel computing 

The distributed computing and the parallel computing 
are different. The goal of the parallel computing is to 
solve the single problem by using the multi-processor. 
However, the goal of the distributed computing is mainly 
to provide the convenience, including usability, reliable 
and physical distribution. The interactions between 
processors are frequent in parallel computing. It was 
usually have a fine granularity, low cost and considered 
reliable. While in distributed computing, the interactions 
between the processors are not frequent. It was have 
coarse granularity interactive features and often thought to 
be unreliable. Parallel computing pays attention to the 
short execution time, but the distributed computing 
focuses on the normal operation time. 

Certainly, the parallel computing and distributed 
computing are close related. Certain characteristics relates 
to the degree (interactive frequency among processors), 
although we have not carried on the explanation to this 
kind of intersection. Another characteristics are relate to 
emphasis （speed and reliability), and we all know that 
these two characteristics are very important in parallel and 
distributed computing system. Thus, the two different 
types calculating system behalf a point which different but 
adjoin in a multidimensional space. 

B. Analysis the complexity of the tow types 
distributional algorithm 

The complexity measurement of distributed algorithm 
is standard by the overall sending messages. The 
complexity of algorithm contains time, space and traffic. 
Complexity is the major communications costs in 
distributed algorithms. 

Distributional determines the k- selection algorithm 
the order of complexity analysis: Supposes |B|=n, then 
the order determined that k- choice recursion transfer 
number of times f (n) is: f(n) ≤ 2+f(n/5) + f(3n/4),so f(n) 
≤ O(n0.9114). Each time the recursion transfer needs O (p) 
news exchanges. Therefore algorithm 2.1 need the news 
exchange number is O(p•n0.9114）. The algorithm spatial 
order of complexity is linear. Storage space which needs 
as for the algorithm, each time the recursion transfers 
when regarding studies is p each advancement involves at 
most to 4p various elements. Even if therefore the 
number of degree regards as a constant, in certain 
advancements, possibly accumulates O(n0.9114) various 
elements. Therefore the algorithm 2.1 space requirements 
are O(n0.9114). 

Distributional strives for the value algorithm order of 
complexity analysis: Makes Ai and Bi is PA and PB ith 
step asks time the value subset. Uses the present 
algorithm, even if time value, PA and the PB ith iteration 
occupies c|Ai-1| the time (c is with some constant which i 
has nothing to do with). Because |A i-1| ≥ 2|Ai|, PA needs 
the total time is O (|A|), therefore the algorithm total time 
is also a linear function. PA needs the time was probably 
equal to that asks in A and B by the non-distributional 
algorithm the value time. It is not difficult to see the 
algorithm the spatial order of complexity is also linear. 

At each iteration, PA and PB swap news, the scale of 
reduced problems for at least 1 1/2, and exchange 
information for a total of 2log n. Rodeh has proved 
distributed in the value for the communication cost is 
lower, so log n in constant factor 2.2algorithm is best. 
The total communication cost algorithm for the exchange 
of information logk+1 n. 

K-choice of distributed determination algorithm is 
applied to cluster system, the synergy of recursion inlet 
and outlet in the root. The root node distribution of active 
element existing technology, if not, then the remnant of 
the root node will inform all other processes to these 
elements, and then the root node of the first k. If still 
have many active elements, the root node and notify all 
other processes are called recursively local program. 
Median algorithm is distributed for distributed determine 
k - selection algorithm of k = ⎣ ⎦2/n  special case, in the 
extent than k - selection algorithm. The algorithm is 
suitable for high speed communications with the parallel 
computer application, or through the Ethernet connection 
between PCs and WSs execution. Study these two 
algorithms is to reduce the communication cost and 
Clusters of environment based on performance evaluation. 

C. Application of distributed algorithm in the cluster 
system 

Cluster computing system involved different systems 
architecture. For some users, cluster system is a 
multiprocessor collection which closes integration and 
work together to solve a single problem. To other users, 
cluster system might mean a computer network which 
consists by the separate processor. The processor join 
together in order to realize the resources sharing. 
Although the computing capabilities of high performance 
parallel system have increased, the rapid development of 
science and technology require more computing ability. 
There are three ways to improve the computing 
performance. The first is improved the device operation 
speed. The second is improved system structure. The third 
is focus on the computing ability to important area by 
using computational algorithm, and ignore some minor 
problems in order to improve the efficiency. 

 Distributed algorithm is a parallelism algorithm based 
on MIMD asynchronous communication model. This 
model can crystallize the distributed computing model. It 
means that the model contained in a processor network 
which have a unique identifier. But the processor can not 
understand the whole network overall. The only way of 
communication in network is processor and its neighbors 
to exchange information, and only limited but they do not 
know at that time. Suppose that one message will contain 
three different types of value：  a starting value, an 
identifier and a number. Algorithms can start in the 
collection of nonempty processors and each processor has 
been worked out some function eventually. The 
characteristics of distributed algorithms are spatial 
scattered. When this feature combined with time 
parallelism, it is distributed parallel processing. In fact, 
distributed and parallel is inseparable. In parallel machine, 
the processor itself is decentralized also. In distributed 
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systems, the software's execution also cannot leave the 
synchronization. Early stage, high performance parallel 
computer cluster system is realized by parallel machine. 
Figure 2 showed a method of the distribution and parallel. 
It makes the system resources can be fully optimization, 
and exert the parallelism between nodes. 

 
In recent years, the high cost mainframe and data center 

become history gradually when the performance of 
computer increased. It is replaced by desktop computer 
and minicomputers. The function of parallel machine has 
been replaced by the distributed cluster system which 
consists of computer. Application of distributed algorithm 
in cluster system is a tendency in the future. However, 
distributed algorithm melt the network in different 
topology into Spanning Tree first. And then, design 
algorithm on Spanning Tree. Distributed algorithms and 
centralized algorithm have a big different in design of the 
methods and techniques, that is because the distributed 
system and centralized system have an essence distinguish 
in model and structure. The basic characteristics of 
centralized algorithm do not exist in distributed algorithm. 
Distribution and concurrency are two basic features in 
distributed algorithm. Execution of distributed system 
exist some instability factors. Because of these 
differences, the design and analysis of distributed 
algorithm are more complex and more difficult than 
centralized algorithms. These many questions remain to 
be solved. 

IV. CONCLUSION 

This article gives the analysis and discussion of the 
distributional algorithm based on application on the high 
performance parallel computer cluster system. Moreover, 
it introduces in detail about distributional determined the 
k- selection algorithm and distributional asks the value 
algorithm, and analyzes its algorithm complexity. The 
basis may enhance computer's performance and the 
computing power using the computation algorithm, 
proposed that applies distributional algorithm this 
viewpoint on the high performance parallel machine 
colony system. The colony is the isomorphism, and the 
distributional is isomerism. To apply the distributional 
algorithm on the cluster system to make it become the 
synthetically systematical construct which reaches to the 

parallel in spatial and time area in order to promote the 
parallel computer cluster system's performance. 

APPENDIX A  ALGORITHM COMPLEXITY 
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Figure 2.  Classic Linux cluster system 

TABLE1.    ALGORITHM COMPLEXITY 

Algorithm Time complexity News complexity 

Distributional 
determines the k- 

selection algorithm 

Space complexity 
O(n0.9114) O(pn0.9114) 

Median algorithm 
for distributed 

Space complexity 
O(n) 2log n 
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Abstract—To keep surface shape smooth and avoid 
transformation during dealing with surface reconstruction, 
an improved method about surface flexible skinning based 
on cross-sectional data is proposed. The method produces a 
continuous skinning surface, it improves the weakness that 
surface shape loses the true and calculation is unsteady, by 
running in practical system demonstrate the effectiveness of 
improvement. 

 
Index Terms—flexible skinning, algorithm, reverse 
engineering, surface   reconstruction 

I.  INTRODUCTION 
Surface skinning is a proceed to construct a smooth 

surface using a set of cross-sectional curves, these cross-
sectional curves may have different degrees, maybe is 
rational or non-rational, and maybe defined over arbitrary 
knot vectors, so surface skinning can produce many 
unexpected shape. In order to keep surface shape smooth, 
curves compatibility is necessary during dealing with 
different curves, skinning proceed can lead to largely 
increasing of number of control points, and it can produce 
distortion of surfaces shape, unsteady of calculation, and 
parameterization-related problems, etc.. In this paper an 
improved algorithm is proposed, the results demonstrate 
the effectiveness of the approach. 

II. SURFACE SKINNING 
In order to understand the skinning process, a few 

NURBS formulas will be concisely introduced, some 
detailed discussion about NURBS can be referred to 
corresponding references [1-6]. 

A NURBS curve of degree p is a piecewise polynomial 
curve defined as follows: 

In the formula Piw，i=0,…,n  form control polygon 
which is defined by a set of control points Piw with 
weight, Ni,p(u)  i=0,…,n are the B-spline basis functions 
defined by a knot vector:  

U=｛u0,…,um｝, ui≤ui+1  i=0,…,m-1 
U is used as the following form:  

U=｛a, a, … , a, up+1, … , um-p-1,b,b, … , b｝ 
To extend NURBS curve , a NURBS surface of degree 

(p, q) is defined as: 

In the above formula Pi , j w  i=0, …, n ；j=0,…, m 
form control polygon which is defined by a set of control 
points Pi , j w  with weight, Ni ，p(u), i=0,…,n are the B-
spline basis functions defined by knot vector U and V, U=
｛u0,…,ur｝, ui≤ui+1  i=0,…,r-1 ,  V=｛v0,…,vs｝, vj
≤ vj+1 j=0, … , s-1 ， wi,j  is weight. To simplify 
computation we set weight wi,j to be 1. 

NURBS surface skinning can be described as the 
following: 

Given a set of sectional-curves: 

According to the value of parameter interpolate curves 
to get NURBS surface. if skinning process in U direction 
has finished, then the surface which we can get has 
following form: 

In the above formula uk ，k=0，…，k  can be got 
through skinning process. 

The algorithm of surface skinning can be described as 
following:  

• given a set of cross-sectional curves (v)Cw
k  

k0,k =  

• deal with curves (v)Cw
k  k0,k =  

compatibility 
get a knot vector V, the max index of control 
points is m̂  

• compute the knot vector U 
from  j=0 to m̂  repeat  
   from  i=0 to k  repeat 
       set Rw

i value with the jth control point 
   end i 

interpolate curves (u)Cw
j  according to the 

knot vector U 
end j 

• compute  the surface control points Pi , j 
w  i=0, 

…, n ；j=0,…, m̂  from (u)Cw
j  j=0,…, m̂  
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• construct surface  according to control points 

and the knot vectors 
       

In the above algorithm the curve compatibility can be 
described as following: 

• find out the max degree p of cross-sectional 
curves; 

• use the Cohen algorithm[1] to increase degree 
, make curves degree raise to p. then change 
original knot vector into new knot vector 
raised degree; 

• merge knot vector of all curves; 
• refresh every curve using merged knot vector, 

use the algorithm of knots insert, make every 
curve have the same knot vector and the same 
number of control points. 

The above skinning process may appear some 
abnormal phenomena, such as shape distortion; 
parameterization-confused of surface, appearing minus 
weight; surface continuity being very low; the amount of 
control points being largely raised, and so on. The reasons 
maybe uncontinual parameterization  and the use of 
rational form. Some researchers have used non-rational 
curves which are continual prameterization to 
approximate cross-sectional curves, but these methods are 
not enough practical and effective. The problems maybe 
independent approximation will produce uncontinual 
parameters and largely raise the number of control points 
because of merging knot vector. The key to solve skinning 
problems is to supply a method of curve fitting which 
have continual parameterization and a changeable knot 
vector to avoid largely increasing of knots number, the 
following is the corresponding improved algorithm.  
 

III. SURFACE SKINNING ALGORITHM BASED  ON CROSS-
SECTIONAL DATA 

Firstly change cross-sectional data into point data. 
Because the form of Bezier curve is comparatively simple 
and not effected by knot attribution, so decompose 
NURBS into Bezier, the point data will be decided by 
curve border two degree derivative and tolerance error. 

Based on point data, approximate NURBS curves, in 
order to avoid the largely increase of control points, a 
candidate knot vector will be passed, the algorithm can be 
expressed as following: 

• compute the value of parameter based on 
point data; 

• define original the number of control 
points,then use above approximate algorithm 
to approximate curves,  and modify the 
candidate knot vector accordingly; 

• compute the error of curves, modify the 
number of  control points based on the error, 

make the error not exceed the permitted max 
error ε; 

• modify candidate knot vector by adding new 
knots; 

• output the curve C and the modified candidate 
knot vector;  

The key of this algorithm is how to select knots from a 
given input knot vector, the main idea is following: 

• compute an original knot vector for each point 
set; 

• define a flexible interval for original knot 
vector; 

• if there are knots included in input knot vector 
between flexible interval, then use the nearest 
knot from input knot vector; if there isn’t knot 
between flexible interval, then add the original 
knot to input knot vector.   

Total above relation, the surface skinning can be 
described as following: 

• original cross-sectional curves (v)Cw
k  

S,0,k =   
(p, q) are degrees in u, v directions and ε is 
the max error accepted 

• get scattered data points on curves (v)Cw
k  

• initialize candidate knot vector V̂  NULL, and   
repeat dealing with s+1 curves as following: 

• fit curves using candidate knot vector V̂  and 
the limited error ε; 

• add new knots to candidate knot vector V̂ . 
• do  s+1 curves compatibility, get knot vector 

V,  the max index of control points is m̂ ; 
• initialize the knot vector NULL  

from  j=0 to m̂  repeat  
     from  i=0 to k  repeat 
        give Rj with the jth control point of Ci(v) 
     end i 

fit curve Cj(u) according to Rj and the 
candidate knot vector 
add new knots to û   

end j 
• deal with Cj(u) j=0… m̂ compatibility ,the 

knot vector merged is V, the max index of 
control points is n̂ ; 

• give the value of surface control points Pi , j   

i=0… n̂ ，j=0… m̂ with the curves control 
points Cj(u) j=0… m̂ ; 

• construct surface  according to control points 
and the knot vector 

 

IV. SURFACE DISPLAY  
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Surface display use OpenGL functions to acquire the 
display effect of material, lighting, illumination, and 
veins. Using deBoor algorithm[1] to compute points data 
of surface, the process can be described as following: 
define parameters（u,v）of surface, compute points data 
of curves based on m̂ +1 control points in v direction, get 
m̂ +1 points as midst points to construct midist polygon, 
then in u direction compute the points data based on 
deBoor algorithm using parameter u, at last get the points 
data of surface P（u, v）.  Fig 1 display the skinning 
surface using the above algorithm. 

V. CONCLUSION  
Firstly the above surface skinning process get scattered 

point data from cross-sectional curves, then fit curves 
based on these point data, skinning reconstruct these 
curves, lastly target surface is composed. the 
parameterizations of skinning surface will not be effected 
by different distribution of each cross-sectional curve, 
through flexible selection of knot vector, reduce the 
number of control points, The independent fitting of each 
curves reduce these phenomena that surface shape loses 
the true and calculation is unsteady. In practical system of 
surface modeling by using VC++6 .0 and OpenGL 
graphics functions implement above algorithm, assisting 
pickup point data of surface, interactive 3D treatment and 
lighting, the result shows that it is an effective surface 
fitting method.  
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Figure 1  the surface of skinning reconstruction
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Abstract- The basic components in Optisystem are intro-
duced in this paper. In order to overcome the traditional 
shortcomings of the experiment in optical fiber communica-
tions, We use the Optisystem software to design the fiber-
optic communications system and the simulation results are 
presented, which can not only enhance the understanding of 
each component of the fiber-optic communications system 
and its the function and provide guidance in real experi-
mental design for the students, but also lay a solid founda-
tion for the fiber-optic communication systems research in 
the future. 

Index Terms -Optical Fiber Communication;Simulation; 
OptiSystem 

I. INTRODUCTION 

Optical fiber communication technology stood out from 
the optical communication and has become one of the 
main pillars of modern communications. It plays an im-
portant role in modern telecommunications networks. 
Optical fiber communication as a new technology, in re-
cent years, its rapid development and the broad range of 
application, are rare in the history of communications. It 
becomes the denotation of the new technological revolu-
tion in the world. As a main transmission of various in-
formation tools, it is of great importance in the future in-
formation society. Now, optical communication systems 
are becoming increasingly complex [1]. These systems 
often include multiple signal channels, different topology 
structure, nonlinear devices and non-Gaussian noise 
sources [2], which make their design and analysis quite 
complex and require high-intensity work. Optisystem will 
allow the design and analysis of these systems become 
quickly and efficiently. 

The traditional optical fiber communication experi-
ments are usually conducted in the experimental box. The 
various components of optical devices in these boxes are 
encapsulated in comparison. So in the experiments, stu-
dents often only do their work in accordance with the in-
structions on the experimental procedure step by step. It is 
difficult to understand the various parts of optical fiber 
communication system functions for the students and 
therefore, they lack the ability to create designs and fail to 
reach the effect required in the classroom instruction. 
When the OptiSystem software is introduced to the teach-
ing of the experiments, it not only help the students to 
have a deep understanding of all parts of the optical fiber 
communication systems, but also have a clear visual im-

pression on the optical fiber communication characteris-
tics of the various components, which can give full play to 
its innovative design capabilities. 

II. OPTISYSTEM 

OptiSystem is an innovative optical communication 
system simulation package which was explored by opti-
wave company in order to meet the academic require-
ment of the system designers, optical communications 
engineers, researchers. It integrates design, test and op-
timize all types of broadband optical network physical 
layer functions such as virtual optical connection. From 
the long-distance communication systems to LANS and 
MANS, it can be well used. It has a huge database of 
active and passive components, including power, wave-
length, loss and other related parameters. Parameters al-
low the user to scan and optimization of device-specific 
technical parameters on the system performance. Opti-
System has powerful simulation environment and real 
components and systems of classification definitions. A 
fiber optic communication system model is based on the 
actual system-level simulator. Its performance can be 
attached to the device user interface library and can be 
completely expanded to become a widely used tool. Op-
tiSystem meet the booming market to a strong photon and 
becomes a useful tool for optical system design require-
ments [3]. 

III. PILOT PROJECT AND ARRANGEMENTS 

Here, we will simulate the relative basic optical fiber 
communication experiment using the basic OptiSystem 
models and then presents the simulation results.  

A. Simulation of wavelength division multiplexing 
experiment 

WDM (Wavelength Division Multiplexing, WDM) is 
an important progress in the development history of opti-
cal fiber communication technology. The basic principle 
of the WDM is that the light signals with different wave-
lengths is put together at first, and then coupled to fiber 
optic cable lines in the same fibers for transmission. At 
last the receiver separates the different wavelengths by 
signal processing, restores the original signal and sends 
them to different terminal [4]. Figure 1 is a schematic 
map of WDM systems [5]. 
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Figure 1 The schematic map of WDM systems 

 
According to Figure 1, the related modules of the sys-

tem are transferred in OptiSystem, then consists a system 
diagram, shown in Figure 2. The system consists of laser, 
wavelength division multiplexing, optical, demultiplexer 
and optical spectrum analyzers and other devices integral. 
We set the light source composed of four lasers with 
emission frequency 193.1THz, 193.4 THz, 193.7 THz, 
and 194.0 THz respectively. The light signals from the 
four lasers are put together through the WDM combine, 
and then coupled into the optical fiber. At last, the signal 
wavelength demultiplexer separates the combined signal 
in the terminal which is represented by optical spectrum 
analyzer. According to Figure 2, connect the system and 
run the simulation program, then the simulation results 
can be obtained.  

 
Figure 2 OptiSystem WDM system diagram  
Figure 3 shows the frequency spectrum for the 

WDM signal after the combined. After demultiplexing, 
the frequency spectrum of each channel is shown in Fig-
ure 4. 

 

 
Figure 3 Multiplexed signal spectrum after the WDM mux 

  

 

 
 

 
 
 

Figure 4 The channel spectrum analysis chart after demultiplexing. 
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The simulation results show that the system imple-
ments the basic functions of WDM systems. In the actual 
experiment, it can be realized by properly adjusting the 
parameters of each device to obtain better experimental 
results. 

B. Simulation of optical fiber amplification experiment 
The application of optical amplifiers in communication 

is a major breakthrough in the history of optical fiber 
communication technology. It replaces the traditional 
electronic relay station and make the dream of all-optical 
communication becomes a reality, in which erbium-
doped laser amplifiers has the fastest development [6].  
Figure 5 is an optical amplifier system based on EDFA, 
which is designed with Optisystem. The signal and pump 
light are combined together through the ideal MUX. Then 
they enter into the erbium-doped fiber amplifier. By 
comparing the spectrums of light changes before and 
after amplified, we can observe the amplification effect. 
Connect the system according to Figure 5 and run the 
simulation. The center wavelength of the signal light and 
pump light used here are 1550nm and 980 nm respective-
ly [7]. The signal spectrums of the optical before and 
after amplified are shown in figure 6(a) and (b) respec-
tively. From this figure, we can see that the intensity of 
the signal is significant enlarged. Moreover, optical sig-
nal spectrum before and after amplified has similar shape. 
This means that this system has achieved the purpose of 
optical amplification. 

 
 

Figure 5 Optisystem optical amplification system chart 
 

IV. CONCLUSION 
Optisystem provides a flexible platform for virtual ex-

periments which help students to grasp the more abstract 
principle of optical fiber communication systems. Using 
this software, it is beneficial to train the abilities of stu-
dents, such as independent analysis, design and ability to 
solve practical problems. Moreover, it helps to enable 
students the ability of connecting theory with practice, 
finding some problems in the experiment, grasping the 
soul of theoretical knowledge. The results show that the 
actual teaching has greatly enhanced the students’ interest 
and curiosity and lays a solid foundation for their future 
research work. 

 

 
  (a)  Signal spectrum before amplified 

 
(b) Signal spectrum after amplified 

Figure 6 The signal spectrums of the optical before and after amplified. 
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Abstract—SOA entities heterogeneous systems integration,  
application system integration by connecting cross-platform, 
feature independent, reusable service. Mutual visits between 
heterogeneous systems are based on different platforms, 
different languages, different environments. In this paper, 
we research information sharing among heterogeneous 
systems, business component reuse, combine Web services 
communication technology, and for access to the system 
performance is analyzed, propose a reasonable deployment 
of multi-service center program, the program can improve 
system scalability, reliability, and access performance, 
initially showed a good value.  
 
Index Terms—SOA, access performance, Web services, 
heterogeneous systems 

I.  INTRODUCTION 

In today's rapid development of information 
technology, network technology is continuously 
improved, Web-based applications systems are 
introduced, most of these applications have a lot of data 
for processing. Centralized information processing 
frequently used in the early course of business, which 
does not show concern on sharing application logic and 
data between different applications. With the growth of 
the business and the development of information 
technology, more and more heterogeneous systems have 
appeared, leading to the problem that the information 
interaction and interoperability in systems are very 
difficult, and then leading to a number of urgent problems 
as "islands of information"[1]. 

SOA provides services for other applications by some 
mechanisms  such as publishing、discovery and binding 
services etc . Combining SOA with web services 
technology has become a new direction in the field of 
computer information at present, which is a good solution 
to these heterogeneous systems communication and other 
issues. SOA has the advantages of loosely coupled, 
coarse-grained interoperability etc, the basic idea is 
services at the core, the heterogeneous system integration 
into a useable, standards based services, and so that it can 
be reassembled and used. [2]By using SOA architecture 
design ideas, you can minimize the coupling between 
systems and improve reusability. 

Web services applications is growing rapidly in 
heterogeneous system, the number of Web services 

doubled. Heterogeneous systems based on SOA  using   
techniques of  web services composition  when they 
mutual access ,   the existing Web services  composed 
according to business process logic, which makes the 
composition service to provide more powerful and more 
complete functionality, enabling Web services reuse. If 
the communication between heterogeneous systems is 
very frequent, and the flow of data is relatively large, 
then the visit will be considerable pressure. This will be 
likely result in data loss, network congestion, etc. 
Moreover, once the server machine failure occurs, it will 
directly lead to paralysis of the whole structure of 
communication.[3]This article describes two common 
access programs, we analysis and comparison the 
programs access performance, put forward a more 
reasonable multi-service center communication program, 
the program fully to achieve loosely coupled SOA 
characteristics , make the whole system highly scalable, 
reliability and good access performance. 

II.  SOA AND WEB SERVICES 

For now, Web Services is the most suitable technology 
set to achieve SOA, SOA is able to rapidly develop a 
large extent due to the maturity of Web Services 
standards and the popular of application, which provides 
the foundation for the realization of SOA architecture 
.SOA is a conceptual model, Web services is a 
framework structure defined by the protocol stack which 
constitute by a set of protocols. Which defines the 
communication between different systems programming 
framework for loosely coupled[4]. 

Web services as a good SOA implementation 
technology, enables service-oriented architecture has 
better features compared with the past architecture (such 
as C/S), highlighted in: 

1) The distribution of the overall structure: application 
functional elements are deployed to multiple systems, in 
local or remote network. Web services can make full use 
of HTTP which  the industry have been widely used on 
the Internet as the underlying transport protocol, going 
through the corporate firewall, to achieve the interaction 
across the enterprise boundaries; 

2) Open standards: compared to traditional 
applications design pattern, loosely coupled system  
based on Web services is easily re-configured to achieve 
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Figure 1.   Peer-to-peer deployment program. 

 
Figure 2.  Central server deployment program. 

the replacement of functional elements, interactive simple, 
has good scalability and flexibility; 

3) Open standards: SOA using open standards is a 
critical success factor, the traditional distributed 
computing technologies such as CORBA, DCOM 
(Distributed Component Object Model), RMI (Remote 
Method Invocation) are to be based on the specific 
implementation, particular software provider, achieve 
very complicated, hinder the advance of the application; 

4) Application process manageable: in the SOA, each 
separate service is designed to be business oriented 
functional elements, and it also as a business process or 
workflow component. A well-designed service through a 
clear description in its input and output, make other 
services know how to call on the services by 
understanding the description, particularly in the Web 
services architecture specifications using the WSDL 
description, which enables automated processing of calls. 

Web services technology provides a realization of 
SOA platform to enable SOA has become the mainstream 
of IT. Early SOA model defined by Web Services formed 
standards, around three basic components of the 
architecture model: service requester, service provider, 
service registry. 

II.  THREE KINDS OF HETEROGENEOUS SYSTEM ACCESS 
DEPLOYMENT PLAN ANALYSIS AND COMPARISON 

Heterogeneous systems mutual access is based on SOA 
architecture as middleware, Web Service as the means of 
communication. This access method used Web Service 
Access platform independence, hidden business 
components platform-related, and also achieved a great 
reuse of business components. 

The following major research on how to achieve 
mutual visits between SOA-based heterogeneous systems 
by the proposed deployment program in this paper[5]. 

A.  Peer-to-peer deployment program 
Peer-to-peer deployment program is a routine 

deployment plan, this deployment program requires each 
heterogeneous systems endpoint deploys a Web Service. 
Any of a heterogeneous system access with other systems, 
mutual visits directly by web service in their own end as 
middleware, Figure 1 is a kind of peer-to-peer 
deployment program. 

Obvious shortcomings of this peer-to-peer deployment 
program: 

1) With the increase of heterogeneous systems, the 
connection between Web Service servers growing, each 
system, will access the total number of connections 
follows the following formula: 

SUM= 2
nP (SUM denotes the total number of 

connections, n denotes the number of heterogeneous 
systems). 

According to this algorithm, each additional 
heterogeneous systems, it will increase 2n (n is the total 
number of heterogeneous systems before the addition of a 
heterogeneous system) connections. 

2) These connections are not conducive to 
management, and bring troubles for heterogeneous 
system maintenance and management, and will bring 
enormous pressure on Web Service on the end of the 
heterogeneous systems when a system access to other 
systems frequently. 

Therefore, peer-to-peer deployment program is not the 
best deployment of Web Service. 

B.  Central server deployment program 
Central server deployment program used a central 

server as access transit station, as shown in Figure 2. 
Each heterogeneous system access to other heterogeneous 

systems must be based on a central server for the transit. 
Compared with peer-to-peer deployment program, 

central server deployment program has obvious 
advantages: 

1) Each distributed application system only has one 
connection with and the central server, the total number 
of connections as the following formula: 

SUM=n(n denotes the number of distributed 
applications). 

Using this approach, each add a distributed application 
system, just add one connection. 

2) This connections all connect between central server 
and heterogeneous systems. 

However, the seemingly perfect central server 
deployment program also has its defects which can not be 
ignored: this program is not considered of the pressure on 
central server, when the communication among 
heterogeneous distributed application systems more 
frequently, the data transmission ratio is large, will lead 
to access rate slowing, and may cause network congestion, 
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Figure 3.  The multi_centers server access deployment. 

the poor performance defect determines that it is not the 
best deployment of Web Service program. 

C.  Multi_centers server access deployment 
The prototype of the multi_centers server access 

deployment program comes from the center, deployment 
scheme, and improved based on the original program 
(Figure 3 is the multi_centers server access deployment 
program). 

1) In order to relieve the accessing pressure of server 
center, Web Service components on the Web Service 
component layer can be classified into different clusters 
according to some way. For example: application services, 
data Service etc. According to the actual needs, each class 
or several classes corresponds to a server. 

2) Each center is a cluster server. 
In multi_centers server access deployment program, 

the center server of the center, deployment program can 
expand to multi_centers server. Each server is equal on 
its position and composed of a group of servers. These 
servers' positions on single center server are equal, and 
managed by the unified management tool. 

The multi_centers server access deployment program 
compared with the former two access deployment 
program, the advantages as follows: 

1) Scalability: The number of the center server can be 
expanded according to one's own need or the actual need. 

2) Management Convenience: Comparing to the peer-
to-peer deployment program, through classifying the 
components on the web services layers, The advantage of 
access connectivity of distributed applications system is 
convenient management between distributed application 
system and the center server. 

3) Efficiency: compared to the access, deployment 
program, the deployment according to the classification 
of the web services components greatly reduce the 
accessing pressure of a single center server. And the same 
time, the accessing pressure of center sever further 
improved by load balancing on each server [6]. 

4) Reliability: Each server is composed of multiple 
servers, if one server is failed, which will not affect the 
normal operation of server center, and will also not affect 
the normal operation of lightweight SOA framework [7]. 

III.  CONCLUSION 

Multi-center server deployment program 
simultaneously uses two strategies, Web Service 
classification and load balancing, to reduce the pressure 
on a single server, and improves the reliability of SOA 
architecture. [8]The program can effectively improve the 
system scalability, reliability, and access performance, is 
a good framework for enterprise application integration, 
and shows a good value initially in enterprise 
heterogeneous systems. 
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Abstract—With the broad use of internet,Web data mining 
has gradually become the focus of current research on data 
mining. At the same time, XML technology is becoming the 
actual standard for data-organizing and data-exchanging by 
and by in the new-generation intemet.The integration of this 
two kinds of technology,Web data mining based on XML 
has become an important task of Web data mining.This 
paper designs a XML-based web data mining model, 
explains the process of HTML documents transformed to 
XML documents and analyzes the key technology in the 
process, and utilizes traditional data mining methods to 
complete Web data mining through XML． 
 
Index Terms—XML, Web data mining, semi-structured 

I. INTRODUCTION 

Along with the rapid development of the Internet, more 
and more database and information systems join into the 
network, network exists large amounts of data. Facing so 
many complicated Web space, How to find the required 
information that have become an important problem in 
the vast network. Although users can rely on search 
engines quickly, efficiently and accurately to find the 
related information, to find the user need information is 
still very difficult. Recent years, web data mining based 
on XML provides an effective method to solve this 
problem. 

II. XML AND WEB DATA MINING  

A.  XML 
The Extensible Markup Language (XML)[1] is 

released by the World Wide Web Consortium (W3C) in 
Feb,1998. XML's purpose is to define a data-exchange 
standard via the Internet, to meet the requirements of 
increasing network application, and to ensure the good 
reliability and interoperability on interacting via the 
Internet. 

Much of the information appeared on the current Web 
in HyperText Markup Language HTML document, Users 
through the browser to obtain information of these 
HTML document. HTML document may be written by 
manual or using HTML tool. Because the HTML 
document does not aim to automatically extract, but for 
expressing the information content. Therefore many of 
the HTML document on the Web is not standardized 
format, and extracting data is more difficult from the 
unstandard document than the structured document. 

XML overcomed the shortcomings of HTML, 
standardized the documents on the Internet, gave mark a 

certain meaning, and reserved the advantages of the 
HTML- concise, suitable for transmission and browsing. 
XML Set the advantages of SGML and HTML in a 
whole, and become the core of the next generation of the 
Internet. XML have the advantages of scalability, 
structural, platform independence, self-describing, 
flexibility, standardability and simplicity. 

B.  Web Data Mining 
Data mining [2] is a data- extracting process, which 

extracts the unknown implied and user interested 
information from the large amounts of data. As the 
development of Internet, A large amount of information 
is obtained from the Web, so Web data mining becomes a 
new research content. Relative to the data of the Web, the 
data structure in traditional database is very strong, but 
the data on the Web is most characteristic semi-
structured, therefore the Web data mining is much more 
complicated than the data warehouse data mining. 

1)  Heterogeneous database environment 
From the perspective of database-research, the 

information on the Web site can also be considered a 
more larger and complex database. Each site on the Web 
is a data source which is heterogeneous. Thus the 
information and organization are not the same between 
each site, finally to be a huge heterogeneous database 
environment. If you want to use these data for data 
mining, we should firstly study the integration of 
heterogeneous data between sites. Only integrate the data 
of the sites and provide a unified view of users, we may 
get the needed from the huge data resources. Secondly, 
we need to solve the problem of data query on Web. 
Because, If the required data cannot be obtained 
effectively, we will not do the data analysising, 
integrating, and processing. 

2)  Semi-structured data structure 
The data on the Web is different from with the 

traditional database data, the traditional database has a 
certain data model which can describe the specific data 
according to a model. While the data on the Web is very 
complicated, it has not the specific model, and the data of 
each site, with reports and dynamic variability, is 
designed independently. Therefore, the data on the Web 
has a certain structure. But for the readme levels, it 
becomes a kind of completely structured data-Semi-
structured data. Semi-structured structure [3]is the biggest 
characteristic of the Web data. 

3)  To solve the problems of semi-structured data 
Web data mining technology firstly solve the query 

and integration of the semi-structured data source model 
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and semi-structured data model. To solve the query and 
integration of the heterogeneous data on the Web, we 
must have a model to clear the data on the Web. For the 
semi-structural characteristics, we need to find the key 
point that is a semi-structured data model. Not only to 
define a semi-structured data model, also we need a kind 
of extracting technology. That is to say, it can 
automatically extract semi-structured model from the 
existing data. The semi-structural model and the semi-
structured data model extracting technology must be the 
prerequisite of the Web data mining. 

C.   Web data mining methods 
Comparing with the traditional data and the data 

warehouse, the information on the Web is unstructured, 
semi-structured, dynamic and easily confused. So it is 
difficult to take the data mining directly from the data on 
the Web pages without the necessary data processing. 
The typical Web mining process[4] as follows: 

4) Find resources: The task is to obtain data from the 
target Web document, it is sometimes not only limited 
information resources online, including Web document 
email, files, newsgroups, or Web log data and even 
through the Web form of trade in the database.  

5) Information selecting and preprocessing: The task 
is to eliminate the useless information and conduct the 
necessary information from the obtained Web resources. 
For example, automatically removing advertising links 
from Web document, excess format markers, identifing 
paragraphs or fields, and making the data into a neat 
logical form or a relation table. 

6) Patten discovery: Automatically taking the patten 
discovery, and it may happen in one same site or among 
multiple sites. 

7) Mode analysis: Validating and explaining the 
mode of the previous Step. It can accomplished by the 
machine automatically, or by interacting with the 
analysts. 

III.  WEB DATA MINING SYSTEM MODEL BASED ON 
XML 

According to the general flow of Web data mining and 
the related XML technology, this paper designed a Web 
data mining system model which based on XML. The 
basic idea of this model is to obtain the target web page 
and turn it to XML document for storage, and then using 
different data mining algorithm for an XML document 
data mining according to the user's interest in knowledge. 
Web data mining model consists of three logic levels. As 
shown in figure 1. 

Data access layer is to extract and convert the semi-
structured Web data, use structured data for 
representation, build the Multi-level Web database, and 
preprocess the Web server log data forming the Web log 
database. We call the Multi-level Web database and the 
Web log database as the Web database. Data mining layer 
is the key to realize the system function, using a variety 
of data mining algorithm and flexible and open form task 
for the final aim is to provide the effective Web mining 
solution, and finish all kinds of data mining task. 

IV.  KEY TECHNOLOGY OF THE MODEL 

A.   Convert Web documents into the well-structured 
XML format 

The basic idea is to convert the obtained Web page in 
HTML format into the well-structured XML documents. 
The main steps: 

(1)Through the method of artificial input, we offer the 
query theme and find out some of the Web pages that 
accords with a condition, thus these Web sites are the 
data sources. 

(2)Using the Tidy tool[5] to convert the data, eliminate 
some useless advertising message, filter lots of irrelevant 
markers from the HTML document, correct the common 
errors, and generate the good-format equivalent XHTML 
document. 

(3)Finding the reference point of the data in the 
XHTML document, and using XPath or XSL technology 
to identify the reference point and extract data. Finally, 
using the XML documents to save these data, after many 
data extracting and incorporating these XML file to the 
external files system for storage. 

The process is shown in figure 2. 
Following is a pure Java implementation of the HTML-

XML converter part of the source code: 
package org.w3c.tidy； 
public class HtmlToXml 
{public static void main(String[ ]argv) 

{… 
String file； 
InputStream in； 
String prog="Tidy" ： 
Node document； 
Out out=new OutImpl(); 
 /*normal output stream */ 
int argc=argv.1ength+1; 
int argIndex=0; 
Tidy tidy； 
Configuration configuration； 
String arg； 
tidy=new Tidy()； 
configuration=tidy.getConfiguration()； 
／* read command 1ine * ／ 
while(argc>0) 
{ 

if(argc>1&& argv[argIndex].startsWith("-")) 
{ 

arg=argv[argIndex]．substring(1)； 
if(arg.1ength()>0 && arg.charAt(0)== ‘-’) 

arg=arg.substring(1)； 
if(arg.equals("asxml")‖arg．

equals("asxhtml")) 
configuration.xHTML= true； 
--argc； 
++arglndex； 
continue； 

configuration.adjust()；  ／* ensure config is 
se1f-consistent */ 
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...... 
／* Internal routine that actually does the parsing.*/ 
／* The caller can pass either an InputStream or file 

name.*/ 
document=tidy.parse(null,file,System.out)； 
totalwarnings+= tidy.parseWarnings； 
totalerrors+=tidy.parseErrors； 

…… 
}  

 } 

B.   Data extracting 
Regardless of the Web page or the XHTML document 

generated in the previous process, most of them are 
irrelevant to extract information. Therefore we need to 
find a specific area in the previous generated XHTML 
document, in order to extract the need data and avoid 
those irrelevant information for data mining. The 
information extraction generally adopt two methods: One 
way is by absolute path; Another is by anchor point data 
extraction[6]. Due to the HTML page might change, 
although absolute path can position in an XML document 
sections and document components, but in the pages of 
the position changes, it is more easy to make a mistake. 
Below is an absolute path list: 

/html/body/center/table[5]/tr[2]/td[2] 
Based on this situation, we can realize by using an 

independent of absolute path extraction method—Finding 
the anchor point which contains in the extracted 
information. Normally, anchor point is based on the 
information content of existence, and it has nothing to do 
with the HTML path. If you want to search a list of 
"High" text, the absolute path can be written as:  

//table[starts-with(normalize-space(.),"High")] 
After getting the anchor point, we can create the actual 

extracting data code in the XSL file. XSL specifies how 
to search for data from the anchor point, and to use the 
needed format to form an XML output file. The searched 
data generally contains in the same < table > element, in 
this table it also generally includes the keyword of the 
required information, Eg: the customer purchase records 
in transaction database. Firstly, we need to the contents of 
a text node which is the key element node <td>, thus we 
can find its grandfather node. Because its grandfather 
nodes may well be the < table > , so we take < td > 
grandfather node as anchor points. Taking all content 
which under the grandfather node to loading in an XML 
document. If only a data extraction, according to the 
above steps it has been completed. However, the Web 
data mining is a cycle process, it needs multiple data 
extracting to form the data source of the data mining, and 
the result will be combined into XML data files for store. 

The following is part of program implementation code: 
Public static void main(string args[ ]){ 
try { 
 Document 

xhtml=XMLHelper.ParseXMLFromURLString("file://wp
.xml"); 

 Document 
xsl=XMLHelpr.ParseXMLFromURLString("file://xsl/ 
wp.xsl"); 

// For a given xhtml document on the map on the xsl 
transform 

 Document 
xml=XMLHelper.transformXML(xhtml,xsl); 

XMLHelper.outPutXMLToFile("XML”+File.separator
+result.xml"); 

}catch(XMLHelperException xmle){ 
...... 

} 
} 

The resulting xml document format as follows: 
 <?xml version="1.0" encoding="utf-8"?>  
// Statement 

   <table>  // To anchor the table 
<tr id="1">  // Table row 

<td> Table of contents </td>  // The 
contents of the row in column 

…… 
</tr> 
…… 

</table> 

C.  XML data source in data mining  
XML provides a DOM (Document Object Model) and 

SAX (Simple Application for XML)[7] which are two data 
access interface. External applications through both 
interfaces are very easy access to XML documents. 

DOM interface is developed by the W3C. This 
interface defines a series of XML documents used to 
achieve access and modify data objects, and XML 
documents into the document tree structure. The object 
tree is the relationship between elements within XML 
documents reflect, through them, you can access and 
modify XML documents of all the data. Applications are 
also available in this XML document tree structure 
hierarchical data access. For document information, such 
as data, the significance of the data and data relationships, 
the DOM interface can convert it to a tree node or nodes 
in between. Since all of the XML document tree structure 
information can be included, which makes random access 
XML document data has become very convenient. 
Currently, DOM standard is set at two levels Including 
DOM Level 1 and DOM Level 2.  

DOM interface is a comprehensive analysis to XML, It 
is necessary to complete all the XML DOM tree into 
memory, the random access speed is very fast. However, 
when more complex and huge XML document, you need 
to take up more memory space and the speed of access to 
the DOM tree will be greatly reduced.  

SAX interface can avoid the defects of the DOM 
interface, it does not require all the document into 
memory, and data files using a time-driven sequential 
access. In SAX interface, When the XML parser 
encounters a particular event, it will call the appropriate 
function to handle the event. Of course, SAX interface, 
only just calls the corresponding function, as for the 
specific data processing is through execution of the 
function to complete. SAX is not a W3C standard. It is a 
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group from the Internet, people interested in XML 
technologies out joint research. As an event-based XML 
programming interface, SAX has been widely recognized 
by various XML groups.  

Microsoft .NET Framework provides support for XML 
DOM object model, this support is through a series of 
related classes to achieve. For SAX interface, NET also 
has a corresponding analog implementation. In the XML 
data source, provided by means of XML DOM interface, 
or SAX interface, using traditional data mining Web data 
mining can be carried out to obtain useful knowledge, 
Form a knowledge base. 

We have used Microsoft VS .NET development tools, 
implements a number of agricultural supply and demand 
information of agricultural products on the site of Web 
data mining. Practice shows that the proposed use of 
XML and the efficiency of semi-structured data model 
for Web data mining auxiliary method are effective. 

V. CONCLUSION 

Web data mining is a new research field, It is different 
from the traditional data mining. Due to the Web data is 
an unstructured data, it makes the data mining become 
very difficult. While XML solves this problem very well. 
Because it is also a kind of unstructured data model, its 
appearance makes the data mining based on Web get 
greatly simplified. This paper ,on the basis of both, offers 
a Web data mining model which based on XML. The 
model according to the general flow of Web data mining 
puts a variety of data mining algorithm and other mining 
system modules together, and completes the Web data 

mining. This paper emphatically expounds the key 
technology how to transform the HTML pages document 
into XML document, and utilizes traditional data mining 
methods to complete Web data mining through XML. It 
has a far-reaching significance in further Web data 
mining, information retrieval and knowledge discovery. 
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Abstract—Personalized Information Service is the product 
of development of network information environment, it is 
also the direction of Library Information Service 
Development. This paper describes the concept and the 
typical Web2.0 technology, Proposed the content of 
Personalized Library Services in the Web2.0 environment, 
combined with the Web2.0 related technologies. 
Summarized personalized information service model Based 
on RSS, Blog, Folksonomy, Wiki's personalized information 
service. 

Index Terms—Web2.0, Library, Personalized Information 
Service, Blong Wiki Folksonomy 

I.  INTRODUCTION  
With the promotion of new technologies of the internet 

and new applications of existing technology, Internet has 
grown from Web1.0 Times into Web2.0 Times, Web2.0 is 
not simply technology or Problem-solving program, It is a 
set of executable concept system, Practiced the ideal of 
the network socialization and personalization. The 
development of library has close relation with the latest 
computer and information technology. Usually some new 
computer information technology just appear then will 
applied in library management and services. Introducing 
the new ideas and new technology of Web2.0 in the 
library information service, launched Personalized 
information service is an effective way to solve 
difficulties of  Multifarious network information and 
Screening difficult problem, Can provide better service 
for customers and meet the user's individual demand, 
Realize the maximum   social values of the library 
information resources. 

II. OVERVIEW OF THE WEB2.0 
Web2.0 is a new kind of Internet application relative to 

Web1.0(the Internet mode before 2003),the appearance of 
it is the revolution for the Internet from the core content to 
external application, represent the Internet development 
theory system, there is no clear-cut distinction about the 
definition of Web2.0 now, The concept is put forward by 
The famous O 'DaleDougherty Reilly company and 
MediaLive company’s Craig Cline on "brainstorming" 
session In March 2004, Currently mainly from the 
following two aspects defined Web2.0[1]: First, the 
definition from concept. In the era of Web1.0, Large Web 
portals hold the right to speak. They decided what the 
people see and hear. While Web2.0 is pay attention to the 
power of grassroots. Here the grass-roots is not referred to 
some of the concentrated individuals, But some of the 
individual which scattered among various groups. Web2. 
0 in concept bring to people the transmission is a kind of 

freedom, equality, and open information exchange. 
Second, the definition from the core technology. It is 
based on the basis of the front thoughts. In order to realize 
this idea caused the technical application. 

In a word, more accepted industry definition of Web2.0 
is Blogger Doon mentioned in his Web2.0 Doon &to 
concept "interpretation" "call it Flickr, Craigslist, Web2.0 
Linkedin, Tribes, Ryze, Friendster, Del icio. 
43Things.com, us, etc.Take Blog、TAG、SNS、RSS、
Wiki as the core of social software application. according 
to the   new theory and technology of Six degrees of 
separation ,xml、ajax realize new generation mode of the 
internet. 

III. TYPICAL TECHNOLOGY AND CHARACTERISTICS OF 
WEB2.0 

A. RSS(Simple information polymerization) 
RSS is the English initials acronym of Rich Site 

Summary or Really Smiple Syndication,in Chinese call it 
"summary information polymerization”.RSS technology 
is mainly based on XML standards, the content which 
widely used in Internet is packaging and delivery 
agreements. In essence, RSS technology is a kind of 
Information aggregation technology, applied to various 
news reports, the service push, number or other data 
inquiry,etc. Currently, is one of the most application of 
library  technology. RSS service could actively push the 
latest information to readers directly. Make readers can 
directly updated content without visiting the website, 
Thereby reducing the cost of retrieval time. 

B. Blog 
Blog's full name should be Web Log, Later, 

abbreviation as Blog. In essence, the blog is personal 
diary, Personal homepage or personal website. Especially 
on the technical level. Blog site is an easy-to-use web site, 
You can quickly issued ideas, communicate with others 
and engaged in other activities. All these is free of charge. 
Blog can be used as a kind of means announcement of a 
library information and communicate with readers. 
Library web site can provide blog space for readers. As 
secondary function of "book club" or "My Library", Help 
form the Readers' community. 

C. Wiki (Wikipedia) 
Wiki is a kind of more cooperation hypertext system 

writing tools, Wiki site can have many maintenance, 
Everyone can express their own opinions, perhaps discuss 
or expand the common theme. Facing the collaborating 
communities in writing, Wiki support the collaborative 
writing when facing community, also included a group of 
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auxiliary tool which support this writing. Could Browse, 
create and change the Wiki text based on the Web, and the 
cost of creation, alteration, release is smaller than HTML 
text, While Wiki system also supports collaborative 
writing which facing communities, to provide necessary 
assistance for collaborative writing, finally, Wiki writers 
naturally constitute a community, Wiki system provide 
simple communication tools for this community. 
Compared with other hypertext systems, convenient and 
open is the characteristics of Wiki, so the Wiki system can 
help us to share a field of knowledge in a community. 

D. Tag 
Tag is a more flexible and interesting classification, 

you can add one or more Tags for each log, each post or 
each picture,etc. You can see the website content which 
use the same tags. Thus produced more contact with 
others, tag reflects the power of groups, enhanced the 
correlation and the content of the interaction between the 
users. 

The above four are the typical application technology 
for Web2. 0. In addition, there are other Web2.0 
technology also widely used, Such as MSN (social 
network software), P2P (peer-to-peer network), IM 
(instant messaging) ,etc. 

IV. THE CONNOTATION OF PERSONALIZED SERVICE IN 
WEB2.0 LIBRARY 

Personalized information service is based on the 
information of the user's information usage behavior, 
habits, preferences, characteristics and the user’s features 
to meet their individual needs the information content and 
information systems functions. The personalized 
information service is not come accidentally, it is the 
product of the development of network information 
environment, is also the development trend of information 
services and the development direction of the library 
information services. 
 

In past, the library service model is mainly centers on 
librarian and the information service, the only purpose of 
the work is beneficial to the librarian who carrying out 
service work, but rarely consider the active participation 
of information users. The user is always accept service 
passively, their information needs is not fully reflect 
during the service, so their needs would be very difficult 
to meet. For a long time, the library reader’s personality 
rarely considered in service. The librarian think that 
readers should adapt to the service provided by the library, 
therefore, a variety of standards which all libraries provide 
are the same, the services for every reader are also 
identical. The service did not cohere with the 
diversification of the reader and personalized 
requirements, so their information needs can’t satisfy [3]. 

Currently, a variety of techniques and concepts of 
Web2.0 become accepted and adopted by more libraries. 
The Web2.0 emphasizes interaction with readers; enhance 
the experience of users, directly on the user’s 
requirements. So the user has more spoken right, in the 
environment, the information can read, writable and 
interoperable. Internet users have a complete self-
information initiative, the production of individual 
producers of information, but also manage information, 
and information users to interact. They change from 

passive acceptor to the owner of the network. in The past, 
"I provide what, the user acceptance what" was traditional 
library service mode, but now it is "what users need, what 
I offer.". The new generation of information users 
characterized by large number, demand complex, and 
difficult to analyze. The emergence of new forms and new 
features make the traditional personalized information 
services can not satisfy the information users’ needs, and 
the library must face some new challenges. 

Based on the above reasons, the traditional 
personalized information service can’t meet the user's 
information behavior in the new environment. Therefore, 
the organization of the Library personalized information 
services must emancipate the mind, expand ideas, 
innovation and reform. The existing ideas and technical 
transformation of the Web2.0 must applied in the 
personalized information services, and continuing to 
explore Web2.0’s personalized information services in the 
Library. 

V. THE LIBRARY PERSONALIZED INFORMATION 
SERVICE MODEL IN WEB 2.0 

A. Personal information push service 
The information push service is a kind of new service 

which appears based on the push technological 
development, through the RSS technology, between 
library each stand may share the information content, the 
user may through a browsing window or read the software 
have the RSSFeeds information together when does not 
open the website page and forms own information 
gateway, but does not need to visit various websites one 
by one to obtain the website push information [4]. The 
latest news push service is the RSS technology most 
widespread domain in the library application, deliver the 
latest news in the hall or the network to users timely and 
high effectively, provides the personalized service and 
“the one-stop” work style for the users, raised the employ 
rate of the library resources. In the library retrieval system 
use the RSS technology, unifies the characteristic of the 
library service, carry on pushing and have custom-made 
the service towards the library resources information, the 
literature information, the special booklist, the special 
literature material, the conference information and so on., 
enables it to realize user’s individual information to have 
custom-made and push service, promoted the information 
service level of the library enhancement[5]. 

B. Personalized interaction service of user 
Blong as the typical application of the web2.0, caused 

the people to pay attention by its unique way. It develops 
fully page’s content using the link, take the diary way, 
transmit real-time information through the network, was 
considered the fourth brand-new network exchange way 
after Email, BBS, ICQ. The Blog application is very 
widespread, in addition the simple edition, issue and 
maintenance mode, cause the application of Blog in the 
library personalization information service to be easy and 
feasible, one of Blog most remarkable characteristics has 
good interactive. Information alternately service based on 
the Blog , Moreover, take the Blog system which obtained 
free as the information interactive platform. The librarian 
may issue any information (including writing, picture, 
audio frequency and video frequency) momentarily. The 
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user will receive the library renew information through 
the RSS initiative push, and may register the library 
website to express the view with regard to the interested 
information, will carry on the discussion with the librarian 
and other users, may also give the comment and 
suggestion to the library service. Librarian understands 
user’s idea through browsing user’s commentary and 
message, then perfect library service. [6]Through Blog, 
may establishes a good interact exchange platform 
between the librarian and the reader, consequent, 
promotes the library personalization information service 
quality unceasingly. 

C. Individuation information for classification 
qualitative services 

The Folksonomy is constituted by Folk and Taxonomy 
and was proposed by the US senior Internet expert 
Thomas. It’s a compound word and was derived from the 
most characteristically customized Tag function in social 
bookmarking service then applied widely in social 
software. Folk has the meaning of concourse in English 
while the Taxonomy is classification. It is always 
translated as Folksonomy, popular classification, free 
classification, grassroots classification and so on in 
domestic. The Folksonom, as typically used in Web2.0, 
do not need to be established, maintained and learned a 
large table of classifiable system in information 
organization. The category Tag is a private label of 
personal understanding based on content and can reveal 
the content of the information, all of which reflects the 
user's individuation. The methods, for example crossing 
the Folksonom, using the Tag tool, filter, rating commend 
and comment, are all aiming to let the library users 
participate, share and create cooperated and attract other 
users in the value-added content, at last create a strong 
effect of adsorption and the long tail effect. The applied of 
Folksonom improves the efficiency for users to search 
information, receive the information service. 

D. Personalized information service based on the 
resource sharing 

Resource sharing is one of the most important 
academic thought in modern information services area. 
Resource sharing is given a broader meaning and 
development under the premise of the massive number of 
information. As the ‘same writing’ for Wiki which is a 

network services for lots of people to write, unload and 
publish. We can use it to building knowledge network 
system which support the sharing of domain knowledge 
within a community. It can not only promote the use of 
existing resources, but also to add new resources for the 
library. Wiki can be used in the construction of special 
information base and thematic Database[8], you can also 
build more knowledge for the subject network system to 
support the sharing of domain knowledge in the 
disciplines and to provide bibliographic information for 
readers to comment on the platforms. Its application has 
provided a new model for the library's business activities 
and personalized information services. 

VI. CONCLUSIONS 
In a word, it is diverse for personalized information 

service model in the network environment of library. With 
the popularized of Internet and the variety expanding 
network functions, the new information service model 
will continue to emerge.  

Only in the way of using new technological to innovate 
its information service model and provide users with more 
effective personalized information service, the library can 
keep up with the information age and obtain more 
developing space. 
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Abstract—Network threat confronting organizations comes 
from not only outsider threat, but also insider threat.  
Nowadays, insider threat is widely recognized as an 
important issue of security management. However, tools 
and controls on how to fight against it are still in the 
research phase. Security architecture for defending insider 
threat is presented, which is composed of four parts: 
monitoring platform, secure authentication platform, 
information security platform and security management 
system. The first three parts of the architecture are to solve 
the problem from a technical viewpoint and the last is from 
a management point of view. It is simple and practicable to 
prevent and reduce insider threats by the combination of 
advanced security tools and good management system.  
 
Keywords-Internal Network; Insider Threat; Architecture; 
Security Management System  

I. INTRODUCTION 

At present, the “insider threat” or “insider problem” has 
received considerable attention, and is cited as the most 
serious security problem in many studies. It has become a 
novel and hot research topic [1, 2, 3 ]. Classification 
statistics were conducted by American CSI / FBI 
according to the event source over the years. And the 
annual cost of losses is shown in Table 1[4]. Statistics 
show that: although most organizations are implementing 
effective strategies against external threat, the weakest 
link in organizational information systems security chain 
is insider threat. Insider threat is much greater than 
outsider threat in terms of the loss. 

 
 
 
 
 
 
 
 
 

In January 2008, at Societe Generale’s second largest 
bank, a trusted and junior employee, Jerome Kerviel, 
perpetrated 72 billion worth of loss and fraud, through his 
knowledge of banking procedures, information systems 
and theft of coworker’s passwords. Apart from Kerviel’s 
actions, failure of control mechanisms leads to this fraud, 

undoubtedly the largest in the history of banking. 
These two examples show that the most serious 

security breach and the most important economic damage 
are basically made by the insider threat from 
organizations. How to prevent and predict insider threat? 
This paper proposes a integrated and overall security 
architecture from the point of the combination of 
technology and management. 

II. INSIDER  THREAT 

Trzeciak (2009) defines insider and insider threat as 
“An insider is a current or former employee, a contractor 
or a business partner who has or had authorized access 
and intentionally exceeded that access in a manner that 
negatively affected the confidentiality, integrity or 
availability of the organization’s information or 
information systems’. Insider threat can be defined as the 
threat to information system security due to the 
intentional misuse of computer systems by users who are 
authorized to access those systems and networks [5].Due 
to the legitimacy and trust the insiders enjoy, this type of 
crime is difficult to detect and mitigate before the 
occurrence. 

Previously, confidentiality of electronic documents 
concerned by many companies is focused on external 
personnel. Technical means, such as intrusion detection, 
firewall, information encryption, access control 
mechanisms, are to solve the problem of external 
protection. However, these controls and tools are 
designed to fight against outsider threat of organization 
network, and little progress has occurred in dealing with 
the insider threat, including insider attack and insider 
misuse. Because of the lack of knowledge about insider 
threat, organizations can not take appropriate preventive 
measures. These all cause the frequency of insider threats 
higher and higher. Whether intentional or accidental, 
insider threats will be one of the greatest threats to 
security. If the network security is unknown or not 
implemented, Internet users, in practical applications 
such as surfing unsafe websites, click on a malicious 
e-mail link, or not to encrypt sensitive data and forth, will 
continue to unwittingly play the role of safety bomb. As 
the mobility of business people is more and more, users 
use a large number of removable storage devices such as 
U disk, mobile hard drive, writable CD and MP3 players, 
network connection such as Bluetooth, as well as mobile 
devices such as laptop, PDA. Insider threat as an example 

Table1    
CSI / FBI annual loss cost survey according to event source 

Year  System penetration/$ Insider 
abuse/$ 

Unauthorized 
insider access/$ 

2005 
2006 
2007 

$841,400 
$758,000 

$6,875,000 

$6,856,450 
$1,849,810 
$2,889,700 

$31,233,100 
$10,617,000 
$1,042,700 

Total $8,474,400 $11,595,960 $42,892,800 
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of mobile devices is shown in figure 1. A serious threat 
of confidential data leakage to enterprise is posed. The 
survey of Ministry of Public Security exposed that the 
ratio attack or virus origin from internal staff increased 
by 21% over the previous year, and the ratio of involving 
external personnel decreased by 18%, which reveals most 
network unit concerned for external defensive 
considerations which led to the threat from insider rise at 
the same time. However, the fatal results are usually 
caused by insider threat. 

 
 
 
 
 
 
 
 
 
 
 
 
 
Besides, Hacking tools are easily got by internal staff 

(including staff who aren’t familiar with computer 
technology) because of network popularization and 
software development. Interface of these tools is humane 
and easy to understand. It is one of reasons that insider 
threats are mostly caused by internal staff. And internal 
users generally face database directly and operate directly 
on the server. Taking advantage of fast network, critical 
data are stolen or destroyed with ease. Users in the 
organization have different privileges; secret information 
lacks of effective control and supervision; it is difficult to 
manage the staff; system is vulnerable to be attacked by 
means of passwords and unauthorized operation. These 
factors cause insider threats increasing more and more. 

III.ESTABLISHING INSIDER THREAT DEFENSE SYSTEM 

Damage caused by insider threat is obvious. The goal 
of this paper is to extremely mitigate business damage 
posed by the insider misuse or the insider attack, 
endeavor to cease the insider threat initially, and reduce 
internal risk to a minimum. 

In order to prevent internal threats, a relatively secure 
internal network needs not only advanced and effective 
security configuration, but also comprehensive 
management system and experienced security managers 

[6]. In this paper, a integrated and overall security 
architecture for an effective internal defense has been 
proposed combining the results of current research and 
the concepts of technology and management. Three 
systems platform and a safety management system are 
included in the network. This architecture is called MSIS 
taking the first letter of each part of the composition. It 
can be shown in Figure 2. 

A. Monitoring platform（ MP） 
The architecture including a monitor platform MP has 

been proposed in order to make the internal users on the 
host and network effectively and prevent violations from 
internal and enhance their internal security. Organizations 
must monitor all critical information system activity like 
servers, software applications and other data resources, 
Access must be strictly controlled and any suspicious 
activity must be investigated. MP has a powerful logging 
system. As shown in literature [7], an improved 
surveillance method based on complex roles has been 
proposed in order to monitor the work activities of the 
users in organizations, applications and operating 
systems. 

Currently, MP launched by software companies is 
generally composed of three parts: Client, server-side and 
management-side. Client is the agent installed on the 
computer software. It is used to collect host data and 
receive the security policies and directives configured by 
the administrator from the server-side. Its ultimate aim is 
to monitor the host behavior. Server-side is installed in a 
platform with the high performance. It is used to receive 
various kinds of information sent by the host client. And 
then the information can be managed and stored. 
Management-side is usually a web service or other 
applications. After users logging in, the corresponding 
management interface can be accessed by managers. 
Appropriate security policy is configured and issued. 
Client log can be inquired and analyzed. A variety of 
statistical information can be counted and managed. 

The following functional areas should be included in a 
comprehensive network of MP: firstly, desktop 
management and control of host behavioral; secondly, 
internet behavior management and breaking of illegal host 
access; thirdly, security management of terminal 
equipment and storage media; fourthly, remote installation 
of system patches distribution and software; what’s more, 
monitoring and safety assessment of the host system 
performance; in the end, monitoring of network 
equipment. 

Although there are many monitoring products in the 
market and their functions are different. All the questions 
can not be completely solved. This article points out that 
scientific management mechanism in internal network and 
the fast upgrade of system must be included in a perfect 
MP. And security policy in off-host must be supported 
and excellent compatibility and multiple security 
mechanisms must be contained in system deployment. 

B. Security authentication platform （SAP） 
This paper presents that SAP performs a variety of 

authentication methods to achieve secure login and 

   
Figure1   Insider Threat--Mobile Devices 

 
 

Figure 2   MSIS 
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authentication of users。  It is independent from the 
landing system of the original computer, and has higher 
security and reliability. It is made of the authentication 
server, authentication agent and authentication tokens. 
Authentication server is the authentication engine of the 
network, which is managed by the security administrator 
or network administrator. It is mainly used for token 
issue, the design and implementation of the security 
policy. The certification agent is a special agent software 
implementing the authentication server to establish a 
variety of security policies. The authentication tokens 
serve the users in the form of hardware, software or smart 
card and so on, which are used to confirm the user’s 
identity. If a user provides a correct token code, then it 
can be highly assured that the user is a legitimate user. 

A complete SAP is the basis of the security system. It 
uses the combination of multiple software and hardware 
certification system, improving the reliability and 
supporting a variety of standard CA server. It is 
convenient and has less influence to the original system. 
At the same time, for all peripheral, input and output 
ports and operating license management, only authorized 
persons can achieve authority to operate the computer, 
and only authorized disk, disk partition, peripherals, 
mobile storage devices can be used by an authorized 
person on a authorized computer, and only authorized 
input and output ports can be used by a person 
authorized. All these measures lay the foundation for the 
reliable operation of the security system. 

C. Information Security Platform （ISP） 
In the ISP, Compulsory encryption to information over 

a network and Control of all network traffic were 
introduced in this article. That could effectively 
circumvent malicious listeners, unauthorized external 
connections and illegal access. 

Communication protocol for computer networks is 
designed without considering its security and it is a 
completely open protocol. That makes it easy to be 
intercepted at random in the course of data transmission 
and exchange. To ensure information security within the 
network, security issues about important data must be 
solved in communication processes between any two 
machines in the LAN. The ISP proposed in this article 
makes mandatory encryption for network transmission 
come true and the communication key between any two 
computers is not the same. That effectively prevents the 
network behavior of malicious listener. At the same time, 
if   host in the internal network gets access to the 
external network illegally through Modem, ADSL dial-up 
or dual card and other methods, they can not 
communicate with each other because of different data 
encapsulation. This effectively prevents the illegal 
behavior about access to the external network. Computers 
to the internal network from the external network, 
whether accessing to the internal network directly 
through the exchange of equipment or connecting to an 
internal computer through direct network connections, 
can not communicate with others, which effectively 
prevents the occurrence of illegal access.     

D. Security management system （SMS） 
A prefect SMS is essential to fight against insider 

threat of enterprises. This paper considers that security 
administrators should be able to keep abreast of the 
latest developments about network security and 
implement real-time monitoring of user behavior on the 
network. They should protect network equipment and 
the security of online information. It is also required 
that they can foresee network threats and take 
appropriate responses. At the same time, they should 
endeavor to cease the insider threat initially, and reduce 
internal risk to a minimum.  

In addition, from the perspective of network 
security, enterprises take measures to manage 
employees. They should identify data that need to be 
protected, keep in touch with employees and provide 
security education everywhere. Firstly, leaders must 
recognize the importance of network security. Only in 
this way, can staff recognize it. Then some appropriate 
policies and regulations may be developed, so that 
enterprises can adhere to the principle that "there shall 
be laws to abide by and evidence to investigate, 
everyone who is meritorious should be reworded, 
everyone who is wrong should be punished." Only in 
that way can employees promote safety awareness and 
keep the internal network without damage. 

Organizations must monitor all critical information 
system activity like servers, software applications and 
other data resources. Access must be strictly controlled 
and any suspicious activity must be investigated. 

IV CONCLUSION 

How to reduce insider threat? The use of advanced 
technology is required, but the establishment of insider 
threat for security architecture is essential. The 
advantage of this architecture is that it proposes an 
integrated approach on how to combine technology and 
management. However, details of the various platforms 
and advanced technologies aren’t explained more and 
the factors including people and environmental issues 
are not analyzed accurately. From an overall point of 
view, in later research, many cooperative controls about 
technique, environment and people should be designed 
to be ordered and synchronous. At the same time, 
inter-linkages of various controls and their priority 
sequence and control principles should be fully 
considered. 
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Abstract—In order to improve the detail information of 
disease area on CT image, based on Visualization Toolkit, a 
hybrid filter combined Gaussian Smoothing Filter with 
improved Spatial Template Convolution Filter is proposed. 
The test example shows that the method has better 
capability on noise suppression and detail preservation.  
 
Index Terms—image processing, hybrid filter, Gaussian 
smoothing filter, spatial template convolution filter, 
visualization toolkit 

I.  INTRODUCTION 

With the development of medical science, CT image is 
playing an increasingly important role in medical 
diagnosis [1]. It is the basis for a number of disease 
diagnoses and treatment. CT images often contain a lot 
of noise because the patient's position moving or using 
metal markers when CT images were taken. It is a 
difficult question using the filter to remove noise while 
preserving the edge information [2]. The general de-
noising filter loses image edge information when 
removes noise, which affects the diagnostic result. The 
smoothing filter reduces the noise, but makes images 
become blurred. The sharpening filter highlights the edge 
information of image, but the noise removal effect is not 
obvious [3].  

This paper proposes a hybrid filter in CT processing 
based on VTK (Visualization Toolkit) [4] [5]. The hybrid 
method makes full use of the advantages of each filter 
and avoids their disadvantages. Test results show that the 
hybrid filter has the good ability of noise suppression and 
detail preservation, can improve the accuracy of disease 
organ sketch. 

II.  METHODS 

For the purpose of deal with the radial noise caused by 
the metal markers on brain CT images, Gaussian 
smoothing filter is used to extract the low-frequency part 
firstly. And then the Spatial Template Convolution Filter 
is used to retain the high-frequency part of the image. 

Gaussian Smoothing Filter 
The Space Weighted Average Filters can be used for 

the pixel and weight selection problem. Gaussian 
Smoothing Filter is one of them. Gaussian smoothing 
filter is a linear smoothing filter selecting right value 
according to the shape of Gaussian function (Normal 

Distribution Function). It is efficiency for removing the 
normal distribution noise [6] [7] [8]. 

One-dimensional zero-mean Gaussian functions: 
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x
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−
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The Gaussian distribution parameterσ determines the 
width of the Gaussian filter. Two-dimensional zero-mean 
Gaussian function is often used for image processing: 
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Sampling and quantifying the continuous Gaussian 
distribution, making the template normalized, the 
discrete template is obtained: 
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VTK Implementation: 
vtkImageGaussianSmooth * gauss 

= vtkImageGaussianSmooth::New(); 
gauss->SetInputConnection(reader-

>GetOutputPort()); 
gauss->SetDimensionality(2); 
gauss->SetRadiusFactors (2,2,0) ; 

Gaussian filter solves the problem of Space distance-
weighted average, does not consider the changes in the 
pixel gradient reflecting the local features such as edges, 
etc. 

Improved Spatial Template Convolution Filter 
Spatial filter does convolution operations by template 

image in the image area. It is a process of multiplication 
and summation the image pixel gray value with the 
coefficient matrix. The corresponding coefficient matrix 
is called template. The space filtering process by 3×3 
template is shown from Figure 1 to Figure 3 [9] [10]. 

Figure 1 is the input image, S0 is the current pixel (x, 
y); Figure 2 is a 3×3 template when we use in the 
template convolution processing; Figure 3 is the output 
image, R (x, y) is the output after template convolution 
processing: 
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The results of template operator relate not only with 
pixel gray values, but also its neighborhood pixel gray 
values. Commonly used in edge detection convolution 
core templates are: 

1 0 1
0 4 0
1 0 1

− −⎛ ⎞
⎜ ⎟
⎜ ⎟
⎜ ⎟− −⎝ ⎠

1 1 1
1 8 1
1 1 1

− − −⎛ ⎞
⎜ ⎟− −⎜ ⎟
⎜ ⎟− − −⎝ ⎠

1 1 1
1 9 1
1 1 1

− − −⎛ ⎞
⎜ ⎟− −⎜ ⎟
⎜ ⎟− − −⎝ ⎠

1 2 1
2 4 2
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Improved Spatial Template Convolution Filter using 

the output image pixels ig  after Gaussian smoothing 

filter replace is on the above formula in order to retain 
the details information produced by Spatial Template 
Convolution filter. The improved formula is shown as 
following： 
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VTK Implementation: 
const double kernel[9]={1,1,1,1,-8,1,1,1,1}; 
vtkImageConvolve 

*conv=vtkImageConvolve::New(); 
conv->SetInputConnection(guass->GetOutputPort()); 
conv->SetKernel3x3  (kernel) ; 

 III.  RESULTS AND DISCUSSION 

Figure 4 is a brain CT Image. Figure 5 is the disease 
area of nasopharyngeal which has external interference 
caused by metal markers outside human face. 

Figure 6 is the result of Spatial Template Convolution 
Filter. Figure 7 is the disease area. Figure 7 shows that 
the boundary information of the image is clearer, and the 
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Figure 3.The output image. 
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Figure 2.The 3×3 template. 

 
Figure 4.Brain imaging image. 

 
Figure 5.The disease area in Figure 4. 

 
Figure 6.The result of Spatial Template Convolution Filter. 

 
Figure 7.The disease area in Figure 6. 
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impact of noise on the image is more severe with jagged 
border also. 

Figure 8 is the result of Gaussian Smoothing Filter. 
Figure 9 is the disease area in Figure 8. From Figure 9 
we can find that the image is blurred after smoothing 
filtered, but seems smoother. 

Figure 10 is the result of Improved Spatial Template 
Convolution Filter. Figure 11 is the disease area in 
Figure 10. Comparing Figure 11 with Figure 5, it is 
obvious that the impact of noise on the image is reduced, 
and the edge information of image is clearer also. 

IV.  CONCLUSION 

De-noising and edge detection are common problems 
and key issues in medical image processing. In this 
paper, the result of a hybrid filter shows that the method 
has better capability on noise suppression and detail 
preservation. 
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Abstract—Impulse response of sparse multi-path channel 
(SMPC) can be recovered from a short training sequence 
since most entries of SMPC are zeros. Though the ordinary 
orthogonal matching pursuit (OMP) algorithm provides a 
very fast implementation of SMPC estimation, it suffers 
from the coherence of atoms in dictionary, especially in the 
case of SMPC with a large delay spread and short training 
sequence. In this paper, a modified OMP method is 
proposed and a sensing dictionary is designed adaptively to 
improve the performance of the OMP algorithm. Numeral 
experiments illustrate that the proposed algorithm based on 
adaptive sensing dictionary outperforms the ordinary OMP 
algorithm. 

Index Terms—sparse multi-path channel (SMPC); 
generalized orthogonal matching pursuit (OMP); sensing 
dictionary; sparse approximation. 

I.  INTRODUCTION  

The problem of channel estimation has been studied 
extensively and some methods have been proposed in the 
literatures. Conventional methods for channel estimation 
were based on least-square (LS) algorithm. Unfortunately, 
all entries of the solution obtained by these methods were 
non-zeros and it was wrong in the case of sparse 
multi-path channel (SMPC). SMPC is frequently 
encountered in wireless communication applications and 
has only a small portion of entries is significantly 
different from zero. Taking advantage of the sparsity, 
impulse response of SMPC can be recovered from 
relatively small number of received data and training data. 
However, finding the sparsest solution is an NP-Hard 
combinatorial problem and massive works have been 
down to develop suboptimal methods for this problem. 

Relax methods [1] and greedy algorithms [2, 3] are the 
most popular methods for finding the sparse solution. In 
particular, greedy algorithms, such as matching pursuit 
(MP) [2] and orthogonal matching pursuit (OMP) [3] can 
provide a very fast implementation of sparse 
approximation [4]. Some methods for sparse channel 
estimation have been proposed based on MP [5, 6]. 
However, according to the sufficient condition developed 
by Tropp [7], both MP and OMP suffer from highly 
coherence of redundant dictionary, especially in the case 
of SMPC with either large time delay spread or relatively 
small number of training data and received data. Recently, 
a modified OMP algorithm was developed to improve the 
performance of the ordinary OMP algorithm in the case 

of highly coherent dictionary by introducing a sensing 
dictionary [8]. However, this algorithm only considered 
the noiseless situation and the sensing dictionary is 
non-adaptively designed, which is independent of the 
received data. In this paper, a novel OMP algorithm is 
proposed to improve the performance of the ordinary 
OMP algorithm. An adaptively designed sensing 
dictionary is constructed and posterior information is 
utilized efficiently to prevent false atoms from being 
selected due to highly coherence between atoms in the 
ordinary dictionary. Numeral experiments illustrate that 
the performance of the proposed algorithm based on 
adaptive sensing dictionary is much better than that of the 
ordinary OMP algorithm. 

The rest sections are organized as follows. In Section 
II, the sparse multi-path channel model is presented and 
the coherence between atoms is formulated. The adaptive 
approach to design sensing dictionary is given in Section 
III. Finally, we compare the performance of the proposed 
algorithm with other algorithms via simulations over 
wireless Gauss channel in Section Ⅳ and conclusions are 
given in Section Ⅴ. 

II. PROBLEM FORMULATION 

Let’s transmit the training sequences ( )s n , 
0,1, , 1n N= −" , through a stationary multi-path sparse 

channel. The training sequence symbols ( )s n  for 0n <  
can be obtained from the previous estimates or for the 
first arriving frame they are assumed to be zero [5]. The 
received base-band signal samples can be modeled as 
 

1

( )
L-

t i t
i=0

r = s t i h e− +∑ ,                  (1) 

 
where 0,1, , 1t N= −" , ih  is the channel impulse 
response with length L and te  is additive white 

Gaussian noise with zero mean and variance 2
eσ . 

Denote the power of training sequence and the received 
signal by 2

sσ  and 2
rσ , respectively. In the vector form, 

we have 
 

r = Sh + e ,                 (2) 
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where [ ]0 1 1
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and S  is the known training matrix given by 
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Denote the number of nonzero entries of h  as K . 

The channel h  is sparse if K L�  holds. In the 
context of sparse analysis, S  is called as dictionary and 
the column vector is  0,1, , 1i L= −"（ ） as atom. As a 
result of short training sequence, which improves 
throughput efficiency for the systems where transmitted 
packet length is short, the dictionary is highly redundant. 
In other word, the dimension of the received base-band 
signal vector r  is much smaller than the number of 
atoms in the dictionary, i.e., N L� .  

The ordinary OMP algorithm iteratively selects the 
atom that correlates most strongly with the residual signal. 
At each step k, the best atom 

kms  is selected by solving 

the simple optimization 
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ˆ ˆ ˆˆ T
k k k k T

L kh h h − −
⎡ ⎤= =⎣ ⎦h S g" ,        

(5) 
 
where 1,2, ,k K= " . We have 0 =g r  for initialization 
and k k=g P r  for 1, 2, , 1k K= −" , where 
 

( ) 1( ) ( ) ( ) ( )ˆ ˆ ˆ ˆk k T k k T
k M

−
= −P I A A A A ,                (6) 

1 2

( )ˆ
k

k
m m m⎡ ⎤= ⎣ ⎦A s s s" ,                      

(7) 
 
 and MI  is an identity matrix. 

To illustrate the effect of coherence between atoms, 
e.g., at the initialization step, we express the sparse 
channel estimation as 
 

(1)
0

ˆ ( )T T T= = =h S g S r S Sh + e ,             

(8) 

or 
 

1
(1)

0

ˆ
L

T T
i i l l i

l
h h

−

=

= +∑s s s e .                         

 (9) 
 

for 0,1, , 1i L= −" . If 0lh = , the coherence T
i ls s  

can not affect the estimated value of (1)
îh . However, if 

0lh ≠ , T
i ls s  will draw the estimated value of (1)

îh  away 
from its correct value ih . As a result, we may either 
choose a false atom when 0ih =  or omit a correct atom 
when 0ih ≠  at this step if the coherence is large enough. 
Here, the problem is how to mitigate the effect of the 
coherence on the performance of OMP algorithm. 

III. THE PROPOSED ALGORITHM 

In order to identify the correct atoms in the case of 
high coherence, we resort to the modified OMP based on 
a sensing dictionary W , and use ( )

1
ˆ k T

k−=h W g  rather 

than ( )
1

ˆ k T
k−=h S g  in (5). Obviously, the ordinary OMP 

is a special case of the general OMP with =W S . Given 
the received signal r , the probability of appearance in 
the reconstruction of r  is different for different atom 
[9]. Therefore, the adaptive sensing vector is taken as the 
solution to the following optimization 
 

( )min
i

T k T
i iw

w SU S w                      (10) 

s.t. 1H
i i =s w ,                                 

  (11) 
 

where 0,1,..., 1i L= −  , ( ) ( )ˆdiag( )k k ρ
=U h , 

( ) ( )ˆ ( )k k T=h W r  and 0ρ > . Similarly, the closed-form 

solution can be given by 
i i i=w D s  ,                                  

   (12) 
where 
 

( )
( ) 1( )

1( )

1 k T
i MT k T

i M i

β
β

−

−= +
+

D SU S I
s SU S Ι s

,  (13) 

for 0,1, , 1i L= −" , and β  is a positive regularization 
parameter. We here take the correlation between the 
received vector (or the residual vector) and each atom in 
the dictionary as an approximate measure of this 
probability. Because  ( )kU  is calculated from the 
sensing dictionary itself, we must set an initial sensing 
dictionary such as =W S . 

The sensing dictionary given by (13) is the adaptive 
function as a result of the adaptive minimum coherence 
optimization with the distortionless response constraint. It 
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is easy to see that the sensing dictionary given by the 
non-adaptive design method [8], which is completely 
determined by the dictionary S  and independent of the 
received signal, corresponds to a special case of (13) with 

( )k
L=U I  ( LI   is an identity matrix) at each step.  

Accordingly, the modified OMP algorithm based on 
adaptive sensing dictionary can be summarized as 
follows. 
(1) Initialization: 0 =g r , =W S , 1k = , 0β >  and 

0ρ > ; 
(2) For 0,1, , 1i L= −" , repeat the following process for 
J times:  

( )
1

ˆ k T
k−=h W g , ( ) ( )ˆdiag( )k k ρ

=U h ,              

                      

( )
( ) 1( )

1( )

1 k T
i MT k T

i M i

β
β

−

−= +
+

D SU S I
s SU S Ι s

,     

             
i i i=w D s , [ ]0 1 1L−=W w w w" ;            

                     

(3) ( ) ( ) ( ) ( )
0 1 1 1

ˆ ˆ ˆˆ Tk k k k T
L kh h h − −

⎡ ⎤= =⎣ ⎦h W g"  
( )

0 1
ˆarg max k

k ii L
m h

≤ ≤ −
= ,                              

                                   

1 2

( )ˆ
k

k
m m m⎡ ⎤= ⎣ ⎦A s s s" ,                     

                              

( ) 1( ) ( ) ( ) ( )ˆ ˆ ˆ ˆk k T k k T
k M

−
= −P I A A A A , 1k k+ =g P r .      

                
(4) 1k k= + , go to (2) and repeat until k K= . 

Finally, the position of the nonzero entries of SMPC is 
detected by [ ]1 2 Km m m" , and the corresponding 

nonzero values are estimated as ( ) 1( ) ( ) ( )ˆ ˆ ˆk T k k T−
A A A r . To 

reduce the computation cost, the sensing dictionary can be 
calculated only for 1k =  and used at the subsequent 
steps 

IV. SIMULATION RESULTS 

To gain some insights into the performance of the 
proposed algorithm, we carry out some experiments of 
SMPC estimation. The nonzero entries of SMPC are 
drawn randomly from a uniform distribution on 
[ ] [ ]1, 0.2 0.2,1− − ∪  and the number of nonzero entries is 
K=5. The position of nonzero entry of h  is generated 
randomly. The channel length is set as L=50 or 100, the 
length of training sequence is N=30, and the signal to 
noise ratio (SNR) is 10 dB. The other involved 
parameters used in the algorithms are set to 3ρ = , 

0.1β =  and 10J = , which may be further optimized to 
obtain better performance. Simulation results are 
obtained over 10000 independent Monte-Carlo trials. 
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Figure 1. Cumulative density function of the number of incorrect 

position of nonzero entries with N=30, L=50. 
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Figure 2. Cumulative density function of the number of incorrect 

position of nonzero entries with N=30, L=100. 
 
We compare performance of the modified OMP 

algorithm based on adaptive sensing dictionary with that 
of the least squares method (LS) and the ordinary OMP 
algorithm. We compare the ability of these algorithms to 
detect the nonzero entries of SMPC. The cumulative 
density functions (CDF) of the number of incorrectly 
detected nonzero components for the channel length 
values of 50 and 100 are shown in figures 1 and 2, 
respectively. From these CDF functions, we see that the 
proposed algorithm based on adaptive sensing dictionary 
gives more accurate detection of nonzero entries of SMPC 
than other algorithms. These results show that the 
modified OMP algorithm based on adaptive sensing 
dictionary significantly outperforms the other methods, 
especially in the case of more redundant dictionary of the 
latter (L=100). 

V. CONCLUSION 

In this paper, we propose a modified OMP algorithm 
by introducing an adaptive sensing dictionary. This 
algorithm significantly improves the performance of 
sparse multi-path channels estimation especially in the 
case of sparser and longer SMPC. The numeral 
experiments indicate that the proposed algorithm 
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outperforms both the ordinary OMP algorithm and the 
modified OMP algorithm based on non-adaptive sensing 
dictionary. 
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Abstract—Based on conditional random field (CRF), the 
article explores the identification of parallel structure by 
making use of Tsinghua University 973 Treebank. The CRF 
tag set is defined as T={B，F，G，I，M，E，S}. The CRF 
template is a complex feature template that contains 18 
features composed of word and POS and simple linguistic 
feature template that contains 25 features composed of word, 
POS and coordinate conjunction. The best F-measure scale 
in the parallel structure identification reaches 83.23% and 
83.71% based on complex feature template and simple 
linguistic feature template respectively in the open test. 

Index Terms—parallel structure,conditional random 
field(CRF), feature template, tag set, Tsinghua Treebank 

I.  INTRODUCTION  
Parallel structure that has more than two centers is 

regarded as an inner center-structure, and each center has 
the same syntactic and semantic function as the whole 
structure. Parallel structure can be divided into two types, 
i.e. one with coordinate conjunction and the other without 
coordinate conjunction from the formal point of view, for 
example “高等植物和高等动物以及人类” and “生

产实践”. The identification of parallel structure is 
favorable for constructing large scale Chinese treebank, 
which is of much use for the researches of machine 
translation and information extraction[1]. If the parallel 
structure of  “改革/vn  开放/vn  和/c  现代化/vn  

建设/vn”is identified in advance from the sentence of  
“在/p  这/r  一/m  年/q  中/f  ，/w  中国/ns  的/u  【改

革/vn  开放/vn  和/c  现代化/vn  建设/vn】  继续/v  向
前/v  迈进/v。”, the whole sentence will be parsed[2] 
easily. Linguistic researchers can take advantage of the 
identification results from the statistical point of view.  

II. LITERARY REVIEW 
In previous studies, researchers have analyzed and 

identified the parallel structure from various perspectives. 
Agarwal, Boggess(1992)3] identifies conjuncts of 
coordinate conjunctions appearing in text which has been 
labelled with syntactic and semantic tags. The algorithm 
is tested on a 10,000 word chapter of the Merck 
Veterinary Manual. The best accuracy rate of the 
algorithm on the 'Eye and Ear' chapter is 81.6%. Akitoshi 
Okumura and Kazunori Muraki(1994)[4] propose an 
English coordinate structure analysis model, which 
provides top-down scope information of the correct 
syntactic structure by taking advantage of the symmetric 
patterns of the parallelism, and the accuracy of the model 

in the MT analysis system is 75%. Kurohashi, S. and 
Nagao, M(1994)[5] presents a syntactic analysis method 
that first detects conjunctive structures in a sentence by 
checking parallelism of two series of words and then 
analyzes the dependency structure of the sentence with 
the help of the information about the conjunctive 
structures. 150 Japanese sentences are analyzed  to 
illustrate the effectiveness of this method. Zhou 
Qiang(2002)[6] identifies the parallel structure, learning 
the way of identifying the Japanese parallel structure, and 
comes to the conclusion that the errors of identifying 
Chinese parallel structures are serious. Zhan 
Weidong(1999)[7] points out that the identification of 
unmarked parallel structures is very difficult by analyzing 
the ambiguity types of parallel structure. Sun 
Honglin(2001)[8] improves the efficiency of identifying 
the parallel structure by identifying the parallel structure 
boundary based on a simple probability model. Wu 
Yunfang(2003)[9] comprehensively analyzes the parallel 
structures by taking Chinese information processing as 
the starting point. Wang Dongbo, Chen Xiaohe and Nian 
Hongdong(2008)[10] identifies the Coordination with 
Overt Conjunctions based CRF, but the Coordination 
without conjunction is not identified. Miao Yanjun, Li 
Junhui and Zhou Guodong(2009)[11] combines  maximum 
entropy model and several novel rules to automatically 
identify boundaries of coordinate structure. Although the 
best F scale is 78.1%, the coordinate structure without 
conjunction is not identified. The article explores the 
identification of parallel structure which includes parallel 
structure with coordinate conjunction and parallel 
structure without coordinate conjunction by conditional 
random field based on Tsinghua University 973 
Treebank, and it is proved that CRF is very practical. 

III. AUTOMATIC IDENTIFICATION OF PARALLEL 
STRUCTURE  

A. Conditional Random Fields Description 
Conditional Random Field (CRF), a recently 

introduced conditioned probabilistic model for labeling 
and segmenting sequential data, is an undirected graph 
model which calculates the conditional probability over 
output nodes given the input nodes. To be more specific, 
if X and Y are labeled data sequence and sequence label 
random variable and X and Y are joint distribution, 
observation sequence and label sequence will form a 
conditional model which is p (Y|X). Definition: G=(V,E) 
is an undirected graph, if VvYY ∈= v)(  follows 
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Markovian which means  
)~,,|(),,|( wvYXYpwvYXYp wvwv =≠ wv ~  

expresses that w is G adjacent note), (X ， Y) is 
Conditional Random Field. Under the condition of 
observation sequence X=(X1, X2,……,  Xn) and labeled 
sequence Y=(Y1,Y2,……,Yn )[12], Y is a tree (a chain 
structure in the simplest condition). Thus, based on the 
basic theory of Conditional Random Field, the joint 
probability of X and Y label sequence can be worked out 
by the following formula: 

)),|,(),|,(exp()|(
,,
∑∑
∈∈

+∝
kVv

vkk
kEe

ekk xyvgxyefxyP µλθ

 X is data sequence, and y is label sequence, and v is 
vertex set, and e is limbic set, and k is feature number. 
The identifying of parallel structure is just like that the 
sequences of word and POS (part of speech) select label 
and identify the boundary by the CRF. Since the length of 
parallel structure may be long or short, the tag set of CRF 
is relatively complex. 

B. Corpus Preprocessing 
The experiments are based on the tool of CRF++ 

which is developed by C++[13] .When CRF++ is used, 
train and test files must contain many tokens, each of 
which contains many columns separated by space or tab 
and is written on a line. Columns are separated by tab 
when the corpus is trained and tested. The whole token 
sequence forms a sentence which is separated by blank 
line. The train and test corpus is like the following. 

Table 1. Example of  train and test corpus 

Word POS Tag 

中国 nS S 

古代 t S 

财政 n S 

为 vC S 

“ w B 

度支 n F 

” w G 

、 w I 

“ w M 

国用 n M 

” w M 

、 w M 

“ w M 

岁计 n M 

” w M 

、 w M 

“ w M 

国计 n M 

” w E 

。 w S 

“中国    ns S” is treated as a token that includes 
three lines which are word, POS and the tag set of 
parallel structure respectively. 

The basic format of the template is %x[row,col], 
which is used to determine the token in which row is used 
to determine the relative row and line is used to determine 
the absolute column in the input data. Feature templates 
are divided into the Unigram template which is efficient 
when the corpus is trained and tested and Bigram template 
which is easy to ensure the test result consistency based 
on possible string. The flowing is the example of parallel 
structure train or test corpus and feature template. 

Train or Test Corpus         Feature Template 
财政 n S                               U030:%x[-1,0]            词源  
许毅 nP S                             U040:%x[0,0]             与 
词源 n B                               U01020:%x[-1,1]         n 
与  c   F                                U01030:%x[0,1]           c 
起源 n E                               U511:%x[0,0]/%x[0,1]  与/c    
                        

The identification of parallel structure makes use of the 
Unigram template from the efficiency of train and test 
consideration. The train and test corpus is Tsinghua 
University 973 Treebank. The basic information about 
the Treebank is in the table 2 and table 3. 

Table 2. Basic data of Tsinghua Treebank 

Style Files Sente
nce Words Chinese 

character 
Word 
length 

Literature  16335 340208 415040 20.83 

News 154 6877 173942 246757 25.29 

Acdemic 15 5589 158780 240289 28.41 

Application 195 3169 66586 97924 21.01 

Sum 503 31970 739516 1000010 23.13 

 

Table 3. Distributed data of sentence length in Tsinghua Treebank 

 Simple sentence Complex sentence 

Literature Sente

nces 
Words

Average 

length 

Senten

ce 
Words

Average 

length

News 9692 102895 10.62 6643 237313 35.72 

Acdemic 3025 34023 11.25 3852 139919 36.32 

Application 2021 24204 11.98 3568 134576 37.72 

Sum 16608 178068 10.72 15362 561458 35.90 

 
The parallel structures in the Tsinghua Treebank are 

marked by the label “xx－LH”. The parallel structure  of  
“[np-LH 分配/vN  、/、  再分配/n  ]” in the sentence of 
“[zj-XX [dj-ZW 财政/n [vp-PO 是/vC [np-LH [dj-ZW 国
家/n [vp-ZZ [pp-JB 为/p [vp-PO 实现/v [np-DZ 其/rB 职
能/n ] ] ] ，/， [vp-PO 参与/v  [np-DZ [np-DZ [np-LH 
[np-DZ 社会/n  产品/n  ] 和/c 国民收入/n  ] [np-LH 分
配/vN  、/、  再分配/n  ] ] 活动/n ] ] ] ] 及其/c [np-DZ 
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形成/v  的/u  [np-DZ 分配/vN  关系/n  ] ] ] ] ] 。/。 ]” 
is labeled by “np-LH”. 

The article uses the following formula to calculate the 
Conditional Random Fields tag set. 

∑
=

=
k

ki
kk iN

N
L 1

（k>2) 

Lk (i>=k) is the mean weighted parallel structure length 
,and Nk  is the parallel structure frequency whose length 
is k, and k is the longest parallel structure length in the 
corpus, and N stands for parallel structure total number in 
the corpus in the formula. The article shows that CRF tag 
set is 7-word tag set which is T={B，F，G，I，M，E
， S}, based on above the formula and detailed 
experiments. In the tag set, B represents the beginning 
word of parallel structure, F represents the second word 
of the structure, G represents the third word of the 
structure, I represents the fourth word of the structure, M 
represents the fifth or more word of the structure, E 
represents the ending word of the structure, and S 
represents parallel structure outside word. 

C. Feature Selection and Feature Template Definition 
Feature is the key problem during the parallel structure 

identification by CRF, for whether the feature is good or 
not will affect the identification results. The identification 
in this article is divided into complex features 
identification and simple linguistic features identifiction. 
Complex features consist of word and part of speech 
which are marked as W and P respectively on the basis of 
complex feature template. The word observing window is 
7 which is {-3, -2, -1, 0, 1, 2, 3}, and the pos observing 
window is 5 which is {-2, -1, 0, 1, 2}. In the observing 
window, 0, -1 and 1 respectively represents current 
location, prior location and next location. Based on 
observing window and experimental results, this article 
puts forward that the complex features model has 18 
features which are { W-3, W-2, W-1, W, W+1, 
W+2,W+3, W-1/W, W/W+1, W-1/W+1, P-2, P-1, P, 
P+1, P+2, P-1/P, P/P+1, W/P }.The complex feature 
template is the following.  

 
# Unigram 
U010: %x  [-3, 0] 
U020: %x  [-2, 0] 
U030: %x  [-1, 0] 
U040: %x  [0, 0] 
U050: %x  [1, 0] 
U060: %x  [2, 0] 
U061: %x  [3, 0] 
U0300: %x  [-1, 0]/%x[0, 0] 
U0400: %x  [0, 0]/%x[1, 0] 
U01000: %x  [-1, 0]/%x[1, 0] 
U01010: %x  [-2, 1] 
U01020: %x  [-1, 1] 
U01030: %x  [0, 1] 
U01040: %x  [1, 1] 

U01050: %x  [2, 1] 
U01060: %x  [-1, 1]/%x[0, 1] 
U01070: %x  [0, 1]/%x[1, 1] 
U511: %x  [0, 0]/%x[0, 1] 
# Bigram 
B 
 

Simple linguistics features consist of word and part of 
speech and the coordinate conjunction which are marked 
as W,  P and Y/N respectively on the basis of simple 
linguistic feature template. The word observing window 
is 7 which is {-3, -2, -1, 0, 1, 2, 3}, and the pos observing 
window is 5 which is {-2, -1, 0, 1, 2}. The coordinate 
conjunction observing window is 5 which is {-2, -1, 0, 1, 
2}. Based on observing window and experimental results, 
this article puts forward that the simple linguistic feature 
model has 25 features which are { W-3, W-2, W-1, W, 
W+1, W+2,W+3, W-1/W, W/W+1, W-1/W+1, P-2, P-1, 
P, P+1, P+2, P-1/P, P/P+1, Y/N-2, Y/N -1, Y/N, Y/N+1, 
Y/N+2, (Y/N-1)/ Y/N, Y/N/ (Y/N+1), W/P }.The simple 
linguistic feature template is the following.  
 
# Unigram 
U010: %x  [-3, 0] 
U020: %x  [-2, 0] 
U030: %x  [-1, 0] 
U040: %x  [0, 0] 
U050: %x  [1, 0] 
U060: %x  [2, 0] 
U061: %x  [3, 0] 
U0300: %x  [-1, 0]/%x[0, 0] 
U0400: %x  [0, 0]/%x[1, 0] 
U01000: %x  [-1, 0]/%x[1, 0] 
U01010: %x  [-2, 1] 
U01020: %x  [-1, 1] 
U01030: %x  [0, 1] 
U01040: %x  [1, 1] 
U01050: %x  [2, 1] 
U01060: %x  [-1,1]/%x[0,1] 
U01070: %x  [0, 1]/%x[1,1] 
U02010: %x  [-2, 2] 
U02020: %x  [-1, 2] 
U02030: %x  [0, 2] 
U02040: %x  [1, 2] 
U02050: %x  [2, 2] 
U02060: %x  [-1, 2]/%x[0, 2] 
U02070: %x  [0, 2]/%x[1, 2] 
U511: %x  [0, 0]/%x[0, 1] 
# Bigram 
B 
 
The sample of train and test corpus based on simple 
linguistic template is as in the tale 4. 
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Table 4 . Sample corpus based on simple linguistics template 

Word POS Tag Coordinate conjunction 

中国 nS S N 

古代 t S N 

财政 n S N 

为 vC S N 

“ w B N 

度支 n F N 

” w G N 

、 w I Y 

“ w M N 

国用 n M N 

” w M N 

、 w M Y 

“ w M N 

岁计 n M N 

” w M N 

、 w M Y 

“ w M N 

国计 n M N 

” w E N 

。 w S N 
 

D. Automatic Identification of Parallel Structure 
Framework  

The automatic identification of parallel structure is 
composed of training part in which features are extracted 
on the basis of feature template and the parameters of 
template are obtained by GIS algorithm and test part in 
which the result of open test is obtained. The following is 
the framework: 

Training Corpus 

Feature Model 

Feature 
Exatraction 

CRF Training 

Open Test 

Feature Model 

Feature 
Extracton 

CRF 
Identification 

Result 

Model 

parametere

 

Figure 1.  Automatic identification of parallel structure framework 

IV. RESULTS  
The test experiment is an open test making use of 

Tsinghua University 973 Treebank whose scale reaches 
100 million Chinese charactres. There are 27137 parallel 
structures, not including nesting parallel structures in the 
tree bank. The Treebank is divided into 10 parts, 9 of 
which are used to train and 1 part is used to test, so as to 
ensure the experiments fair and responsible. There are 10 
train and test experiments used 18 complex feature 

template, and 10 train and test experiment used simple 
linguistic feature template. The results of the open test 
are measured by precision, recall and F scale. Experiment 
Environment: Operation system: Windows XP, CPU: 
Intel Core2 Duo, Frequency: 2.40GHz,Memory: 2GB. 
The results of 10 experiments used complex feature 
template are the following. 

Table 5. Open test result based on complex feature template 

Train scale Precision Recall F-measure 

Open Test 

2-10 82.29% 80.44% 81.35% 

1,3-10 81.49% 79.86% 80.67% 

1,2,4-10 83.56% 81.23% 82.38% 

1-3,5-10 79.63% 80.12% 79.87% 

1-4,6-10 81.22% 83.21% 82.20% 

1-5,7-10 85.27% 78.52% 81.76% 

1-6,8-10 83.22% 83.24% 83.23% 

1-7,9-10 79.53% 81.27% 80.39% 

1-8,10 82.35% 82.34% 82.34% 

1-9 80.79% 78.96% 79.86% 

The best F-measure reaching 83.23% is to test the 7 part. 
The results of 10 experiments used simple linguistic 
feature template are the following. 

Table 6. Open test result based on simple linguistic feature template 

Train scale Precision Recall F-measure 

Open Test 

2-10 
82.89% 80.54% 81.70% 

1,3-10 
82.49% 79.96% 81.21% 

1,2,4-10 
83.76% 81.83% 82.78% 

1-3,5-10 
81.12% 80.42% 81.12% 

1-4,6-10 
83.71% 82.65% 83.71% 

1-5,7-10 
78.92% 81.98% 78.92% 

1-6,8-10 
83.54% 83.41% 83.54% 

1-7,9-10 
81.37% 80.45% 81.37% 

1-8,10 
82.44% 82.54% 82.44% 

1-9 
78.97% 79.87% 78.97% 

The best F-measure reaching 83.23% is also to test the 7 
part. 
Compared with the complex feature template, the result 
based on simple linguistic feature template is better, 
because the feature of coordinate conjunction is be 
conducive to identify the boundaries of parallel structure. 
 

V. CONCLUSION  
The article studies the identification of the parallel 

structure based on CRF and Tsinghua University 973 
Tree-Bank. The best F scale in the identification of 
parallel structure reaches 82.38% in the open test. In the 
future, linguistic knowledge can be added into the feature 
template in order to improve precision and recall. And the 
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nesting parallel structures can be identified in order to 
identify overall parallel structure. 
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Abstract—In the era of commercial demand increased day 
by day, the mobile IP protocol combined with AAA 
(Authentication, Authorization and Accounting) technology 
is widely used in authentication, authorization and billing 
issues. However, compared to single mobile IP switch 
protocol, because MIPv6-AAA model need achieve AAA 
user’s authentication and authorization in the process of 
switch, so it will generate more switch time delay, and also 
have security issues. Therefore, this article give a new 
MIPv6 switch method, it is when MN switch in the 
inner-domain, do not need the authentication of home 
domain, and reduce the switch time; but when switch in the 
inter-domain it will set mobile node agent (MNA) to save 
original MN information temporarily, to avoid the 
registration process failed, and increase the security. This 
solution achieved MIPv6-AAA model optimization through 
improve these two areas. 
 
Index Terms—MIPv6, AAA, handoff, MN, agent 

I. INTRODUCTION 

As computer and communication technologies 
developed, people have more and more requirement for 
the network services. Traditional fixed access Internet 
mode can not afford people's requirement; they need 
wireless internet services. Mobile IP protocol can 
combine with any link layer technology, and support the 
vertical switch, make the user can continue access the 
network when they are moving, and this is considered as 
the best solution for the mobility problems of network 
layer. Currently, large-scale increased in mobile users, 
and the Internet for business applications is also become 
popular. For this, IETF (Internet Engineering Task Force) 
make AAA (Authentication, Authorization and 
Accounting) combined with mobile IP technology, focus 
on solving the user's authentication, authorization and 
accounting issues, provide security for mobile IP achieve 
large-scale commercial business. 

At present, there are many researches on combine the 
AAA with mobile IP, reference [1] described a solution 
to design the layer structure and set facilities, give the 
normalizing process of AAA certification and MIPv6 
registration process, and the process of establish local SA 
authenticate, and also compared with the existing 
solution, pointing out the advantages of the solution. 
From the performance analysis we can see that, MN's 
movement character is the important parameter which 

affecting the performance. But this solution did not 
consider how to use mobile switching rate, dwell time 
and other parameters to describe the MN movement 
characteristics, and guide AAA structure become layer 
and dynamic adjustment. 

Reference [2] give a structure of combine mobile IPv6 
with AAA based on WLAN, use RADIUS as the protocol 
of AAA, but RADIUS just can support IPv4, so under 
the situation of MIPv6, there has problem that AAAH 
and AAAL use RADIUS protocol to communicate, 
reference [2] said use NAT-PT to solve the problem of 
transmit IPv4 packet though IPv6 network, but when 
they use this mechanism the system become instability. 

The system in [6] is under MIPv6 they use netfilter 
structure of Linux operation system to implement the 
function of authentication, authorization and billing of 
Diameter AAA, and use IPSec6 to catch stream of IPv6, 
and then use proper AH/ESP process module to deal with 
it. In this solution even it realize access control and 
safety communication, but it can cause communicate 
efficiency reduced and time delay increased and more 
bad effects. 

Reference [11] extends the RFC4285 authentication 
mechanism of Mobile IPv6, it use common AAA 
authentication platform, give a solution suit layer mobile 
IPv6 and mobile IPv6 authentication, and it also 
achieved by software. However, in the solution of 
preconfigured NAI and the key stored in the file or 
database as clear text, did not provide data security; 
authentication option provides data integrity and 
authentication, but did not provide confidentiality. 

In this article it gives a new MIPv6-AAA switch 
method based on AAA, this solution shows that when 
mobile node switched in the same AAA administration 
domain and different sub network, the authentication 
process do not need though home domain; when mobile 
node switched in different AAA administration domains, 
set up MNA to store related information of mobile node 
MN temporary, in order to make registration and 
authentication process safety and reliability. 

II. RELATED BACKGROUND 

A. MIPv6(Mobile IPv6) 
Mobile IPv6 is the improved protocol of mobility 

support for IPv6. The basic aim of its design is let the 
connection of the transport layer and higher levels not 
changed with the IP address changes, the mobile node 
should be always reached by the user [3]. Mobile IPv6 
includes three parts: mobile node (MN), home agent (HA) 
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and correspondent node (CN). MN has one permit IP 
address HoA(home of address) in home network. When 
MN move to foreign network it will have one temporary 
transfer address CoA(care-of address), after this MN 
need to complete mobile registration with HA, MN will 
send binding update (BU) message to tell HA the CoA, 
and then HA respond to the previous BU though binding 
acknowledge (BA) message. When CN communicate 
with MN, because it didn’t know MN had moved, so it 
send data packet to HoA as terminal address, the data 
package was caught by the HA of MN, and HA transfer 
the data package to MN of foreign network with tunnel. 
After MN realize the data come from CN and transferred 
by HA, it will send BU message to CN and tell the 
current CoA, after this the rest data packages send to MN 
will send to CoA directly as terminal address. 

B. AAA 
Authentication, Authorization and Accounting (AAA) 

is an important mechanism to ensure security of network 
and rational use of resources, especially for the Internet 
provider's point, it is the key point to ensure the normal 
operation of network. The use of all kinds of resources 
on network, need to be managed by the AAA. 
Authentication, authorization and accounting system 
together to make the network system to accurately 
recorded the usage of network resource for a particular 
user. In this way it can effectively safeguarding the rights 
of legitimate users, and also can protect the operation of 
network system security and reliable [4]. The AAA 
architecture was shown in Fig. 1. 

C. The AAA structure under Mobile IPv6 environment 
There are two AAA protocols, which are remote 

authentication dial in user service (RADIUS) protocol 
and Diameter protocol [5]. Currently, the Diameter 
protocol was most used. Diameter protocol is a protocol 
stack [6], which includes the basic protocol and the 
extend application protocols, such as mobile IP protocol 
(MIP), Network Access Services protocol (NASREQ), 
multimedia protocols (IMS), Extensible Authentication 
Protocol (EAP) and SIP protocols and so on. In the basic 
protocol, it defines some common functions, such as 
message format, message transfer mechanism and so on; 
in the application extension, based on the application 

detail extend the basic protocol [7]. Basic Diameter 
protocol must be combined with extend application to 
use, and provides basic AAA functions for mobile IPv6 
in the extend application of mobile IPv6. 

Among the Diameter authentications based on MIPv6, 
in Mobile IP, it includes the mobile node MN, the home 
agent HA, foreign agent (FA) and other functional 
entities, except these it also joined the foreign AAA 
server, home AAA and server AAAF AAAH, the 
application model shown in Fig. 2 below. 

According to the region of AAA server it defined 
management domain, when the MN switched between 
different administrative domains of AAA server, it called 
inter-domain switch; when the MN switched in the same 
AAA server administrative domain but within different 
FA subnets, it called inner-domain switch. And also 
satisfy the following assumptions [7]: (1) the mobile 
user's identity use NAI [8] (Network Access Identifier) 
for the only sign, the format of NAI is user@realm, 
which realm presents the administrative domain where 
MN located; (2) in long terms between mobile users and 
AAAH share one key; (3) the communication between 
AAAF and AAAH is safe; (4) all CN have consensus on 
the use of public key and symmetric key encryption 
mechanism. 

MIPv6-AAA provides solution for the authentication, 
authorization, registration and key distribution and other 
issues of mobile IP, provide a reliable guarantee for 
large-scale implementation of mobile IP.The authenticate 
registration process was shown in Fig. 3, and the specific 
message exchange description see [9]. 

Among these, Attendant is the entrance of access 
domain AAA system, provide and register access domain 

 
Figure 2.  The application model of diameter based on MIPv6 

 
Figure 1.  The architecture of AAA 

 
Figure 3.  Basic model of authentication and registration 

process for MIPv6-AAA 
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address; AMR (AAA mobile node request): mobile node 
requests; HAR (home agent MIPv6 request): request of 
MIPv6 home agent; HAA (home agent MIPv6 answer): 
home agent MIPv6 response; AMA (AAA mobile node 
answer) mobile node response; RegRep (registration 
reply): Registration Response. 

III. IMPROVED SOLUTIONS 

MIP-AAA basic infrastructure provides the integration 
method of Mobile IP and AAA authentication, but when 
the mobile node switched in this model, it should 
complete to register mobile IP, and also should complete 
the user’s authentication and authorization by the AAA. 
Therefore, MIP-AAA has more delay in switching. 

If foreign region is far from home region, the 
transmission time of transmit message will consume a 
long time, and the main time delay of authentication 
process took place on the message exchange between 
foreign region and home region. One part of the 
improved solution is the authentication processes do not 
go though the home region [10] when mobile node 
switched between different subnets of the same AAA 
control region. In addition, according to the related data 
shows that, in the normal movement, 69% of movements 
occurred in the same region. Therefore, this solution can 
effectively reduce the switch time delay. 

On the other hand, when mobile nodes switched 
between different AAA administrative domain, MN need 
to send both authentication request and registration 
request. In general, the two requests should received 
responses at the same time. After the process of 
registration completed, MN can use a new transfer 
address to receive the data packet transferred by the HA, 
at this time the MN identity address information has 
changed, if the process of authentication occur error or 
delays, it needs to require re-authentication process of 
MN, and also needs the original MN identity address 
information, but this time the information has changed, 
so it can not complete the authentication. And another 
part of this improved solution is to set a new data 
structure: the mobile node agent (MNA), use MNA to 
temporary store related information of the mobile node 
MN, and then it can guarantee the process of registration 
and authentication safety and reliable. 

A. The MN handoff analysis inner-domain 
When switch happened in the inner-domain, the 

authentication process will no longer go though the home 
domain. The message flow chart is shown in Fig. 4. 

1) MN→FA: MN sends registration request message 
and certification message to the FA, and judge whether 
the switch of MN taken place inside domain or not by the 
realm value of NAI; 

2) FA→AAAF: FA continue to send transfer 
message 1) to AAAF; 

3) After AAAF received message 2), verify the 
identity of MN, and separate the authentication process 
and registration process: 

a) AAAF→FA: AAAF send authentication responds 
to FA; 

b) AAAF→HA: AAAF send registration request 
message to HA； 

4) FA→MN: FA transfer the authentication responds, 
then the process of authentication finished. MN can use 
the resources of foreign network, enjoy the service 
provide by FA; 

5) HA→FA: After HA received the message 3b), it 
directly give the registration responds message back to 
FA； 

6) FA→MN: FA transfer the registration responds 
message, then the process of registration finished. MN 
can use the new transfer address to receive the data 
packet transferred by HA. 

B. MN Handoff Analysis Inter-domain 
When MN roaming to a new administrative domain, 

just AAAH has the full detail information of MN, so the 
process of switch inter-domain need though home 
domain, and the registration model shown in Fig. 5: 

1) MN→FA: MN send registration request message 

and authentication message to FA, and judge the realm 
value of NAI has changed or not. If it changed, start the 
inter-domain switch; 

2) FA→AAAF: After FA received the message 1), it 
generates the MNA of mobile node, set the legal tag in 
the original MNA to FALSE, then sends authentication 
requests to AAAF; 

3) AAAF→AAAH: If AAAF can not authenticate, 
then transfer the message to AAAH; 

4) AAAH: 
a) AAAH→AAAF ： After AAAH successfully 

authenticate the identity of MN, then send the  
Figure 4.  Authentication and handoff process for home network 

 
Figure 5. Authentication and handoff process for home network
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authentication responds to AAAF； 
b) AAAH→HA: AAAH send binding update 

message to HA； 
5) AAAF→FA: AAAF received the authentication 

responds message from AAAH, then continue transfer to 
FA and tell MN authentication has succeed; 

6) HA→FA: HA send binding update confirm 
message to FA; 

7) FA→MN: FA sends authentication responds and 
confirmed binding update to MN, and also set the legal 
tab on MNA in registry to TURE, notice MN the new 
mobile node agent MNA have produced; 

Till now authentication process and registration 
process have all finished, MN can use foreign network 
resources, enjoy FA service, and can use new transfer 
address to receive the data packet transferred by HA. 

IV. CONCLUSION 

In this solution, when mobile node switch happened in 
the inner-domain, because of the authentication process 
do not go though home domain, after AAAF authenticate 
the MN identity directly back to FA, reduced the 
message transmit and process time go and back to home 
domain, and greatly increase the switch speed; when 
switch happened in the inter-domain, because set the 
MNA of mobile node, and make it temporarily keep the 
original information of MN in case of use, then it can 
guarantee the switch process safety and reliably. 

The next stage is: in this solution it doesn’t provide 
any security for the process of switch inner-domain; 
when the switch happens in the inter-domain, the data 
integrity and authentication of the configure of new data 
structure MNA need to improved, all these are need 
improved. 
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Abstract—To optimize vertical handover in heterogeneous 
networks, IEEE 802.21 standard defines Media Independent 
Handover (MIH) services. The MIH services can be a new 
target to attackers, which will be the main concerns for 
equipment vendors and service providers. In this paper, we 
focus specifically on security of Media Independent 
Information Service (MIIS), and present a new access 
authentication scheme for MIIS based on Kerberos. 
Security and performance of the protocol are also analyzed 
in this paper.  
 
Index Terms—heterogeneous network, media independent 
information service, handover, authentication 

I.  INTRODUCTION 

Recent advances in wireless communication 
technologies have resulted in the evolution of various 
wireless networks, such as cellular network, wireless 
local area network, ad hoc network, personal 
communications networks etc. Communication in next 
generation networks will use multiple access 
technologies, creating a heterogeneous network 
environment [1]. Real-time multimedia services such as 
voice over IP and interactive streaming becomes more 
and more popular in current wireless networks, so 
ubiquitous roaming support for real-time multimedia 
traffic in an access independent manner becomes 
increasingly important. Seamless mobility can be 
achieved by enabling mobile terminals to conduct 
seamless handovers across diverse access networks, that 
is, seamlessly transfer and continue their ongoing 
sessions from one access network to another. Vertical 
handover in the heterogeneous networks is one of the 
major challenges for seamless mobility with ubiquitous 
connectivity, since each access network may have 
different mobility, quality of service and security 
requirements [2]. Moreover, real-time applications have 
stringent performance requirements on end-to-end delay 
and packet loss.  

In order to optimize vertical handover in heterogeneous 
networks, IEEE 802.21 working group have designed a 
framework [3] by providing mobile users with 
information useful for making handover decisions. 
Examples of the information are the presence of 
neighboring networks, the type of their links, their 
characteristics and the services supported. The heart of 
the framework is the Media Independent Handover 
Function (MIHF) which provides abstracted services to 

higher layers and vice versa by means of a unified 
interface. This is accomplished by defining a set of 
services, the Media Independent Handover (MIH) 
services, which consist of media independent information 
service, media independent event service, and media 
independent command service. The Media Independent 
Information Service (MIIS) specifies information about 
nearby networks useful for handover decisions and the 
query/response mechanism that allows mobile nodes to 
get that information. Users get that information from one 
or more information servers supporting MIH. The 
Information Server (denoted as IS) may be located in the 
visited domains or in the users’ home domain, i.e., the 
domain of the service provider that holds information 
about the users’ authentication and authorization profiles.  

MIH messages are exchanged over various wireless 
media between mobile nodes and access networks. Thus 
the MIH services can be a new target to attackers, which 
will be the main concerns for equipment vendors and 
service providers [4]. Some typical threats about MIIS are: 
identity spoofing, tampering, information disclosure, 
denial of service, etc. However, security mechanisms are 
not within the scope of the IEEE 802.21 standard. 
Security of MIH protocol currently relies on security of 
underlying transport protocols without a mechanism to 
authenticate peer MIH entities. Because IEEE 802.21 
provides services that affect network resources, cost and 
user experience, MIH level security will be an important 
factor to network providers that want to deploy these 
MIH services in their networks. Nevertheless, there are 
very few security mechanisms for MIH services in the 
literature. 

IEEE 802.21a task group was set up to address security 
issues of MIH services. The task of the group is [5]: (i) to 
reduce the latency during authentication and key 
establishment for handovers between heterogeneous 
access networks that support IEEE 802.21; (ii) to provide 
data integrity, confidentiality, replay protection and data 
origin authentication to MIH protocol exchanges and 
enable authorization for MIH services. The technical 
requirements document [6] of the group describes use 
scenarios and requirements for security signaling 
optimization during vertical handover and MIH protocol 
security. The scope of document [7] is to propose some 
solutions based on the requirements described in [6]. 

Won et al. propose a new secure MIH message 
transport solution, referred as MIHSec [8]. The idea of 
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MIHSec is to utilize the Master Shared Key (MSK) 
generated by the L2 authentication procedure, for 
generating the MIH keys. MIHsec method though has a 
good performance for MIH message transportation, it 
introduces other issues. First, it is closely integrated with 
L2 authentication, thus it is not media independent. 
Second, the MSK needs to be securely delivered to IS by 
AR (access router), which means a secure association 
should be settled a-priori between each AR and IS. So the 
scheme does not posses scalability. Finally, in MIHsec 
protocol, the AR that sends MSK to the IS may know the 
key for MIH messages encryption, which lowers the level 
of security. 

In this paper, a Kerberos based access authentication 
scheme is proposed for MIIS. The rest of this paper is 
organized as follows. In Section 2 we present our new 
approach in detail. Section 3 includes the security and 
performance analysis. Finally, conclusions are drawn in 
Section 4.  

II.  KERBEROS BASED ACCESS AUTHENTICATION FOR 
MIH INFORMATION SERVICE 

The MIIS message exchanges are critical to handover 
decision phase. The IS needs both to protect itself from 
attack, and to provide mobile clients provable trust, in 
order that they can exchange the information securely and 
make their handover decisions without fear of malicious 
inaccuracies or mischief. This section focuses on a new 
proposal for access authentication of MIIS. The scenario 
we considered is that the access control for information 
service is applied through an access authentication 
controller, namely an AS.  

A.  Network Model 
There are some application servers (S1, S2) in core 

network, which provide application services like, voice 
over IP, video conference, games, etc. When MN passes 
the network access authentication, it establishes 
connection with a Point of Attachment (PoA). MN may 
request a type of application service through certain PoS. 
In order to support mobile user to handover seamlessly 
between heterogeneous networks, an IS is deployed to 
provide information about neighbor networks. We 
assume all MNs should register with AS and subscribe 
some services they needed when network initialization. 
There exists a security association between any MN and 
AS, namely a shared key.  

Here, MIIS is taken as a service at application layer. It 
is assumed that MNs have not secure associations with 
application servers directly. In this scenario of many 
application servers existing, Kerberos is a natural choice 
for secure access of services because of its single sign on 
characteristic. Additionally, to avoid multiple and 
repeated authentications of MNs, it is proposed that the 
function of Kerberos AS be implemented on the network 
access AS. Suppose AS and TGS have already built a 
secure association, i.e. they share a key to protect 
communications between them. We also assume that all 
application servers, (S1, S2, and so on, including IS) have 
shared some keys with the TGS respectively. For 

example, there is a long term key kTGS-IS shared between 
IS and TGS for secure connection or authentication. 
Suppose prf ( ) is a secure key derivation function, and h( 
) is a secure hash function. 

B.  MIIS Access Authentication Based on Kerberos 
Since MNs have not secure associations with 

application servers (including IS), the access control of 
application services is applied through AS.  

When a MN wants to access the network, a media 
specific mutual authentication procedure (e.g., 802.11i, 
802.16e authentication mechanism) must be executed 
between the MN and AS. If MN passes the procedure 
successfully, a shared Master Key (MK) and some 
session related keys are set up between MN and AS, and 
MN is permitted to connect with the network. The MK 
will be saved by both of MN and AS for later use. In our 
protocol, we will exploit MK for Kerberos authentication. 
Let ktra = prf (MK, TGS, MN, “TICKET.REQUEST. 
AUTHENTICATION”), where TGS, MN are the 
identifiers of TGS and MN respectively, and the last 
parameter of prf ( ) is key description. AS computes ktra 
after MN passes the network access authentication, and it 
delivers identifier of MN, services list MN subscribed, 
and ktra to TGS securely. ktra will be used for 
authentication of MN when requiring for service tickets. 
TGS sets up an entry for MN, which consists of identifier 
of MN, the key ktra, a field of sequence number, and the 
service list of MN. The sequence number is initialized to 
0 and it is strictly monotone increasing to ensure 
freshness of request message of MN.  

After MN connects with the network, it should contact 
IS to get information about neighbor networks. To this 
end, MN must obtain IS service ticket. Then mutual 
authentication is performed between MN and IS using the 
service ticket. The flow chart of our protocol is as 
follows, in which flow (1) and (2) describe service ticket 
request and response, flow (3) to (5)  describe mutual 
authentication between MN and IS, and flow (6) denotes 
the protected MIIS response message. 

(1) IS service ticket request (MN→TGS) 
MN computes the ticket request authentication key ktra 

in the same way as AS. Then MN sends a service ticket 
request message (ST_REQ) to TGS for IS. The message 
content of ST_REQ is as the following, {STReq, MN, 
TGS, IS, nM, MACM}, where STReq denotes identifier of 
the request, MN and IS denote identifiers of the mobile 
node and information server respectively, and nM is the 
sequence number generated by MN, MACM is a message 
authentication code derived from the equation MACM= 
h(ktra, STReq, MN, IS, nM).  

(2) IS service ticket response (TGS→MN) 
Upon receiving the ST_REQ message from MN, TGS 

extracts MN, nM from the message, and finds the item 
related to MN in its database, namely the entry (MN, ktra, 
sequence number, service list). If nM is equal to or smaller 
than the sequence number in the entry, the request 
message is dropped because of staleness. Otherwise, TGS 
computes the value h(ktra, STReq, MN, IS, nM) using ktra. 
If the value matches with MACM, TGS believes the 
message is really originated from MN. Then TGS checks 



 411

the service list of MN to find whether it has subscribed 
service of IS. If MN has not subscribed the service of IS, 
TGS will respond a reject message to MN. Otherwise, a 
service ticket ST will be generated for MN.TGS chooses 
a random number as the service authentication key kMN-IS 
for mutual authentication between MN and IS. And TGS 
also derives a key encryption key ks=prf(ktra, MN, TGS, 
nM , “KEY.ENCRYPTION.KEY”), which will be used 
for secure transmission of kMN-IS to MN. The service 
ticket is as follows: ST={MN, IS, [MN, IS, kMN-IS]kTGS-

IS},where [MN, IS, kMN_IS]kTGS-IS denotes cipertext 
encrypted with the key kTGS-IS shared between TGS and 
IS.  

TGS needs to generate a service ticket response 
(ST_RES) message. The ST_RES message consists of the 
following items, {STRes, MN, TGS, nM, ST, [MN, IS, 
kMN_IS]ks, MACT}, where STRes denotes identifier of the 
response, MN and IS denote corresponding identifiers, 
and nM is the sequence number generated by MN, MACT 
is a message authentication code derived from the 
equation MACT =h(ktra, STRes, MN, TGS, nM, ST, [MN, 
IS, kMN_IS]ks). ST_RES message is transmitted to MN by 
TGS. And the sequence number related to MN in 
database of TGS is updated to nM.  

(3) IS service request (MN→IS) 
When MN receives the ST_RES message from TGS, 

MN first check the sequence number to see if it is the 
number MN just sent. Then it calculates the value h(ktra, 
STRes, MN, TGS, nM, ST, [MN, IS, kMN_IS]ks), and 
compares the value with MACT in the ST_RES message. 
If the two values are identical, MN believes the message 
is generated by TGS. MN computes the key ks using 
prf(ktra, MN, TGS, nM), and decrypts the ciphertext [MN, 
IS, kMN_IS]ks to get the key kMN-IS.  

Now MN is able to contact with IS for MIIS. As for the 
authentication of this phase, we use a challenge-response 
mechanism to avoid maintaining records and states about 
MNs on IS. MN needs to send an information service 
request message (IS_REQ) to IS. The message formats of 
IS_REQ is as the following, {ISReq, MN, IS, ST, rM}, 
where ISReq denotes identifier of the request, MN and IS 
denote the corresponding identifiers respectively, ST is 
the service ticket generated by TGS, and rM is a random 
number chosen by MN.  

(4) IS challenge (IS→MN) 
After IS receives the IS_REQ message, it decrypts ST 

using the key kTGS-IS shared with TGS to obtain the 
service authentication key kMN-IS. It also gets the 
identifiers in the service ticket to determine whether the 
ticket is for MN and IS. Then IS chooses a random 
number rI as a challenge number. IS also needs to 
generate a message authentication code MACI = h(kMN-IS, 
MN, IS, rM, rI) and transmits rI, MACI to MN.  
    (5) MN response (MN→IS) 

When MN receives the message from IS, it computes 
h(kMN-IS, MN, IS, rM, rI) and compares the value to MACI. 
If the two values match with each other, MN is confirmed 
that the peer is the exact information server. MN then 
derives two service session keys, isk for integrity and esk 
for encryption, from two equations prf(kMN-IS, rM, rI, 

“SERVICE.SESSION.KEY.INTEGRITY”) and prf(kMN-

IS, rM, rI, “SERVICE.SESSION.KEY.ENCRYPTION”) 
respectively. MN has to generate a response resM about rI 
using the equation resM=h(kMN-IS, MN, IS, rI, rM). resM is 
transmitted to IS as a response to the challenge rI.  
    (6) Protected IS service response 

Upon receiving the message, IS computes h(kMN-IS, 
MN, IS, rI, rM), and compares it to the value of resM. If 
the two values are identical, IS believes the requestor is a 
valid client. IS then computes service session key isk and 
esk as MN does. Then IS can provide MN with the 
information it needs protected by the service session key. 

For accessing services other than the MIH information 
service, the user needs to obtain the corresponding 
service ticket from TGS. The user then sends a request 
message directly to the application server which 
implements the authentication process as depicted above.     
Based on the user credentials, the application server 
authenticates the user, which means that it checks user’s 
service ticket and decide whether to grant access or not 
according to the authentication phase. The application 
service and the user can use the service ticket, for setting 
up IPSec security at IP level, or simply use the shared 
secret key resulting upon successful authentication, to 
perform symmetric-cryptography based security at 
application level. 

III. SECURITY AND PERFORMANCE ANALYSIS 

A.  Security Analysis 
We assume that the cryptography suites employed in 

our protocol are all secure, such as pseudo-random 
number generator, key deriving function, message 
authentication code and symmetric key encryption 
algorithm. Based on the above assumptions, we analyze 
the security of the proposed scheme. Our access 
authentication protocol satisfies the following security 
properties.  

Mutual Authentication of Peers 
The mutual authentication between TGS and MN is 

ensured via the mechanism of strictly increasing sequence 
number and message authentication code. Each time MN 
requiring a service ticket from TGS, MN generates a new 
sequence number larger than before, and computes a 
MAC value of the ST_REQ message using ktra shared 
with TGS. TGS will check the sequence number in 
ST_REQ to identify the freshness of the message, and it 
will also verify the MAC value to check the message 
integrity. In this phase, all stale and forged messages will 
be thrown away. If MN passes the procedure, TGS sends 
to MN a ST_RES message with a MAC value derived 
from ktra, the new sequence number and other items. The 
MAC value can be used to verify origin of the ST_RES 
message. In addition, the sequence number field will be 
updated after the ST_REQ message is verified 
successfully. 

When MN requests for MIIS, it uses the service 
authentication key kMN-IS in service ticket to perform 
mutual authentication with IS. In this phase, challenge-
response and MAC mechanisms are utilized. In the light 
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of our protocol, IS is able to decrypt service ticket to get 
kMN-IS using the long term shared key with TGS. Both MN 
and IS compute responses (MACs) to the challenge 
number of the opposite peer using kMN-IS.  

Key Freshness and Control 
The service session key isk and esk are computed from 

a function of kMN-IS, rM, and rI, where rM and rI originating 
from the MN and IS respectively. The freshness of 
random numbers rM and rI evidently assures the freshness 
of service session key. It also can be seen that MN and IS 
can not independently control the choice of the session 
key. No one else can impersonate MN or IS to generate 
rM and rI for mutual authentication between them. 
Therefore, the service session key isk and esk are fresh, 
random and independent.  

Forward Secrecy 
The random nonce is unpredictable for any party 

except MN or IS. Even if the intruder attacks secret 
information MN and IS, he can not compromise the past 
random numbers and the past session keys. Hence the 
scheme has the property of perfect forward secrecy.   

Known Key Security 
Since each run of authentication protocol produces 

different random numbers rM and rI which are used to set 
up service session keys, the non-correlation of random 
numbers ensures the intruder can not obtain any current 
session key even if the past session keys are exposed. 

Resistance to Replay Attack 
Replay attack involves the passive capture of data and 

its subsequent retransmission to produce an unauthorized 
effect. An intruder records message flows and then it can 
retransmit an old request message to trick TGS or IS for 
false authentication. This replay attack can be prevented 
as follows. At the phase of service ticket request, the 
strict increasing sequence number is used to identify a 
stale request message to prevent replay attack. At the 
phase of information service request, challenge-response 
mechanism makes the messages be fresh and 
unpredictability. Replay attack can be easily detected in 
this phase. 

Resistance to Man in the Middle Attack 
A man in the middle attack is that an attacker is able to 

read, insert, and modify messages between two parties 
without either party knowing that the link between them 
has been compromised. Attacker, as a middle-man 
between the mobile user and IS, cannot derive the correct 
kMN-IS. Thus the malicious middle-man cannot establish 
the secure association on behalf of the legitimate MN or 
IS. Notice that the MAC values are sent in messages flow 
(3) and flow (5), which guarantees that the identifiers of 
MN and IS, and the random numbers are bounded 
together for a particular session. In other words, the 
attackers cannot pick MN and IS individually from 
different authentication sessions and combine them to 
construct a valid message in one authentication session.  
All the characters described above have ensured that our 
protocol satisfies the basic security requirement and is 
robust to the existing attacks. 

B. Performance Analysis 
Protocol performance has become an increasingly 

important topic in wireless computing and networking 
environments. It is always desirable to make an 
authentication protocol more efficient. Our protocol may 
be quite efficient, since it requires only symmetric key 
operations and a few rounds of message exchanges 
during access authentication process. We list type and 
number of computation operations required by MN, TGS 
and IS in Table 1. The computational cost of our protocol 
is very reasonable, especially for the mobile node. The 
computation operations in our protocol are negligible 
compared to any strong public-key authentication.  

In the proposals of 802.21a task group [7], EAP 
framework is suggested to fulfill mutual authentication 
between peers for centralized MIH service. EAP-TLS is a 
typical and widely applied authentication protocol in EAP 
protocol family [9]. We take it as an example for 
analysis. The computation operations required by MN, 
Pos of IS, and AS are given in table I. Compared with our 
scheme, that method is a rather complex and high-cost 
process using public key certificates. It adds too much 
load to mobile nodes (costing much time and energy). 

As to communication performance, we can see that in 
the first phase (service ticket request), only a 2-way 
handshake is implemented between MN and TGS. It 
fulfils tasks of data origin authentication and service 
ticket distribution, since it utilizes a strict increasing 
sequence number mechanism. In the second phase 
(information service request), mutual authentication 
between MN and IS are carried out through a 3-way 
handshake procedure, meanwhile session key agreement 
is completed. Nevertheless in 802.21a proposals, a full 
EAP-TLS procedure requires 8 message flows between 
MN and AS for their mutual authentication, afterwards it 
has to perform mutual authentication between PoS of IS 
and MN (at least 3 message flows). The whole process 

needs so many message flows that it costs too much 
bandwidth and time. Thus our protocol performs better 
than proposal of 802.21a task group in communication 
performance. 

IV. CONCLUSIONS 

TABLE I.    

COMPUTATION  OPERATIONS  IN 802.21A AND OUR  SCHEME 

Computation Operations 802.21a Ours 
Sequence number (MN/IS/ASorTGS) 0/0/0 1/0/1 
Random number   (MN/IS/ASorTGS) 1/1/0 1/1/1 
MAC generation   (MN/IS/ASorTGS) 1/0/1 4/2/2 
DH operation        (MN/IS/ASorTGS) 2/2/0 0/0/0 
Key derivation      (MN/IS/ASorTGS) 2/1/1 3/2/1 
Symmetric encryption  (MN/IS/ASorTGS) 0/0/1 0/0/2 
Symmetric decryption  (MN/IS/ASorTGS) 0/1/0 1/1/0 
Certificate validation (MN/IS/ASorTGS) 1/0/1 0/0/0 
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     The IEEE 802.21 standard aims at optimizing 
handovers among heterogeneous wireless networks. In 
this paper, we propose a protocol for access 
authentication of MIIS defined in the 802.21 standard. 
We adopt a modified version of Kerberos featuring of 
sequence-number based service ticket distribution and 
challenge-response based service access authentication. It 
performs Kerberos authentication without relying on time 
synchronization, which makes authentication between 
MN and IS more freely. The security and performance 
analysis show that the proposed scheme has excellent 
performance. The new solution has the advantages of 
lightweight computation, less communication cost, and 
easy implementation. In fact, our work can be applied to 
offer integrated authentication and authorization 
functionalities for any type of application service. 

REFERENCES 

[1] N. Nasser, A. Hasswa, and H. Hassanein, “Handoffs in 
Fourth Generation Heterogeneous Networks,” IEEE 
Commun. Mag., vol. 44, No. 10, pp. 96-103, 2006. 

[2] G. Karopoulos, G. Kambourakis, and S. Gritzalis, “Survey 
of Secure Handoff Optimization Schemes for Multimedia 
Services over All-IP Wireless Heterogeneous Networks,” 

IEEE Communications Surveys & Tutorials, vol. 9, No. 
3, pp. 18-28, 2007. 

[3] IEEE 802.21 standard, “IEEE Standard for Local and 
Metropolitan Area Networks-Part 21: Media Independent 
Handover Services,” January 2009.  

[4] Y. Ohba, “Five Criteria for Security Extensions to Media 
Independent Handover Services,” http://www.ieee802.org/ 
21/802_21a_5C.pdf, accessed June 2010. 

[5] 802.21a PAR, “Amendment for Security Extensions to 
Media Independent Handover Services and Protocol,” 
http://www.ieee802.org/21/802_21a_Par.pdf,accessed June 
2010. 

[6] S. Das, M. Meylemans, and Y. Ohba, et al. “IEEE 802.21 
Security SG Technical Report,” 
https://mentor.ieee.org/802. 
21/documents, accessed June 2010. 

[7] S. Das, A. Dutta, and T. Kodama, “Proactive 
Authentication and MIH Security,” https://mentor.ieee.org/ 
802.21/documents, accessed June 2010. 

[8] J. Won, M. Vadapalli, C. Cho, and V. Leung, “Secure 
Media Independent Handover Message Transport in 
Heterogeneous Networks,” EURASIP Journal on Wireless 
Communications and Networking, http://www.hindawi.co 
m/journals/wcn/2009/716480.html, accessed June 2010. 

[9] RFC 2716, “PPP EAP TLS Authentication Protocol,” 
October, 1999. 

 
 



 414

Application of Sequence Alignment Method  to 
Product Assortment and Shelf Space Allocation 

Peiqian Liu, Hairu Guo, Weipeng An  
School of Computer Science and Technology/Henan Polytechnic University, Jiaozuo, China 

liupeiqian@hpu.edu.cn 
 
 

Abstract— In retailing, decisions about product assortment 
and shelf space allocation have a significant effect on 
customers’ purchasing decisions. Traditionally, researchers 
usually employed the space elasticity to optimize product 
assortment and space allocation models. However, the large 
number of parameters requiring to estimate and the non-
linear nature of space elasticity can reduce the efficacy of 
the space elasticity based models. Instead of space elasticity, 
this paper utilizes a data mining approach, Sequence 
Alignment Method (SAM), to resolve the product 
assortment and allocation problems in retailing. In our 
approach, the SAM is applied to explore the relationships 
between product categories and is compared to association 
rule mining. Experimental results show that SAM achieves 
better quality than that of association rule mining and can 
generate very useful information to shelf space 
management. 

 
Index Terms—Data mining; Shelf space management; SAM; 
Product taxonomy 

I.  INTRODUCTION  
 Shelf space is an important resource for retail stores 

since a great quantity of products compete the limited 
shelf space for display. Retailers need frequently make 
decisions about which products to display (assortment) 
and how much shelf space to allocate these products 
(allocation)[1]. Product assortment and shelf space 
allocation are two important issues in retailing which can 
affect the customers’ purchasing decisions. Through the 
proficient shelf space management, retailers can improve 
return on inventory and consumer’s satisfaction, and 
therefore increase sales and margin profit [2]. 

Traditionally, researchers apply the space elasticities 
to determine which products to stock and how much shelf 
space to display these products. However, there are two 
major limitations that reduce the effectiveness of the space 
elasticity [3]. First, due to the non-linear nature of space 
elasticity, the space elasticity based models are very 
complicated, and the specific solution approach is 
developed for each model. Additionally, it is necessary to 
estimate a large number of parameters by using the space 
elasticity. 

   With the rapid development of information 
technology, transaction data can be easily collected 
through the point of sale (POS) system. The relationships 
between products hidden in transaction data can be 
discovered through data mining to assist product 
assortment and shelf space allocation [4]. It is not 
necessary to conduct a series of experiments to estimate a 
great quantity of parameters in space elasticities.  

In this paper, we propose a data mining approach, 
called Sequence Alignment Method (SAM), to make 

decisions about which products to stock, how much shelf 
space allocated to the stocked products and where to 
display them. SAM analyzes customers’ shopping 
behaviors from transaction data to obtain relationships 
between product categories. As a dimensionality reduction 
technique, we employ a product taxonomy. In this 
taxonomy, similar products are identified and grouped 
together using the product taxonomy so as to build the 
customer profiles and to search for the neighbors in the 
reduced dimensional space. The products and categories 
frequently bought together can be displayed together. 
Finally, experiment shows SAM is better quality than 
association rule mining. 

II. METHODOLOGY 
The proposed procedure of shelf space management is 

divided into three phases: product classification, 
neighborhood formation, and top-N products generation. 
A. product classification 

In this phase, the marketing manager or domain expert 
categorizes all the products by specifying the level of 
product aggregation on the product taxonomy. A product 
taxonomy is practically represented as a tree that classifies 
a set of products at a low level into a more general product 
at a higher level. The leaves of the tree denote the product 
instances, Stock Keeping Units (SKUs) in retail jargon, 
and non-leaf nodes denote product classes obtained by 
combining several nodes at a lower level into one parent 
node. The root node labeled by All denotes the most 
general product class. Fig.1 shows an example of product 
classification, where class nodes are denoted by shaded 
regions. 

In this example, class(SKU00) = Outerwear and 

class(SKU10) = Shoes, etc. 
Recent data mining research has shown that data 

mining algorithms usually produce the best results when 
product-related transactions are evenly occurred [5]. 

© 2010 ACADEMY PUBLISHER 
AP-PROC-CS-10CN007 

ISBN 978-952-5726-10-7 
Proceedings of the Third International Symposium  on Computer Science and Computational Technology(ISCSCT ’10) 

 Jiaozuo, P. R. China, 14-15, August 2010, pp. 414-416 



 415

 

B. neighborhood formation 
This phase performs computing the similarity between 

customers and, based on that, forming a neighborhood 
between a target customer and a number of like-minded 
customers.  

A sequence is a number of elements arranged or 
coming one after the other in succession. In general, the 
distance (or similarity) between sequences is reflected by 
the number of operations necessary to convert one 
sequence into the other. As a result, SAM distance 
measure is represented by a score. The higher/lower the 
score, the more/less effort it takes to equalize the 
sequences and the less/more similar sequences are. In 
addition, SAM scores for the Insertion and the deletion 
operations to unique elements of source (first) and target 
(second) sequences during equalization process, not 
scores the reordering operations to common elements. 
Common elements appear in both compared sequences 
whereas unique elements appear in either one of them. 
Finally, SAM represents the minimum cost for equalizing 
two sequences. 

In this paper, SAM distance measure between two 
sequences S1 and S2 is calculated using the following 
formula : 

∑
=

−=
n

i
iiiSAM AAwSSd

1
2121 ),(                      (1) 

where dSAM is the distance between two sequences S1 
and S2; n is the length of S1 or S2 after equalization; wi the 
weight value for the deletion operations or insertion 
operations on the ith element, a positive constant not equal 
to 0, determined by the researcher (wi > 0); Aij is the 
shopping sum on the ith element in Sj(j=1,2).  

To illustrate SAM, consider the following sequences 
S1 (source sequence) and S2 (target sequence). Both 
sequences represent a purchased list extracted from the 
transaction database. Each element in the list is 
represented by a pair of number (Ci, Ai), where Ci 
represents the class ID, and Ai the shopping sum for Ci. 

S1:  {(1,4), (4,1), (7,9), (8,9)} 
S2:  {(1,1), (2,4), (3,1), (4,9), (8,9), (7,4)} 
First, the maximum number of similar elements 

having the same class ID is defined. Then, in order to 
equalize S1 with S2; unique elements (2,0) and (3,0) are 
inserted into S1 which gives the following sequences (a 0 
means class 2 or 3 are not purchased): 

S1:  {(1,4), (2,0), (3,0), (4,1), (7,9), (8,9)} 

S2:  {(1,1), (2,4), (3,1), (4,9), (8,9), (7,4)} 
The equalization process continues with reordering 

common class 7 (or 8) in S1 or S2: 
S1:  {(1,4), (2,0), (3,0), (4,1), (7,9), (8,9)} 
S2:  {(1,1), (2,4), (3,1), (4,9), (7,4), (8,9)} 
Finally, equalizing s1 with s2 took 2 insertion, (If we 

assign 2 to wi for insertion and deletion, and 1 to wi for 
otherwise) which gives us: 

dSAM(S1, S2) = (4-1)+2×(4-0)+ 2×(1-0)+(9-1) +(9-
4)+(9-9)=26.  

After pair wise distances between sequences are 
calculated using SAM, A distance matrix is build for 
holding distance scores between each sequence pair on the 
diagonal. Because this study is focused on SAM, no 
special attention is paid to the clustering method. 
Therefore, a simple hierarchical clustering algorithm like 
Ward [6] is used to form neighborhood. In order to define 
an optimal solution for the number of neighborhood, r2 
index is used. r2 is one of the most commonly used stop 
criteria [7], equals the proportion of variation and ranges 
in value from 0 to 1. 

C. Top-N products  generation 
The final phase is to ultimately derive the top-N 

products from the neighborhood of customers. For each 
neighborhood, we produce a list of N products that the 
neighborhood is most likely to purchase. In this paper, we 
adopt the highest likely-to-buy rate (HLR) for generating 
a product list for a given neighborhood. The HLR method 
chooses products with the highest likely-to-buy rate of all 
neighbors. Formally, the likely-to-buy rate of the 
neighborhood i for a product j LTBi,jis defined below: 

∑
∑
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Where rij is the total number of occurrences of  
purchases of a neighborhood i for a product j; and ri the 
total number of occurrences of  all purchased of a 
neighborhood i.  

III. EXPERIMENTAL EVALUATION 

A. Experimental result 
The proposed data mining based procedure for 

product assortment and allocation is implemented with an 
example of a retail store. The database includes product 
data, customer data and transaction records. There are 
3060 product items, which are divided into 32 categories. 
10 percent of the transaction records was set as training 
data and 90 percent was set as test data. For neighborhood 
formation, r2 index is used based on SAM distance matrix. 
In our research, 6 neighborhoods are formed with r2 equal 
to 0.64.  

Finally, top-N product list are generated for each 
neighborhood； 

N1 = {C11, C13, C16, C18, C20, C27, C30} 
N2 = {C2  , C5  , C9  , C14, C15, C28, C29} 
N3 = {C1 , C4   , C8 , C19, C21, C24, C26} 
N4 = {C6 , C12 , C17, C22, C23, C25, C31} 
N5 = {C3 , C7  , C10, C11, C18, C32, C21} 

ALL 

Clothes Footwear Books Accessories 

Outerwear Pants Shoes English Socks Bags Computers Belts 

S 
K 
U… 
0 
0 

S 
K 
U… 
1 
0 

Figure 1.  Example of product classification. 
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Where Ni denotes neighborhood i, and Ci represents 
the class ID of products. So classes in the same Ni should 
be displayed as near as possible in a store. 

B. Evaluation metrics 
To evaluate the quality of the method, recall and 

precision have been widely used in relative research. 
Another widely used combination metric called F1 metric 
[8] that gives equal weight to both recall and precision 
was employed for our evaluation. It is computed as 
follows: 

precisionrecall
precisionrecallF

+
××

=
21           (3) 

Finally, we compared the quality of SAM with that 
of association rule mining. Fig.2 shows our experimental 
results. It can be observed from Fig.2 that SAM works 
better than the association rule mining, achieving an 
average improvement of 38%. 

IV. CONCLUSION 
 With the rapid development of information 

technology, retailers have put a huge amount of 

transaction data in storage, and they potentially can be 
used to support shelf space management. This paper 
develops a data mining based approach SAM to 
simultaneously make decisions about Product Assortment 
and shelf space allocation. Firstly, the marketing manager 
categorizes all the products on the product taxonomy. 
Secondly, SAM is used to compute the similarity between 
customers and, based on that, forming a neighborhood 
between a number of like-minded customers. Finally, top-
N product list are generated for each neighborhood. The 
top-N products can be displayed as near as possible in a 
store. Experimental results shows that SAM works better 
than the association rule mining. 
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Abstract—In order to realize the human-computer 
interactive interface fault-tolerant, dynamic reconfiguration 
and uniform control of interface switching of each human-
computer interactive node in distributed system, a rapid 
developing model is proposed to build human-computer 
interactive system recurring to an assistant developing tool 
designed self-owned. Subsequently, a fault-tolerant 
scheduling model is presented as well as corresponding 
scheduling algorithms based on the rapid developing model. 
This model is made up of Center Scheduling Component 
and many human-computer interactive nodes. Each human-
computer interactive node includes a Local Scheduling 
Component, an Interface Generating Component and some 
human-computer interactive interface components. Finally, 
feasibility of the model and correctness of the algorithms are 
proved by the simulation experiment.  
 
Index Terms—distributed system, interface component, 
human-computer interactive system, component assembly, 
scheduling model 

I. INTRODUCTION 

With the development of computer technology, users 
have higher expectations for computer system, especially 
to the human-computer interactive system (HCIS). Not 
only do users require that the human-computer interactive 
interfaces (HCIIs) are beautiful, easy to use, response 
sensitive, but also require HCIS possess reliability, ability 
to resist trouble and dynamic reconfiguration etc. The 
main purposes this paper studies are to solve three 
problems in distributed system, which are the fault-
tolerant (FT), the dynamic reconfiguration and the 
uniform control of the human-computer interactive 
interface components. 

Recent years, the dynamic reconfiguration and FT 
problems are paid attention to by more and more 
researchers in distributed system. Remote dynamic 
component configuration is discussed in reference, which 
greatly improves system flexibility using configuration 
files [1]. The dynamic deployment and re-configuration of 
pervasive service components in a self-controlled manner 
are researched. In particular, a service component self-
deployment algorithm using partitioning techniques and a 
simple service re-configuration algorithm are proposed 

and evaluated. The effectiveness of the proposed 
mechanisms is proved by the experiment results [2]. A 
new method of QoS-aware and dynamic configuration for 
Web services composition is presented to improve the 
adaptive capacity to both the QoS variability of 
component services and the failure-prone environment [3]. 
There are two topics which are researched in reference 
[4]. First, it describes optimizations applied to an 
implementation of the OMG’s Deployment and 
Configuration of Components specification that enable 
performance trade-offs between QoS aspects of DRE 
systems. Second, it compares the performance of several 
dynamic and static configuration mechanisms to help 
guide the selection of suitable configuration mechanisms 
based on specific DRE system requirements. Two 
methods of dynamic reconfiguration are introduced. First, 
using configuration file, this method belongs to static 
configuration ways. Second, utilizing configuration 
operation in the program, this method belongs to dynamic 
reconfiguration ways, which can adapt to some 
configuration situations that can't be estimated in 
advance. The software architecture supporting dynamic 
reconfiguration is studied in reference [5]. It is solved with 
the graph-oriented programming method, which realizes 
dynamic reconfiguration and the description of software 
architecture based on components in the uniform way. 
Certain problems of components dynamic reconfiguration 
are researched in references [3-5], and some 
achievements are got. However, there are some 
difficulties in practical application. Furthermore, systemic 
fault-tolerant has not been considered. 

In references [6-8], FT and dynamic reconfiguration 
are studied in distributed system. Among them, the FT 
and dynamic reconfiguration are realized in different 
technology. However, the FT and dynamic 
reconfiguration have not been considered in the high 
level, as well as uniform control of distributed system. 
Component frameworks provide the strategy for the 
development and deployment of complex multiphysics 
applications to satisfy the need [9]. In order to build 
dynamically adaptable applications, the service-oriented 
component models supporting the dynamic availability of 
components at run-time are researched as well as offering 
the possibility in reference [10].  

This paper considers dynamic reconfiguration and FT 
of human-computer interactive interface components, as 
well as uniform control of interface switching of each 
node synthetically. A rapid developing model, a fault-
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tolerant scheduling model and corresponding scheduling 
algorithms are presented to resolve the problems. 

II.  THE ASSEMBLY MODEL OF INTERFACE COMPONENT 

There are two kinds of components in the human-
computer interactive system. One is framework 
component. The other is business component (interface 
component). There is at least a component that is called 
main framework for one application. The main 
framework denotes the business logic relation of the 
application. The business components and framework 
components are assembled by the main framework to 
realize the application business logic. The assembly 
architecture of component and framework is shown as 
Figure 1. Because the main framework is the first entity 
that is assembled and the function of other components is 
to cooperate with the main framework, its actual function 
is a component container. The component assembly 
architecture is shown as Figure 2.  
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Figure 1.  the assembly of component and framework 

Framework Framework Component Component……

…

…

…

…

Framework Framework…

…

…

Component Component…

 System Platform

Main Framework

 
Figure 2.  the architecture based on component assembly 

The assembly characteristic of the business component 
and framework component are illuminated as follows. 

(1) Business components can only be assembled to 
framework components. Business components can not 
assemble business components. 

(2) Framework components can be assembled to 
framework components. That is to say, simple business 
logic combines with other business logic to gain 
complicated business logic. 

(3) The workflow of application is determined by 
framework assembly architecture. The main framework 
calls framework component and business component. The 
higher framework calls lower framework and business 

component. The system function is realized by iterative. 
The calling flow can be reversed. 

(4) The converter, mapping and glue for no matching 
interfaces are done by framework component. 

III. THE RAPID DEVELOPING MODEL OF HCIS 

The human-computer interactive system can be 
developed rapidly recurring to an assistant developing 
tool which is similar to the software of drawing and 
designed self-owned. Each component in the component 
library has its style which can be used directly to build 
the interface style of the target system. For the 
components nonexistent in component library, the 
interface style can be designed by the assistant 
developing tool.  

When designing a human-computer interactive system, 
the style of human-computer interface is gained recurring 
to the assistant developing tool, as well as the designing 
result file. The target system can be build based on the 
file. The rapid developing model is shown as Figure 3 
and the developing steps are shown as follows. 
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Figure 3.  the rapid developing model of HCIS 

(1) Determining components: abstracting the 
requirement and determining system framework model to 
gain the components which build the target system based 
on the requirement analysis. 

(2) Determining the flow of interface switching: 
analyzing application workflow to gain the flow of 
interface switching. 

(3) Gain designing result: generating interface 
designing result file which includes the ID of framework 
component, the ID of business component, the ID of the 
component needing developing and interface switching 
information based on the step one and step two. 

(4) Component developing: developing the new 
components whose ID is generated in step three and 
putting them into the component library. 

(5) Component assembly: assembling the various 
components to gain target system according to the 
designing result file which is generated in step three. 

(6) Assembly testing: testing the target system, if the 
target system satisfies the need, the designing process is 
accomplished. If not, the process will be iterative 

IV. A FAULT- TOLERANT SCHEDULING MODEL 

Several definitions used in the fault-tolerant scheduling 
model and scheduling theorem are introduced. 

Definition 1:  An Interface Scheduling Task (IST) 
refers to a kind of prearrange scheme to the ICs 
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scheduling. An Interface Scheduling Request (ISR) refers 
to an applying command which makes the IST begin to 
carry out. IST is a static concept, and ISR is a dynamic 
concept. 

Definition 2:  The Interface Scheduling Task Set 
(ISTS) is a 2-tuple, ISTS = {ISTnft, ISTft}. Among them, 
ISTnft means the tasks set without FT requirements. If the 
scheduling of ISR of ISTnft fails, nothing will be done. 
ISTft means the tasks set with FT requirements. If the 
scheduling of ISR of ISTft fails, the ISR will be executed 
repeatedly by the system. 

Definition 3:  The Set ISTnft is a 4-tuple, ISTnft = <SN, 
DN, CS, P>. Among them, SN refers the node which 
sends ISR. DN refers the node which ICs scheduling 
happens in. CS is the lists of ICs which are needed 
showing. P refers the priority of ISR. 

Definition 4:  The Set ISTft is a 5-tuple, ISTft = <SN, 
DN, Dl, CS, P>. Among them, SN refers the node which 
sends ISR. DN refers the node which ICs scheduling 
happens in. DL is the deadline of ISR finished. CS is the 
lists of ICs which are needed showing. P refers the 
priority of ISR. 

Definition 5:  The SN and DN of an IST is the same 
node, the task is called Local Scheduling Task (LST), and 
the corresponding ISR is called Local Scheduling 
Request (LSR). Otherwise the task is called Uniform 
Scheduling Task (UST), and the corresponding ISR is 
called Uniform Scheduling Request (USR). 

Definition 6:  CS is a list, CS = 
{Componentk|0<k<=N, Componentk � ICs}. There, N is 
the maximal number of ICs which a display can show 
synchronously. 

Theorem 1:  The IST in set ISTft can all be succeeded 
in carrying out, if and only if for each ISR of each IST, 
the interval from beginning that the ISR executes 
successfully to DL is greater than the interval that the 
scheduling course needs. This is described as (1). 

1)(          ET    ISRSTDL  IST ISR ISTIST
     sucessIST ISTIST

ft

ft

≥−∈∀∈∀
⇔→∈∀

，，

，  

Among them, → refers executing, success refers 
executing successful, ISRST refers the beginning time of 
the ISR executing successful, ET refers the time that 
executing scheduling needs. 

This model is made up of Center Scheduling 
Component and many human-computer interactive nodes. 
Each human-computer interactive node includes a Local 
Scheduling Processing Component, an Interface 
Generating Component and some human-computer 
interactive interface components. 

The architecture of the fault-tolerant scheduling model 
is shown as Figure 4. This model is made up by a Center 
Scheduling Component (CSC) and many human-
computer interactive nodes. Each human-computer 
interactive node includes a Local Scheduling Component 
(LSC), an Interface Generating Component (IGC) and 
some interface components (ICs). When the system is 
structured, a LSC, an IGC, and some ICs are disposed on 
each human-computer interactive node based on the 
logical function of the node (finished work of the node 

self) and the fault-tolerant requirement for other nodes 
(substituting other nodes breaking down).  
 

 
 
 
 
 
 
 
 
 
 
 

Figure 4.  the fault-tolerant scheduling model 

The scheduling process of ICs is illustrated using 
example of node 1 as follows. According to requirements, 
the operator of node 1 sends an ISR to LSC of node 1. If 
the ISR is LSR and belongs to set ISTnft, the LSC deals 
with the ISR, and sends the result Interface Forming 
Information (IFI) to IGC of node 1. The IGC carries out 
ICs addressing, framework generating and ICs loading. 
Finally, the display is shown. Otherwise, the ISR is sent 
to CSC by the LSC. The CSC deals with the ISR, and 
sends the IFI to the IGC of the node which the ISR 
specifies. The IGC finishes the work as the IGC of node 
1. 
In addition, CSC detects the running state of each node. 
Suppose there is a fault in node 1. According to the load 
of other nodes, reliability requirement and priority of the 
running ICs of node 1 at that time, CSC produces one or 
more scheduling request, which are carried to make other 
nodes substitute the entire or partial functions of node 1. 
At the same time, a message is sent to show that there is a 
fault in node 1, which needs to be maintained.  This 
course is called systemic FT. Moreover, if the operator 
thinks the scheduling result of above description is 
unsuitable, he can send ISR to reschedule. This course is 
called factitious FT. 

V. SCHEDULLING ALGORITHM 

The main algorithms used in the model are introduced 
in this section.  

A. The Algorithm of LSC 
The main function of LSC is to receive ISR. If the ISR 

is a LSR without FT requirements, it was processed by 
the LSC. Otherwise, it was sent to CSC. The algorithm of 
LSC is described as algorithm 1. 

Algorithm 1 
Step1: receive ISR; /* ISR∈IST, IST∈ISTS */ 
Step2: if (IST∈ISTnft)  goto  Step3; else  goto  Step4; 
Step3: if (IST.DN == IST.SN)  goto  Step5;  

else  goto  Step4; 
Step4: send ISR to CSC;  goto  Step7; 
Step5: process ISR, and get the IFI; 
Step6: send the IFI to IGC; 
Step7: end. 
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B. The Algorithm of CSC 
The CSC has three functions. First, receiving ISR sent 

by LSC and pushing it in the appropriate position of ISR 
queue according to the priority of ISR. Second, 
processing the request of the front of the queue and 
sending the IFI to the IGC of DN of ISR. Third, detecting 
the state for each node and realizing systemic fault-
tolerant. If there is a fault in a certain node, according to 
the fault-tolerant requirements of the node and systemic 
load, the entire or partial functions of the node are 
substituted by other nodes. The algorithms of CSC are 
described as algorithm 2 and algorithm 3. 

Algorithm 2 
Step1: get the front request, processing to get the IFI; 
Step2: if (IST∈ISTnf t)  goto  Step4; 
Step3: get startTime; /*startTime refers the time of the 

ISR starting to execute */ 
if (DL - startTime >= ET) 

 send the IFI to IGC of IST.DN; 
          else  goto Setp7; 

goto  Step5; 
Step4: send the IFI to IGC of IST.DN;  goto  Step6; 
Step5: receive the return (value)of IGC of IST.DN; 

if (!value)  goto Step3; 
Step6: scheduling success;  goto Step8; 
Step7: scheduling failure; 
Setp8: end. 
Algorithm 3 
Step1: detect Ni;  /*Ni ∈ the set of HCIN */ 
          if (! malfunction)  loop(timeout); 
Step2: if(all of ICs running in Ni without FT) 

 goto  Step6;  
Step3: CSC selects one or more HCIN, recording DNi. 

Then, produce FT Information, process to get 
IFI, and send it to DNi; 

Step4: get startTime;  /*startTime refers the time of the 
ISR starting to execute */ 
if (DL - startTime >= ET)  

send the IFI to IGC of DNi; 
          else  goto Setp7;  
Step5: receive the return (value)of IGC of DNi; 
          if (!value)   goto  Step4; 
Step6: notice Ni malfunction, and schedule the ICs 

with FT showing in DNi;  goto  Step8; 
Step7: notice Ni failure, and scheduling failure; 
Step8: end; 

C. The Algorithm of IGC 
The functions of IGC are ICs addressing, frame 

generating and ICs loading according to the IFI of CSC 
or LSC sending. After that, send the display result to 
CSC. The algorithm is described as algorithm 4. 

Algorithm 4 
Step1: receive the IFI from CSC or LSC; 
Step2: addressed ICs according to the IFI; 
Step3: generate frame according to the IFI; 
Step4: load ICs; 
Step5: send the display result to CSC. 
Step6: end; 

VI. EXPERIMENT ANALYSIS 

The architecture of simulation experiment is made up 
of Information Process System, Application System, 
Data-Command Agency and Human-computer 
Interactive System. The software platform is CORBA. 
Among them, the Information Process System produces 
and processes the simulation necessary data. The Data-
Command Agency manages the data and command 
uniformly. The architecture of simulation system is 
shown as Figure 5. 
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Figure 5.  the architecture of simulation system 

The fault-tolerant scheduling model of the Human-
computer interactive subsystem is determined according 
to the designing result file which is generated recurring to 
the assistant developing tool. In the model, the CSC 
cooperates with LSC to accomplish the fault-tolerant 
scheduling function. The LSC receives ISR, processing it 
or sending it to CSC according to the fault-tolerant 
requirement. The CSC receives and processes ISR sent by 
LSC to generate interface forming information. In the 
mean time, it detects the states of each node to generate 
the fault-tolerant information. The fault-tolerant 
scheduling model is shown as Figure 6. 

The Human-computer interactive subsystem 
configuration is shown as follows in simulation system. 

(1) Hardware: PIII800 processor; 256M memory; 
10/100M Ethernet. 

(2) Software: Linux OS; CORBA;  
The results of the experiment are described as follows. 

 A. The system running normal 
The ISR is LST: The scheduling result is correct. The 

time from the ISR sent to the scheduling finished is 
300ms. 
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The ISR is UST: The scheduling result is correct. The 
time from the ISR sent to the scheduling finished is 
500ms. 
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Figure 6.  the fault-tolerant scheduling model 

B. One node malfunction 
FT: The FT result is correct. The time from the 

malfunction happening to the processing finished is 2-
2.5s. This time is impacted mainly by the time of the 
malfunction detecting. 

ICs Scheduling: The scheduling result is correct. The 
scheduling time is the same as (A). 

C. Two nodes malfunction 
FT: Commonly, the FT result is correct. The time from 

the malfunction happening to the processing finished is 2-
3s. This time is impacted mainly by the time of the 
malfunction detecting. When there are many ICs with FT 
requirements in fault nodes, and the priority of the ICs 
running in other two nodes is more prior, partial functions 
of the fault nodes are substituted possibly. 

ICs Scheduling: The scheduling result is correct. The 
scheduling time is the same as (A). 

VII. CONCLUSION 
Three achievements are done in this paper. First, a 

fault-tolerant scheduling model is presented which can 
realize interface component tolerant and uniform 
switching control in distributed human-computer 
interactive system. Furthermore, it can realize dynamic 
reconfiguration and upgrading online of interface 
components. Second, a new method and technique is 
provided to design human-computer interactive system 
rapidly. Third, the feasibility of the model and its 
algorithms are proved by the simulation experiment.  
There are still some problems remained to study such as 
the granularity division of the interface components, the 
mathematic model of effect evaluating of scheduling, the 
dynamic link and composition of interface components, 
which will be researched  in the future work . 
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Abstract—IPSec provides security services at the IP layer 
and ensures the packets transmitted safely in Internet by 
authenticating and encrypting. As IPSec encapsulates some 
important information of packets, it can not cooperate 
efficiently with packets filter firewall, which filters packets 
according to protocol and port. For the cooperation 
question of IPSec and firewall, this paper proposes the 
solution that handles security problems on protocol head 
and datagram separately, combines this layered approach 
with the key agreement way, and lets the firewall involved 
in the key agreement phase of IPSec , make the encrypted 
data packets pass, thus solving the compatibility operation 
problem. 
Index Terms—IPv6, IPSec, IKE, safe connection(SA), 
packets filter firewall 

I.  INTRODUCTION  
With the rapid development of Internet, the existing 

IPv4 network reveals gradually many problems. The 
address space is shortage. Network quality of service is 
difficult to guarantee. Network bandwidth is constrained. 
Support of mobility is limited. It is so difficult to solve 
the problems of network security.IPv4 has been difficult 
to cope with the rapid development of information 
networks. With more and more challenges, it has been 
inevitable history that IP agreement carries out the 
transition of from IPv4 to IPv6 [1]. IPv6 support IPSec 
forcibly, it implements authentication based on network 
layer, integrity and confidentiality. Firewall is mainly 
used to protect the internal network, while IPSec is 
mainly used to protect the security of data transported on 
the network, it will be more conducive to combine the 
two technologies to protect data security of the whole 
network [2]. The most commonly used firewall is 
designed for IPv4. This paper studies on the cooperation 
of IPSec and Firewall. 

II. IPV6 ADVANTAGES 
The current Internet protocol, version 4, known as 

IPv4, poses several problems such as impending 
exhaustion of its address space, configuration and 
complexities due to rapid growth of the Internet and 
emerging new technologies. As a result, IETF developed 
the next generation IP, called IPv6.In addition to the 
expansion of address space, improve network speed and 
enhanced security features, ipv6 also can reduce the 
router cost by clustering mechanisms, reducing the need 
to maintain the routing table. The state and stateless 
address allocation can reduce the network administrator 
to maintain IP address of the workload; better QoS in 
dealing with streaming media data can ensure that the 

information flow[3]. Extended protocol allows the sender 
to add packet information to enhance network 
flexibility.Ipv6 have other technical advantages. 

III. IPSEC PROTOCOL 
When IETF established IPv6 standards, security 

protocol of IPSec in network layer is introduced, and 
becomes an integral part of protocol stacks. IPSec 
introduces authentication and encryption mechanisms to 
ensure the integrity of data packets and confidentiality, 
provides network layer-based authentication, therefore, 
achieves safety of network layer, guarantees end-to-end 
communications security service provided includes 
access control, no link integrity, data sources 
authentication ,confidentiality. As the network’s rapid 
development, the traditional IPv4 has brought security 
problems to get worse. Network attacks, information 
leaks and other incidents have occurred from time to 
time. To this end, IETF has developed IPSec protocol to 
protect IP Communications. IPSec is an optional 
extension for IPv4，but it is a necessary component for 
IPv6. Its main function is to provide encryption, 
authentication and other security service in the network 
layer, which provides two security mechanisms. 

IPSec security framework includes AH, ESP, IKE, the 
security associations and other related components. AH is 
authentication header and is used to authenticate the 
identity of network packet. ESP is Encapsulating Security 
Payload and is used to encrypt the contents of network 
transmission. IKE is Internet Key Exchange and is used 
to manage key. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  

Figure 1  IPSec Architecture 

 

© 2010 ACADEMY PUBLISHER 
AP-PROC-CS-10CN007 

ISBN 978-952-5726-10-7 
Proceedings of the Third International Symposium  on Computer Science and Computational Technology(ISCSCT ’10) 

 Jiaozuo, P. R. China, 14-15, August 2010, pp. 422-425 



 423

IP header AH header data 

 
Figure 2   AH transport mode 
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Figure 5   ESP tunnel modes 

A. AH 
AH supports MD5-96, SHA1-96 authenticated 

encryption algorithm. It mainly provides authentication 
of information packets, and detection of data integrity, 
but also has the “anti-replay” feature. AH message format 
consists of five fixed-length field and variable-length 
authentication data domains. Five fixed-length fields are 
the next header field, payload length of the field, reserved 
fields, SPI and serial number field. The next header field 
in which the value of the transmission mode is the value 
of the protected upper layer protocol, such as TCP or 
UDP. In tunnel mode, if it is IPv6 package, the value is 
41. The location of AH header depends on the AH 
operating mode [4]. AH have two operating modes: 
transport mode and tunnel mode. As shown in the 
following figures. 

B. ESP 
Encapsulating Security Payload (ESP) is a header 

which is inserted inside IP packet. Encapsulating Security 
Payload supports DES-CBC, 3DES-CBC, RC5, CAST-
128 and other encryption algorithm. It provides 
encryption for the IP layer, and authentication for data 
sources. In fact, ESP provides similar services as AH, but 
adds data confidentiality and the confidentiality service 
of limited data stream. Confidentiality services encrypt 
the relevant parts of IP data packets by practical 
cryptography. Confidentiality of the data stream is 
provided by confidential services in the tunnel mode. 
ESP packet format is formed by the four fixed-length 
fields and three variable-length domains [5]. ESP's 
position in the data packet depends on the operation 
mode of ESP. There are also transmission mode and 
tunnel mode, as shown below. 

 

 

C. Internet Key Exchange (IKE) 
IKE is a generic Internet Key Exchange protocol, 

which is an agreement by the other three protocols 

(ISAKMP, Oakley and SKEME) .IKE negotiate 
cryptographic algorithms which are used by AH, and ESP 
protocols, and put keys of algorithm required on the right 
place. IKE protocol which uses key, data encryption and 
other way provides authentication for both of 
communications. IKE determines which service should 
be used for different business stream, and for the services 
negotiations and consultations needed to SA and other 
key. IKE makes different business streams determine 
what services should be used, and negotiate key for the 
services need, and consultation SA. It negotiates SA, 
verifies entities and exchanges of keys through ISAKMP 
packets, the ISAKMP exchange and payload. IKE 
includes key exchange and key distribution, up to four 
keys: AH and ESP have both sending and receiving the 
keys. IKE completes SA consultations through two stages 
of exchange [6]. The first stage is used to create the IKE 
SA, and the second phase is used to create IPSEC SA on 
the basis of IKE SA protection. 

D. SA 
Security association is the foundation of IPSec; it can 

be divided into protocol header SA and data area SA. 
Protocol header SA processes the part of the protocol 
header, and the data area SA processes the data part. The 
different SA is distinguished through the SPI (security 
parameter index). SA tracks the details of IPSec session, 
which is negotiated between the two nodes. AH finishes 
authentication of the two nodes, and ESP completes the 
encryption between two nodes [7]. 

E. The impact of IPSec on IPv6 network 
In terms of security features, IPSec can ensure data 

integrity and confidentiality in the authentication, so that 
communication security, access control, privacy have 
been strengthened, but it can not be guaranteed for 
availability and non-repudiation. Common attacks for 
IPv4 network include IP fraud, replay attack, reflection 
attack, middle attacks, application layer attacks and so 
on. Because IPSec improve the security of data 
transmission in IPv6, most of the attack acts will be 
relieved about data authentication, data integrity and data 
confidentiality. Some will be inhibited including IP fraud, 
replay attack, network attacks and other forms of attack. 
Other attack acts will be continually existed about 
resource depletion and the protocol defects, including 
denial of service attacks, application layer attacks and so 
on. 

IV. FIREWALL 
A firewall is a defense system which makes the local 

network and the external network isolated. That allows 
Local Area Network (LAN) and the Internet or other 
external network between each isolation, limited network 
visits to protect internal network. In addition to network 
management, set rules about access and be accessed , cut 
off access which is prohibited, the firewall in the 
computer systems also need to analysis and filter out the 
data package, to monitor and record content and activities 
of the information through the firewall [2]. It also can 
detect and alarm the attack acts from the network. These 
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are the basic functions of the firewall. Whether hardware 
firewall or software one should have these five basic 
functions. Firewall works in the network layer or 
application layer. Firewall working in the network layer 
filters the information of transmission mainly through 
packet filtering technology, which selects the data in the 
network exports (routers) .Just only those packets that 
meet the conditions are allowed to pass, and others are 
abandoned. Network layer firewalls can allow the host 
and the servicer which are authorized, directly access to 
the internal network. You can also filter a specified port 
and Internet address information of the internal users, and 
limit the internal network to access the external network 
[8]. The application layer firewall is to control 
applications access. It is essentially an application 
gateway, also called a proxy server (Proxy Server). When 
users use a TCP / IP applications, the proxy server will 
ask users to provide external network host name. If the 
users answer and provide the correct user identity and 
authentication information, the proxy server establishes 
connections between internal network and Internet hosts, 
and acts as a relay for two communication entities. 

V. COOPERATION OF IPSEC AND FIREWALL  
IPv6 is the next generation IP protocol. It solves 

problems of the current IP address shortage, introduces 
encryption and authentication mechanisms, and 
implements authentication on the network layer. It is 
ensured for the integrity and the confidentiality of data 
packets, so you can say that IPv6 achieves the security of 
network layer. Though IPv6 has good security features, it 
can not replace the firewall. The current firewall 
generally provides the filter form of the physical layer, 
and lacks authentication and encryption mechanisms [2]. 
If it add authentication and encryption mechanisms, the 
firewall will be more perfect. IPSec is used to determine 
authentication mechanism and encryption mechanism of 
a specific connection, which can farthest hide the 
contents of the packet for the intermediate nodes, so it 
protects the data from attack. Firewall is to focus on the 
connection based on security policy and between the 
specific networks, which filters the packet under the 
upper layer protocol and port to prevent unlawful 
incursion on the internal network [8]. 

IPv6 uses encryption option, the data is encrypted 
transmission. AS IPSec encryption provides the end to 
end protection, and encryption algorithm can be optional, 
the key is not public. Because firewall is unable to 
decrypt the packet, firewall can not know TCP / UDP 
port. If the firewall releases all of the encrypted packets, 
it will no longer be able to restrict the port that the 
external users can access, and it also can not prohibit 
external users’ illegal access. The chief cause of conflict 
between IPSec and firewalls is that the firewall need to 
access packet header information and protocol header of 
the transport layer, and may be modified; but IPSec is to 
be encryption or authentication for the entire packet 
including protocol header, preventing firewalls from 
doing their jobs properly. So it’s inevitable that the 

protocols part and the data one will be processed 
separately. 

 In order to make the firewall access or modify 
protocol header information in the IP packet, this paper 
adopts to deal with protocol header and data part on the 
IP packet a safe disposal separately. The data portion 
deals with a safe disposal between hosts, which need a 
secure communication, each other. That is to say, it 
applies encryption and other safe disposals in the sender, 
and also applies encryption and other safe disposals 
equally in the receiver [9]. It is completely transparent for 
the intermediate nodes in the network, such as firewalls, 
routers, dealing with safe disposal of data related. It is in 
contrast to end process mode of data parts, the safe 
disposal of protocol header adopts subsection mode, 
which is the protocol header in the transmission process 
are protected by stages. Between the two firewalls, 
between the receiving host and its firewall, deal with the 
same safe handling equally. This three equal handling is 
mutual independence, each producing a certain stage of 
transport security. The firewall is involved in the IPSec 
key agreement phase, and records the security association 
and each key, which is established the connection 
through the firewall. In other words, the firewall instead 
of the internal host and external host exchange a session 
key and establish the tunnel. In the same time, It is 
established other encrypted channel between the internal 
host and the firewall instead of external host. Once the 
SA began negotiations, the firewall involved in the 
consultation process between the two hosts .It records the 
outcome of the SA consultations, and sends the 
negotiated SA to the firewall at the same time. Then the 
firewall can easily decrypt the data, and do the 
corresponding safe disposal for the packet header through 
the received SA. At last, the firewall makes the data 
through the security check encrypt and transmit to the 
receiver of the data packets. This means that IPSec can 
achieve the end to end protection; the firewall can also 
get the TCP / UDP port which the messages use, and 
implements correctly the filtering function [10]. This 
solution can allow IPSec and firewall to get what they 
want, and solves the conflict between IPSec and the 
firewall. 

VI. CONCLUSION 
This paper presents a solution to the conflict between 

IPSec and firewall. It is to process separately the 
transport layer protocol header and user data, using a 
different security association SA, so we can solve the 
problem above. The program is completely transparent to 
the outside of the firewall node, and easy implemented, 
ensuring network security.  
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Abstract—As more and more structured or semi-
structured data is stored and exchanged in XML 
format, XML mining becomes increasingly important, 
especially the study of classification of XML documents 
becomes more widely. Considering the disadvantage of the 
current classification of XML documents that based on 
structure and content, this paper presents an improved 
method called NM-Similarity computing similarity measure, 
which maintains an high accuracy rate when XML 
documents are similar in structure but different in content. 
This method is applied in KNN (K-Nearest Neighbor) 
method for classification. The structure similarity between 
two XML documents is computed by using Euclidean 
distance, and the content similarity is computed by using 
Cosine measure. A better result can be seen when classifying 
XML documents which focus on content more (that is, XML 
documents are created from the same DTD and the 
structure is similar) and it is more effective on classifying 
XML documents. The experiments prove that when XML 
documents are similar in structure but different in content, 
NM-Similarity in this paper provides a significant improve- 
ment in improving classification accuracy rate.  
 
Index Terms—Euclidean distance, Edit distance, XML, 
Classification, KNN, Cosine measure 

I.  INTRODUCTION 

XML (Extensible Markup Language) has become the 
standard language for data transmission and exchanging 
on the web. XML can not only store data, but also can 
store the structure and semantic information, and it has 
common data processing capability, besides, it can 
present structured, semi-structured or element structure 
data. As more and more structured or semi-structured 
data stored and exchanged in XML format, XML data 
mining becomes increasingly important, especially, 
researching on the classification of XML documents 
becomes more widely[1,2]. 

According to the nature of XML documents, the 
structure of XML documents has many models when they 
are classified, such as the tree based model, the map 
based model, the path based model and so on, and the 
core issues of the XML structure analysis is the structure 
similarity of XML documents. When the XML document 
is considered as a tag tree, the existing structure similarity 
of XML documents mainly consists of edit distance 
method, the match method of path and the analysis 
method of Time Series. Besides structure, the contents of 
the XML document play a big role in classifying XML 

documents, but the text classification cannot distinguish 
the differences involved the structure of XML 
documents, so it has already been researched deeply from 
two perspectives—the structure and the content. 

This paper studies and discusses the method of XML 
classification. It also discusses the description of imple- 
mentation of each section in classification process. In this 
paper, differing from other methods, the improved 
method considers from both structure and content to 
compute the similarity of two XML documents by using 
Cosine measure. It shows a good result when operating 
the high-dimensional vector like the content of docu- 
ments. 

The rest of the paper is organized as follows: Section 2 
reviews related work on XML document classification. In 
Section 3, this paper presents an improved method called 
NM-Similarity computing similarity measure and used in 
KNN method. Section 4 mainly discusses the experi- 
mental evaluation of the approaches and the comparison 
of other methods. Section 5, concludes the paper. 

II.  RELATED WORK 

At the present time, XML document classification 
mainly has three methods, including structure-based, 
content-based, based on the structure and content. In the 
following, some of the research work dedicated to XML 
document classification is briefly summarized. 

In [8], a classifier called XRules is developed, the 
training phase uses a database of structures with known 
classes to build a classification model and the testing 
phase takes as inputting a database of structures with 
unknown classes using the classification model to predict 
their classes. XRules only reflects regular structural 
patterns of each class. 

In [9], it proposes a new method of classification based 
on hierarchical structure for XML document, paying 
more attention to the unique structural information of 
XML document. TF-IDF is used to generate general 
feature set for the non-structural information of XML 
document, generate hierarchical feature set for the 
importance of each hierarchy of XML document and the 
knowledge feature set is generated by the domain 
knowledge, then classifies XML documents by comb- 
ining three feature set. 

In [10], it explores the application of clustering 
methods for grouping structurally similar XML docu- 
ments. This paper applies clustering algorithms using 
distances that estimate the similarity between those trees 
in terms of the hierarchical relationships of their nodes. 
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But this method only reflects the aspect of structure and 
ignores the importance of content of XML documents, so 
it influences the accuracy of classification to a certain 
extent, and when XML documents are very large, the cost 
that computes the edit distance between two documents is 
very high. 

In [11], a method simplifies the representation of XML 
document tree using repeated pruning and nested pruning, 
then computing the edit distance between two XML 
documents simplified. This paper uses hierarchical clus- 
tering to classify the XML documents according to the 
edit distance. But it does not take the content of the XML 
tree into account. 

In [12], a method is defined for computing the distance 
between any two XML documents in terms of their 
structure. The lower this distance is, the more similar the 
two documents are in terms of structure, and the more 
likely they are to have been created from the same DTD. 
But when two documents created from the same DTD can 
have radically different structures, the result is not good. 

In [13], a similar work to that described in [11] is 
developed. The method, however, is based on the KNN 
algorithm that relies on an edit distance measure. The 
approach explores both the content and the structure of 
XML documents for determining similarity among them. 
But it is more focus on the differences of structure of 
XML documents and it is less effective on classifying 
XML documents whose structure is more similar than 
content. 

III.  NM-SIMILARITY: DOCUMENT SIMILARITY 
MEASURE 

As stated in the above, in [13], the method is more 
focused on the difference of structure, and it is less 
effective on classifying XML documents whose structure 
is more similar than content and the XML documents are 
created from different DTD. Therefore this paper 
proposes a new method called NM-Similarity on the basis 
of the method computing similarity between two XML 
documents in [13], and it is effective on classifying XML 
documents which are created from the same DTD. NM-
Similarity explores both the content and the structure of 
XML documents for determining similarity. Steps for 
computing each course appear below. 

NM-Similarity is used to get the similarity of two 
XML documents which is a combination of the content 
similarity value and the structure similarity value. The 
structure similarity between the two XML documents is 
computed by using the Euclidean distance, and the 
content similarity is computed by using Cosine measure. 
The document similarity between two XML documents, 
dx and dy, is defined as (equation 1): 

 
( , ) ( ( , ) ) ( ( , ) (1 ))x y x y x ydocSim d d conSim d d strSim d dλ λ= ⋅ + ⋅ − (1) 

λ∈ (0, 1), and it depends on the importance of the 
content similarity and structure similarity. 

A.  Structure Similarity Measure 
Fundamental content of an XML document contains 

declaration, comment, tag, element, attribute and text. 

The XML data model is a dendrogram with notes; tree 
node is the element in the XML document and the notes 
of node is attributed in the XML document. The 
structural information of the tree such as element names, 
data types, parents, children, etc. can be used to compute 
the structural similarity between two XML documents. 
To simplify the structure matching process, only the 
names, which are the most important property of the 
elements, are used for structure matching. 

An XML document can be considered as a tree-based 
and it is a collection of distinct paths. The structural 
distance between XML documents can be calculated by 
these paths. Let D is a dataset of XML documents {d1, d2, 
…, dn}, P is a set of distinct paths { p1, p2, …, pf }. pi is a 
path in P, which contains all element names from the root 
element to the leaf element. The leaf element is an 
element that contains the textual content. di is the 
structure of a document, which is modeled as a vector { 
pi,1, pi,2, …, pi,,f }, where each element of the vector 
represents the frequency of a path in P that appears in the 
document. Given two documents, dx and dy , and their 
corresponding vectors, { px,1, px,2, …, px,f } and { py,1, py,2, 
…, py,f } respectively. The distance between the two 
documents is computed using the Euclidean distance 
(equation 2). 

( )2
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x y x i y i
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strSim d d P P
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d1                                                d2 
<R>                         <R> 

<S1> t1,t2, t3                        <S1> t1,t4 
<S2> t4,t3, t6                        <S2> t2,t8 

<S2.1> t2,t7, t8                     <S2.1> t2,t9 
<S2.2> t3,t7                            <S2.1> t5,t7,t8 

<S3> t5,t4, t7                        <S3> t4, t7 

Figure 1.  Two XML documents. 

As shown in figure 1, the set D contains two XML 
documents {d1,d2},element names in the documents are 
shown as embraced within brackets, <R> is the root 
element and <Si> is the internal element of leaf element. 
The content of a document is denoted by T {t1, t2,…, 
tm}. The structure of a document is extracted and 
represented as vector. The structures of all the documents 
in the dataset can be put together as a document-path 
matrix, Yn×f, where f is the number of distinct paths 
in P and n is the number of documents in D, as 
shown in table 1. Each cell in matrix Y is the 
frequency of a distinct path appearing in a 
document. 

B.  Content Similarity Measure 
As shown in figure 1, a set of distinct terms {t1, t2,…, 

tm}, denoted by T, is extracted from the dataset D. A 
term, ti, is a keyword that appears in the textual content of 
the elements in the XML document after punctuation 
mark and stop-word removal and stemming, as shown in 
figure 2 and figure 3. Let Xn×m is a document-term in 
T, where m is the number of terms in T and n is the 
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number of documents in dataset D, is constructed as 
shown in table 2. 

TABLE I.   
TWO VECTORS REPRESENTING THE STRUCTURE INFORMATION OF THE 

DOCUMENTS 

document/path R/ S1 R/ S2/ S2.1 R/ S2/ S2.2 R/ S3 

d1 1/4 1/4 1/4 1/4 

d2 1/4 2/4 0 1/4 

TABLE II.   
TWO VECTORS REPRESENTING THE CONTENT INFORMATION OF THE 

DOCUMENTS 

document/

term t1 t2 t3 t4 t5 t6 t7 t8 t9 

d1 1/9 2/9 3/9 2/9 1/9 1/9 3/9 1/9 0 

d2 1/9 2/9 0 2/9 1/9 0 2/9 2/9 1/9 

 

 
Figure 2.  Punctuation Mark Set 

 
Figure 3.  Stop-word 

The content of a document, di, is modeled as a vector 
{ti,1, ti,2, …, ti,m }, where each element of the vector 
represents the frequency of a term in T that appears in the 
document. Given two vectors, dx and dy, and their 
corresponding vectors, { dx,1, dx,2, …, dx,f } and { dy,1, 
dy,2, …, dy,f } respectively. As the cosine measure and 
metric is inversely proportional to the Euclidean distance, 
content similarity between two XML documents is 
measured as (equation 3): 
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t
xd  is the transposition of the vector dx, xd is Euclid 

number of the vector dx, and dy is Euclid number of the 
vector dy. 

C.  Application of NM-Similarity in KNN 
NM-Similarity will be applied in KNN method in this 

paper. 
The K-nearest neighbor’s algorithm (KNN) is a 

method for classifying objects based on closest training 
examples in the feature space. KNN is a type of instance-
based learning, or lazy learning where the function is 
only approximated locally and all computation is deferred 
until classification. The k-nearest neighbor algorithm is 
amongst the simplest of all machine learning algorithms: 
an object is classified by a majority vote of its neighbors, 
computing the Euclidean distance between an unknown 
object and its neighbors, with the object being assigned to 
the class most common amongst its k nearest neighbors (k 
is a positive integer, typically small). 

IV.  EMPIRICAL RESULTS 

The classification accuracy of NM-Similarity will be 
compared with the method in [11] and [13]. 

A.  Evaluation Methods 
In this paper, classification system indicator which is 

used to measure the accuracy of the classification 
solution contains precision and recall. Precision can be 
seen as a measure of exactness or fidelity, whereas Recall 
is a measure of completeness. 

Precision is defined as the number of true positives 
(i.e. the number of items correctly labeled as belonging to 
the positive class) divided by the total number of 
elements labeled as belonging to the positive class (i.e. 
the sum of true positives and false positives, which are 
items incorrectly labeled as belonging to the class). 

Recall in this context is defined as the number of true 
positives divided by the total number of elements that 
actually belong to the positive class (i.e. the sum of true 
positives and false negatives, which are items which were 
not labeled as belonging to the positive class but should 
have been). 

Given a particular category, setting the required terms: 
true positives, true negatives, false positives and false 
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negatives to tp, tn, fp, fn respectively, precision and recall 
are defined as follows(equation 4 and equation 5): 

tpPrecision
tp fp

=
+

                          (4) 

tpRecall
tp fn

=
+

                                  (5) 

B.  Results and Analysis 
In order to validate the approach in this paper, we 

evaluate our approach on real classification data sets, 
which are quoted from Wikipedia datasets [14, 15]. The 
experiment environment is as follows: P8600 CPU at 
2.4GHz, the RAM memory size is 2G-Byte, development 
tools is Microsoft Visual Studio 2005, development 
language is C#. We uses three types in Wikipedia data 
sets, which are created from the same DTD. The average 
size of the XML document is 20k, every type has 25 
XML documents and the number of unlabeled documents 
is 80. The value of λ is set based on experience in 
observation and experiment in fact. In all experiments in 
this paper, set the value of λ to 0.8. 

To check the effectiveness of our approach in this 
paper called NM-Similarity, we will use methods in [11] 
and [13]. These are in the following briefly described, as 
shown in table 3 and table 4. 

TABLE III.   
ACCURACY  RESULTS 

Method 
Precision 

K=5 K=7 K=9 

NM-Similarity 0.9125 0.925 0.9125 

Method in [13] 0.375 0.425 0.4625 

Method in [11] 0.4125 0.4 0.3875 

 
In [11], it improves the calculation of the edit distance 

between two XML documents, simplifies the repre- 
sentation of XML document tree by using repeated 
pruning and nested pruning, then computes the edit 
distance between two simplified XML documents. 
Although it can enhance the speed of the classification 
after simplifying the XML document tree, it ignores the 

importance of content of the XML document and it is less 
effective on classifying XML documents whose structure 
is more similar than content. 

TABLE IV.   
RECALL RESULTS 

Method 
Recall 

K=5 K=7 K=9 

NM-Similarity 0.9067 0.9289 0.9222 

Method in [13] 0.4178 0.4756 0.5267 

Method in [11] 0.5 0.5244 0.5178 

 
In [13], the method is based on the KNN algorithm that 

relies on an edit distance measure. The approach explores 
both the content and the structure of XML documents for 
determining similarity among them. Compared to the 
method in [11], the method in [13] improves 
classification accuracy rate to a certain extent, but 
pruning make some important content nodes miss out, so 
it is less effective on classifying XML documents whose 
structure is more similar than content. 

Using NM-Similarity in KNN, and setting the 
parameter λ to 0.2, 0.5, and 0.8 respectively, when let 
k=5, k=7 and k=9. We obtain the results displayed in 
table 5.  

The data in table 5 shows that the content information 
in these datasets plays an important role on the 
performance of the clustering solution. As λ increases, 
the result becomes better. But when λ increases to a 
particular value, the result turns worse. 

While the methods in [11] and [13] simplify the 
representation of XML document tree using pruning 
because XML documents are always large, the method in 
this paper does not use pruning. Consequently the 
methods in [11] and [13] perform better than method in 
this paper in the consideration of time complexity. 
However, many important information would be lost and 
hence the accuracy rate of classification would decrease 
because of pruning. So the method in this paper shows a 
significant improvement in accuracy rate of classification. 

TABLE V.   
ACCURACY AND RECALL RESULTS 

K 

NM-Similarity 

λ=0.2 λ=0.5 λ=0.8 λ=0.9 

Precision Recall Precision Recall Precision Recall Precision Recall 

K=5 0.6875 0.5844 0.7125 0.6977 0.9125 0.9067 0.8358 0.8535 

K=7 0.7259 0.7257 0.8069 0.8275 0.925 0.9289 0.8525 0.8794 

K=9 0.7439 0.7324 0.7846 0.7921 0.9125 0.9222 0.9105 0.9222 

 
 

V.  CONCLUSIONS 
In this paper, we discussed an effective method for 

classifying XML data called NM-Similarity. This 
approach bases on k-nearest neighborhood algorithm 
which relies on Euclidean distance. It takes the structure 
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and content similarities of XML documents into account, 
improving the accuracy of classification, especially to the 
data whose structure is more similar than content. 
Differing from other methods, this method uses the 
advantage of Cosine measure to calculate content 
similarity. But NM-Similarity does not take the articles 
linked in the XML document into account. In further 
work, the articles linked in the XML document will be 
attached with great importance and k-nearest neigh- 
borhood algorithm will also be improved. 
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Abstract—The computer network course is the required 
course that college computer-related professional sets up , in 
regard to the current teaching condition, the teaching of this 
course has not formed a complete system , some new 
knowledge points can’t be added in promptly while the 
outdated technology is still there in teaching .The article 
describes the current situation and maladies which appears 
in the university computer network related professional 
teaching ,the teaching systems schemes about the computer 
network course are presented. 
 
Index Terms—computer network, software,protocols 

I.  INTRODUCTION 

Computer network is a professional basic course, 
which must be learned by guaduated students in computer 
major. The Ministry of Education clearly states some 
documents about colleges teaching courses, which clearly 
poses that the computer network course teaching system 
should be divided into two directions,the professional and 
non-professional[1]. How to set up computer-related 
professional categories ofcomputer network course 
system becomes an important task of reforming computer 
network. 

II. CURRENT  TEACHING SITUATION 

The computer network course mainly relates four 
modules including data communications, theory of 
network, application technique of computer network, 

computer network safety and management. The 
computer course mainly takes the OSI model of the 
system frame of the computer network as theories ,take 
the practical TCP/IP framework as the main line.It 
narrates computer network-related layer model and 
protocol. It covers actual use of the relevant LAN and 
WAN technology. 

At present, according to the computer network course 
teaching statistics, which offered by majority of domestic 
computer-related professional colleges, 

There are no more than two ways of setting up courses. 
(1)Data communication +Computer network 
(pure theory)+ network technology (experiment); 
(2)Data communication and Computer network 

(Theory+Experiment); 
According to the statistical data analysis, college 

which adopt the way (1)is 45%,others which adopts the 
way (2) is 52%[2].The left 3% put forward the computer 
network course system structure systematically. 

Although the way (1) expresses that the knowledge 
points of the computer network course is coherent,and it 
increases the proportion in the class hour,but the 
separation of computer network theory and experimental 
courses make it difficult to achieve the combination of 
theory and practice  .The class hour of way (2) is short. 
The content of course covers a knowledge point that is 
numerous and jumbled,the experiment teaching  

 

III  ANALYSIS OF TEACHING CONTENT 

The total period  of the computer network course is 52, 
include 40 periods in prelection and 12 periods in 
experimentation[3]. The credit hour is 3. The teaching 
contents are shown as follow: 

Chapter 1 introduces the set of core ideas that are used 
throughout the restof the text. Motivated bywidespread 
applications, it discusses what goes into network 
architecture, and it defines the quantitative performance 
metrics that often drive network design. 

Chapter 2 surveys a wide range of low-level network 
technologies, ranging from Ethernet to token ring to 
wireless. It also describes many of the issues  that all data 
link protocols must address, including encoding, framing, 
and error detection. 

Chapter 3 introduces the basic models of switched 
networks (datagrams versus virtual circuits) and describes 
one prevalent switching technology in  details. It also 
discusses the design of hardware-based switches. 

Chapter 4 introduces internetworking and describes the 
key elements of the Internet Protocol (IP). A central 
question addressed in this chapter is how networks that 
scale to the size of the Internet are able to route packets. 

Chapter 5 moves up to the transport level, describing 
both the Internet’s Transmission Control Protocol (TCP) 
and Remote Procedure Call (RPC) used tobuild 
client/server applications in detail. 

Chapter 6 discusses congestion control and resource 
allocation. The issues in this chapter cut across both the 
network level   and the transport level. Of particular note, 
this chapter describes how congestion control works in 
TCP, and it introduces the mechanisms used by both the 
Internet and ATM to provide quality of service. 

Chapter 7 considers the data sent through a network. 
This includes the problems of both presentation 
formatting and data compression. The discussion 
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of  compression includes explanations of how MPEG 
video compression and MP3 audio compression work. 

Chapter 8 discusses network security, ranging from an 
overview of cryptography protocols (DES, RSA, MD5), 
to protocols for security services authentication, digital 
signature, message integrity), to complete security 
systems(privacy enhanced email, IPSEC). The chapter 
also discusses pragmatic issues like firewalls. 

Chapter 9 describes a representative sample of network 
applications and the protocols they use, including 
traditional applications like email and the Web, 
multimedia applications such as IP telephony and video 
streaming, and overlay networks like peer-to-peer file 
sharing and content distribution networks. 

The experimentation is the important means for 
complementing the teaching contents in prelection.It 
could help the students consolidate the basic knowledge 
and the capability of  program design. The current sets of 
exercises are of several different styles: Analytical 
exercises that ask the student to do simple algebraic 
calculations that demonstrate their understanding of 
fundamental relationships Design questions that ask the 
student to propose and evaluate protocols for various 
circumstances Hands-on questions that ask the student to 
write a few lines of code to test an idea or to experiment 
with an existing network utility library research questions 
that ask the student to learn more about a particular topic 

The idiographic distribution of the periods in 
prelection and in experimentation was shown in Table 1. 

 
Table 1: Distribution of the periods 

contents prelection experimentation 

foundation 2  

data link networks 4 2 

packet switching 8 2 

Internetworking 8 2 

end-to-end protocols 4 2 

resource allocation 6 2 

End-to-end data 4  

Network security 4 2 

 

IV  MULTIMEDIA EDUATIONAL SOFTWARE 

The computer software multimedia software has been 
done according to the need of didactical outline. The 
contents that  are preciseness and abundance, and possess 
reasonable structure system and clearly arrangement 
combines closely with teaching book. The difficulty of 
this course is understanding and application for a great 
deal of complex theory.1200 cartoons has been made to 
help students understand the the theory and principle. 
Cartoon software can demonstrate procedure of the 
principle  step by step, Teacher can control tenor of 
executed program ,as a result to help students understand 
these contents easily. 

Take the “Go-Back-N Protocol “ for example, In a Go-
Back-N (GBN) protocol, the sender is allowed to transmit 
multiple packets without waiting for an acknowledgment, 

but is constrained to have no more than some maximum 
allowable number, N, of unacknowledged packets in the 
pipeline. Figure 1 shows the sender's view of the range of 
sequence numbers in a GBN protocol. If we define base 
to be the sequence number of the oldest unacknowledged 
packet and next seqnum to be the smallest unused 
sequence number, then four intervals in the range of 
sequence numbers can be identified. Sequence numbers 
in the interval [0,base-1] correspond to packets that have 
already been transmitted and acknowledged. The interval 
[base, next seqnum-1] corresponds to packets that have 
been sent but not yet acknowledged. Sequence numbers 
in the interval [nextseqnum,base+N-1] can be used for 
packets that can be sent immediately, should data arrive 
from the upper layer. Finally, sequence numbers greater 
than or equal to base+N can not be used until an 
unacknowledged packet currently in the pipeline has been 
acknowledged.  

 

 
Fig1: the software of go-back-n protocol 

Figure 2 and Figure 3 show the operation of the GBN 
protocol for the case of a window size of five packets. 
Because of this window size limitation, the sender sends 
packets 0 through 4 but then must wait for one or more of 
these packets to be acknowledged before proceeding. As 
each successive ACK (e.g., ACK0 and ACK1) is 
received, the window slides forwards and the sender can 
transmit one new packet (pkt4 and pkt5, respectively).  

 

 

Fig2:Sending the first packet 
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Fig 3: widows slider forward 

Self-tests after class for each chapter are included in 
this software. After doing these self-tests, students master 
knowledge better. It makes 50 munites in class to prolong 
into after school to train student’s ability of self-study. 
Operating this software possess good ability of  tolerance 
and debug. It can be used after coping into computer 
without setup and tenor of cartoon demo can be 
controlled by “button” and be finished to exit at any time. 

After adopting advanced multimedia technology , 
teaching work in class obtains good effect.. 

V    CONCLUSIONS 

After developing data structure multimedia software, 
abstract knowledge and procedure of theory and protocols 
are exhibited with the cartoon mode, accepted easily by 
students in the multimedia teaching. Thereby , students’ 
enthusiasm in learning this course is exploded. This 
software is used in computer major 06,07,08  and 
information management 07,08 for computer network 
course, which obtains well didactical effect.. 
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Abstract—In order to raise the development efficiency and 
quality of three dimensional tunnel roaming system, the 
paper utilizes object-oriented technology and underlying 
graphics interface to design three dimensional graphics 
engine which can be applied in the three dimensional 
laneway roaming system and other virtual reality systems. 
The paper proposes common framework model combination 
of object-oriented design patterns, focusing on the design of 
core module of the engine. The simulation results show that 
the three dimensional roadway based on engine pattern has 
higher degree of simulation and faster speed of roaming. 
 
Index Terms—three-dimensional roadway; engine; core 
modules; design patterns. 

I.  INTRODUCTION 

With the rapid development of virtual reality 
technology, high-realism, realistic three-dimensional 
nature of roadway roaming systems have become an 
urgent requirement for the industry and academia. Prior 
to research three-dimensional roadway roaming systems, 
mostly based on OpenGL, DirectX and other low-level 
graphical interface modeling and rendering mode of 
implementation. This three-dimensional graphics library, 
in the three-dimensional graphics rendering has 
outstanding performance advantages. But they were only 
calculated on the underlying graphics API interface 
library, object-oriented operational relatively poor. If you 
use these API interface directly to system development, 
not only require a long development cycle and the 
efficiency is relatively low, but also the reliability is low 
and the simulation is poor, the rate of roaming is also 
significantly low, does not meet the three-dimensional 
roadway practical requirements for the use of roaming 
systems and modern software development trends [1]. 
Therefore, using 3D engine technology can greatly 
improve development efficiency, is a new means of 
development and design. 

Although the three-dimensional 3D engine technology 
developed fast at home and abroad, there are a lot of 3D 
products, but the cost is high, and the target is poor, it is 
difficult to find suitable systems in the development of 
three-dimensional roadway roaming products. Therefore, 
building a Three-dimensional graphics engine basic on 
graphics functions, application-oriented, modular is the 
key to develop the virtual reality Navigation System [2]. 
This research was designed to achieve the establishment 
of a subjective and interactive, high-realism and the 

ability to develop business in the common three-
dimensional roadway structure of the engine, to discuss 
the structural model of core modules of the engine. 

II.  THE FRAMEWORK OF ROADWAY ENGINE 

Three dimensional roadway roaming system is a large 
software engineering, which is made of by many modules. 
From developers’ perspective, the roadway engine 
provides API needed for the roadway developers, which 
also offers some core libraries auxiliary means for 
developing. The roadway engine is divided into two parts: 
engine core and peripheral interface of the engine.  The 
specific simulators interact with the engine by the 
peripheral interface, whereas the information conveyed is 
delivered over up to the core to deal with by engine. 

The peripheral interface is subdivided into the 
following parts: the input system module is in charge of 
detecting the input to input device in the beginning of 
each frame, the results of which are given to the logical 
decision part of the engine to deal with; the audio system 
module takes charge of loading, playing the sound and 
sound effect; the message processing module is 
responsible for sending the events received to the main 
control module in the way of messages; GUI interface 
module is with responsibility for the interface display. 

The engine core module is subdivided into the 
following parts: rendering system takes charge of the 
parts of coordinate transformation, hidden-surface 
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removal, illumination and pigmentation, texture mapping 
and particle system; the physical system is in charge of 
detecting and responding to simulated collision of 
physical laws; the resource management system are given 
to manage the texture resources, the model resources and 
so on; the mathematics common module provides the 
points, the vector, the matrix and other three-dimensional 
mathematical operation. To enhance reusability, 
expandability and maintainability of the design, design 
pattern must be used synthetically to design each module. 
Use Factory pattern to load all kinds of resources; Use 
Composite pattern to manage the scene and organize 
resources; make use of Singleton pattern to guarantee the 
uniqueness of virtual tour characters; make use of 
Flyweight pattern to realize the resource sharing [3]; 
make use of observer pattern to realize the event 
processing and message routing. The general framework 
of roadway engine as illustrated in Fig.1.  

III.  CORE MODULES 

By constructing the laneway engine, using object-
oriented approach to rendering laneway, you can handle 
from the geometry level detached work out and instead 
deal with specific scenes and objects in the scene. In 
which object includes: movable objects (laneway car, 
roaming characters), composed of static objects in the 
scene itself (laneway scene itself), lights, cameras and 
others. Just putting the object into the scene, the engine 
will complete mess of the geometry rendering treatment 
to out of dependence on the API. Scene management 
module, rendering module, file system module and the 
main control module complete most of the functionality, 
are the core modules of the engine [4]. 

A.  The design of  the roadway engine’s scene 
management module 

Scene graph in the graphics engine, the position is 
without doubt, it not only provides space for users to find 
and search for objects provide high-speed optimization, 
but the need for rendering library, it provides the search, 
sort and remove function. Sometimes also used for 
collision detection. In some specific design inside, scene 
graph can even be used for all subsystems, such as voice 
and physical systems may rely on a scene graph to 
achieve the corresponding functions. OGRE reference in 
the laneway engine solution, discard the traditional 
design method, using a scene graph and scene design 
from content, the scene graph structure and its use of data 
nodes as equal inheritance system. 

1) Scene graph structure 
In the laneway engine we use the scene node to 

organize the laneway scene content; the scene node is the 
actual transforming elemental area in the scene. The 
scene node has own connection level (to have a father 
node and certain subnodes), the node operation supports 
three kind of different coordinate system spaces: World 
coordinate space, father node space and own space. 
Therefore, in the move, zoom, rotate, they can choose to 
use the coordinate space. Scene node can exist 
independent of the scene graph, where the scene shows 

the contents of independence and the benefits of scene 
graph: the content will not be affected by a specific scene 
graph; it can be re-attached to the other scene graph. 
Scene graph of the Scene management module is in Fig.2. 

 

 
In the laneway the concrete scene content needs to 

hang in the scene node to be able to display. The scene 
content has interior equipment, including: guide rail, car, 
and transformer substation and so on. Abstracting scene 
models to specific classes for the Mesh, Mesh class 
inherits entity (Entity Class); the entity inherits the active 
object (MovableObject), and created through the scene 
manager. After the scene content founded, binded to the 
scene node which already existed. When the scene 
contents attached to the scene node, you can use the scene 
node to manage the entity, and by changing the content of 
the scene node to change the scene. Scene management 
module in the integrated hierarchical graph is in Fig.3.   

And static models (laneway model itself, guide rail) 
and dynamic models (roaming character, car, electric 
lamp and so on) in the laneway may produce by the three 
dimensional modeling tools. After loaded into the engine 
and attached to the scene node, spatial relations and 3D 
transform (move, rotate, zoom) operation objectives are 
scene nodes rather than the scene content (content to 
follow the node with the transformation), then the scene 
nodes are Unified Management by SceneManagement 
class. 

2) Scene management classes 

Root Node

Child NodeChild Node

Child NodeChild Node Child Node
 

Figure 2. Scene graph of the Scene management module 
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Through constructing the SceneManager classes in the 
laneway engine, SceneManager class is the core class in 
the Scene management module, which is responsible for 
the creation and placement of the moving objects, lights 
and cameras in the scene, and maintains their travel in the 
scene graph and transform; Loading the laneway map of 
the whole model; on the scene to support queries, and 
will remove invisible objects and push visible objects into 
the rendering queue; According to current and 
exaggeration object perspective drawing, Organizing and 
sorting (by increasing distance) unidirectional lights from 
the perspective of the current renderable; Setup and 
rendering of any shadows in the scene, passing this 
organized content to the render system for rendering. 
According to the processing mode in OGRE, 
SceneManager class and interactive rendering system can 
complete the updating and rendering scenes. As the 
laneway level of detail of different scenes in different 
locations, different levels of focus rendering, 
SceneManager class abstract the interface, the specific 
details of the level of scene management to achieve by 
the sub-class, SceneManager realizes applies the 
Template pattern. SceneManager class of the Scene 
management module is in Fig.4. 

 
B.  The design of the roadway engine’s rendering module 

1) the overall structure of the Rendering system 
Rendering module is one of the most important 

functions to complete the model of the engine; it can 
finish model, animation, lighting, special effects and 
other comprehensive and display effect. In the laneway 
engin,renderTarget class is responsible for receiving the 
results of rendering operations, which can be a window 
on the screen can also be packaged FPS statistical 
information and also responsible for creating and 
maintaining Viewport. Viewport is a rectangular area; it 
is to get the contents of the mapping from the camera to 
render the above objectives. In the same render target can 
contain one or more viewports. Camera connects 
rendering and scene management system, inherits from 
MoveableObject and Renderable in SceneManager. 
RenderSystem is responsible to exaggerate system's 
supervisory work, is defined as the abstract class, and the 
realization is completed by subclass through the graph 
API, realized with the Template pattern in Fig.5. 

2) Rendering flow 
Rendering system and scene management module with 

the main control module complete the updating and 
rendering scenes. After the MainControl initialization 
completes,it calls StartRendering function to enter the 
message circulation, and then through the message 
system realized by the observer pattern and the 

responsibility chain pattern, calling UpdateAllTarget 
method in the RenderSystem to update all the 
RenderTarget. RenderTarget through the Update method 
to update all of the Viewport, Viewport and then calls the 
associated rendering method of Camera, then program is 
into the SceneManager's RenderScene method, through 
the calculation of the rendered scene to RenderSystem do 
real rendering. 

 

 
C.  The design of the roadway engine’s main control 
module 

The main control module is in the core position in the 
system, driven by the message system ongoing 
implementation of the event logic processing and 
rendering, completes 3D scene rendering and moving 
objects. The main control module is the entire laneway 
engine's outward appearance class (realizes with Façade 
pattern) , may call each sub-system's interface in the 
engine through it; engine can be opened and closed by 
MainControl class, when the construction started the 
engine, the destructor method shuts down the engine. 
Processing message loop and dispatching events, the 
master control class realize with the SingleTon pattern, to 
ensure there is only one object and provide global access 
points [5]. Sequence diagram of the main control module 
is in Fig.6. 

IV. CONCLUSION 

The engine has played an important role in software 
development system; this paper builds an overall 
framework of the three-dimensional roadway system 
based on engine pattern to detach the reuse of code and 
modules in the systems so as to provide common 
solutions for the development of three-dimensional 
roadway system. Systems integration uses various design 
patterns to ensure system scalability. The paper focuses 
on the most important modules-the rendering modules 
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Figure 4. SceneManager class of the Scene management module 
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DispatchEventloop
Dispatchloop

Renderingloop

 : user

 : MainControl  : SceneManager  : RenderSystem  : ViewPort  : Camera  : EventProcessor  : EventDispatcher

1 : MainControl()
<<create>>

2 : SceneManager()
<<create>>

3 : RenderSystem()
<<create>>

4 : Camera()
<<create>>

5 : ViewPort()
<<create>>

6 : EventProcessor()
<<create>>

7 : EventDispatcher()
<<create>>

8 : bool := StartRendering()

9 : PreRendering()

10 : DispatchEvent() 11 : DispatchEvent()

12 : RenderingScene()

13 : UpdataCamera()
14 : RenderScene()

15 : RenderScene()16 : Render()

 
Figure 6. Sequence diagram of the Main control module 

and the scene management modules and main control 
module. 
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Abstract—Aimed at the non-stationary modulated signal of 
which signal to noise ratio (SNR) changes large, a 
modulation recognition algorithm based on neural network 
is presented. In this algorithm, instantaneous feature 
parameters of received signals are extracted using wavelet 
transform. Then, make singular value decomposition to the 
matrix which is composed of instantaneous parameters to 
get singular values. Error back propagation neural network 
(BPNN) with supervised training is to be made the classifier. 
The singular values obtained are used as feature vector and 
inputted to the classifier. So the automatic modulation 
recognition of signal is realized. The identification in 
category for FSK and PSK are simulated respectively, and 
the simulation results prove the approach proposed in this 
paper is efficient. 
 
Index Terms—recognition, feature vector extraction and 
matching, wavelet transform, singular value decomposition 
(SVD), error back propagation neural network (BPNN) 

I．INTRODUCTION 

Modulation identification for communication signals is 
a very important research topic both in military and 
civilian areas. In the military field, mastery the exact 
modulation facilitates the identification of enemy threat 
and the decision on an appropriate interfering waveform. 
So a more targeted communication confrontation strategy 
can be made [1] [2]. In civilian areas, modulation 
identification for communication signals is one of key 
technologies for the non-cooperative communication. 

Modulation recognition can be divided into two 
categories: identification between categories and 
identification in category. Identification between 
categories means the identification between different 
types of modulation mode, such as the recognition of 
ASK, FSK and PSK. The technology about it can be 
found in reference 3. And the identification in category 
means a further distinction of the same modulation mode, 
such as the recognition of BPSK, QPSK and 8PSK. For 
the identification in category, the traditional approach is 
using differences in amplitude to effectively distinguish 
MASK and using Fast Fourier Transform to distinguish 
MFSK effectively. But it still has not been found a very 
effective and simple classification method for the 
distinction of MPSK. 

Communication signals are polluted by the channel 
noise in the process of transfer, so the signal received is 
time-varying and non-stable [4]. Wavelet transform has 
the characteristics of time-frequency localized quality 

and zoom-changed. And its results reflect a number of 
coefficients got by the wavelet decomposition, which 
contain plentiful and various character information of the 
signal. So it is particularly applicable to the analysis of 
non-stable signal, and has been widely used as a tool for 
feature extraction [5]. Neural network has characteristics 
of distributed information storage, large-scale self-
adaptive parallel processing and a high degree of fault 
tolerance. Its learning ability and fault tolerance quality 
are unique to the uncertainty pattern recognition. The 
combination of wavelet transform and neural network can 
obtain a good quality of automatic identification for the 
signal, thus forming various approaches [6]. 

Based on the research of wavelet theory and neural 
network, a novel method for recognition of modulation 
signals is proposed. In this method, feature extraction is 
based on wavelet analysis and singular value 
decomposition while classification and recognition is 
based on neural network. The identification in category 
for FSK and PSK are simulated respectively, and the 
simulation results prove the approach proposed in this 
paper is efficient. 

II． WAVELET TRANSFORM  
Wavelet analysis is a time-frequency localized analysis 

method that the window size (viz. window area) is fixed 
but its shape can be changed, and both the time window 
and frequency window can be changed. That is, it has a 
higher frequency differentiate rate and a lower time 
differentiate rate in the low-frequency part while a higher 
time differentiate rate and a lower frequency differentiate 
rate in the high-frequency part [7]. The meaning of 
wavelet transform is: the function ( )tψ  known as the 
basic wavelet is made a displacementτ , and then inner-
multiplied with the signal ( )x t  in different scalesα : 

*
,

1( , ) ( ), ( ) ( ) ( )x
tWT x t t x t dtα τ

τα τ ψ ψ
αα

+∞

−∞

−
= = ∫  

   (1) 

From the definition we can see that the basic wavelet 
has two parameters: scale α and displacement τ . So 
when a function was made wavelet transform, it means 
that a time function will be cast to the two-dimensional 
space: time-scale space. It is advantage to pick-up some 
essential characteristics of the signal. The wavelet 
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function used in wavelet analysis is not exclusive, that 
means wavelet function ( )tψ has diversity. Therefore in 
engineering applications, a very important issue for 
wavelet analysis is the choice of optimal basic wavelet. 
At present the error among the results obtained by 
wavelet analysis and the theoretic results is used to judge 
the merits or demerits of the basic wavelet. So we can 
determine which one to choose. In this paper, Mexican 
Hat wavelet is used to realize the recognition of 
modulation signals. 

III．ERROR BACK PROPAGATION NEURAL NETWORK 
(BPNN)  

BP network namely the error back propagation neural 
network is the most widely used type of neural network 
models. Its topological structure adopts the three-tier 
feed-forward network structure mostly, including input 
layer, hidden layer and output layer. There are whole 
links between the layers, and no connection between 
neurons of each layer. The basic idea of BP learning 
algorithm is: learning process consists of two processes 
such as the positive transmission of signals and the back-
propagation of errors. Given an input mode of network, it 
will produce an output mode by the disposal from input 
layer units to hidden layer units, and then from hidden 
layer units to output layer units. If the output doesn’t 
agree with the expected output, it will turn to the error 
back propagation stage. Error back propagation transmits 
error signals from the hidden layer to the input layer in 
some form, and obtains the error signals of all units in 
every layer. The error signals will be used as the basis to 
modify the weight value of unit. This process will be 
carrying out up to the error of network decreases to a pre-
determined value, or to a pre-determined number of 
training. 

The training process of network is the process to adjust 
the weight value vector W in accordance with some rule, 
making error function E below the threshold that is 
required. Learning algorithm is actually based on the idea 
of linear approximation, so the convergent speed of the 
algorithm is slow. In order to accelerate the speed of 
convergence, learning algorithm-SCG (scaled conjugate 
gratitude) is proposed [8]. The algorithm based on the 
idea of second-order approximation to determine the 
search direction ( )d k and change the step ( )kα , thereby 
adjusting the weight value vectorW . The idea of second-
order approximation can be shown as follows: 

1( ) ( ) '( ) ''( )
2

T TE W W E W E W W W E W W+∆ ≈ + ∆ + ∆ ∆i    

(2)  

The specific process of algorithm can be found in 
reference 8. 

Trainscg uses scaling conjugate gradient back-
propagation algorithm to train the network. It is a 
deformation of conjugate gradient algorithm. The 
algorithm combines the model confidence interval method 
in the Levenberg-Marquardt BP (LMBP) algorithm and 
conjugate gradient method. So it avoids line search 
process that time-consuming is huge, and improves the 
training speed of network. The improved BP algorithm is 
used in this paper for the learning and training of network. 

IV． ALGORITHMIC IMPLEMENTATION 
The modulation recognition algorithm based on neural 

network proposed in this paper consists of three parts. 
First is the extraction of instantaneous feature parameters. 
Adopt wavelet transform to get wavelet coefficients of 
signal in different scales α , and make the wavelet 
coefficients gained in different scales respectively 
compose coefficient matrix. The quantity of data for 
instantaneous parameters is large. In order to reduce 
them, and saving the signal information to the largest 
extent, so the extraction of feature vector should be 
realized. The specific method is: make SVD to the 
wavelet coefficient matrix obtained in the first stage, and 
identify all the nonzero singular values to be as the 
feature vector of signals. The last part is the feature 
matching namely the design of classifier. This part is 
implemented by BPNN. Using the feature vector of 
communication signal that modulation mode has been 
known and the expected output, adopt BP learning 
algorithm to adjust the weight values of BPNN and 
obtain the neural network classifier that has been trained. 
Extract the characters of unknown signal, and then put 
them into the neural network classifier obtained. Finally 
judge the modulation types of communication signal 
according to the output of classifier.  

On the assumption that there is a communication 
signal sequence { ( ) | 0,1, , 1}x x n n L= = −"  with a 
limited length L . To realize the classification of signals, 
algorithm can be designed as follows:  

• Select appropriate basic wavelet function to make 
one-dimensional continuous wavelet transform to 
the sample signal sequence in positive, real scale 
respectively (α = 1, 2, 4, 8, 16, 32, 64, 128), and 
get wavelet coefficients. 

• Make the wavelet coefficients gained in eight 
scales respectively compose coefficient matrix 
and make SVD to it to obtain the nonzero singular 

 
Fig.1 Flow chart of classification 
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values. 
• Get the nonzero singular values as feature vector 

of signals, and input them to BPNN. 
• Use the signal characters of which modulation 

mode has been known to train the network to 
obtain neural network classifier. 

• Extract the characters of received unknown 
signal, and then put them into the neural network 
classifier that has been trained. Finally judge the 
modulation type of signal according to the output 
of classifier. 

Flow chart of classification is shown as Fig.1. 
In the training of neural network, the expected 

output vector can be set to the corresponding 0, 1 
sequence. For example: for the recognition of modulation 
signal MFSK, when the input signal is BFSK, QFSK and 
8FSK respectively, the expected output vectors should be 
set [1 0 0], [0 1 0] and [0 0 1]. That is the three nodes of 
output correspond to BFSK, QFSK and 8FSK signals 
respectively. The non-linear transformation function in 
BPNN used in this paper adopts continuous S-type 
function. So the actual output is a continuous vector 
rather than the corresponding 0, 1 sequence. Therefore 
it’s necessary to make a judgment of 0 or 1 to each output 

value after the output vector has been achieved. Judgment 
rule is shown as follows:  

                       
1, ( 0.5)
0, ( 0.5)

i
i

i

y
y

y
≥⎧

= ⎨ <⎩
                                (3

)  

Based on the rule, modulation type of signal can be 
judged in accordance with the 0, 1 sequence of output. If 
there is more than one 1 or full 0 in the output nodes, we 
can’t judge to which kind the signal belongs at the 
moment. 

It's worth noting that the specific composition of 
neural network classifier in the flow chart of 

classification (shown in fig.1) can be expressed as fig.2. 
From Fig.2 we can see that neural network classifier 

consists of three parts: identification classifier between 
categories, decision device and identification classifier in 
category. Use wavelet transform and SVD to get the 
characters of received unknown signal. The feature 
vector will be put into neural network classifier that 
already trained. First, the vector obtained is composed of 
0, 1 sequence after feature vector goes through the 
identification classifier between categories. Receiving the 
vector, decision device judges to which modulation type 
the vector belongs, and closes the switch to the 
corresponding modulation identification classifier in 
category. Then, the link to the corresponding modulation 
identification classifier in category is on. So put feature 
vector of signal to the classifier can make a further 
distinction that in the same type of modulation. 

V．EXPERIMENT ANALYSIS 
Based on the classification method mentioned above, 

the identification in category for FSK and PSK will be 
simulated respectively. The results are obtained by 
MATLAB6.5. 

A. Identification in category for FSK signals  
Generate 1500 signals randomly as training signals, of 

which BFSK, QFSK and 8FSK is respectively 500. 
Carrier frequency cf of the three signals is random 
variable that is uniformly distributed in [200MHz, 
300MHz]. Sampling frequency 800sf MHz= , code 

rate 100df MHz= , and the sampling points are 1024. 
First process these signals in accordance with the 

algorithm proposed above. The number of non-zero 
singular values obtained after handling was all 8, so use 
8 input nodes. As there are three types of signals to be 
classified, the number of output nodes is 3. 25 nodes are 
used as the intermediate nodes (the selection of 
intermediate nodes is relative to the performance of 
network and complexity of system. The more are 
intermediate nodes, the better classification results of 
network will be got. But at the same time the computing 
and complexity the system required will increase 
correspondingly. Specific selection should take both two 
factors in consideration). Training of classifier adopts 
SCG algorithm of BPNN to adjust the weight values of 
network. And the transfer function of neuron adopts 
logarithm S-type (Sigmoid) transfer function. Set the 
error threshold 0.001.  

Fig.2 Specific composition of neural network classifier 

Table 1  RECOGNITION RATE IN NOISE-FREE CIRCUMSTANCES 

 number of testing samples number of recognized 
samples recognition rate average recognition rate 

BFSK 1000 998 99.8% 
99.1% QFSK 1000 984 98.4% 

8FSK 1000 992 99.2% 
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Generate 3000 signals randomly as testing signals, of 
which BFSK, QFSK and 8FSK is respectively 1000. 
Modulation parameters of testing signals are consistent 
with training signals, and the information they carried is 
also a random sequence. After processed, they are put 
into the neural network classifier obtained previously. 
Then the judgment results can be got. Recognition rate in 
noise-free circumstances is shown in Table 1: 

In order to test the recognition rate of this method 
under the circumstances of noise, signals with noise are 
simulated. 1000 samples for each type of signal are 
tested, and fig.3 shows the simulation results. 

 
As can be seen from Fig.3, when the SNR is 10dB, 

recognition rates to the three types of signals are all more 
than 88%. The classification results are good. But when 
the SNR is lower than 10dB, recognition rate of BFSK 
declines fastest, and that of QFSK declines second. 
However 8FSK is basically out of the influence of SNR, 

and its recognition rate remains high. The results above 
are decided by the classification algorithm proposed in 
the paper. From feature vector to the three types of 
signals we can see that it is small for BFSK, bigger for 
QFSK, and the biggest for 8FSK. In the same SNR, the 
absolute values of impact caused by noise on the three 
types of signals are similar. Then the relative values of 
impact decrease in the order: BFSK, QFSK and 8FSK. 
Therefore, the anti-noise performance of BFSK is the 
worst, and that of QFSK is better. 8FSK is almost out of 
the influence of noise, so its anti-noise performance is the 
best. 

B. Identification in category for PSK signals 
For the identification in category for PSK signals, the 

parameters and processing method are identical with 
those of FSK signals. Recognition rate in noise-free 
circumstances is shown in Table 2: 

The simulation results got in the circumstances of 
noise are shown in Fig.4.  

As can be seen from Fig.4, when the SNR is 20dB, 
recognition rates to the three types of signals are all more 
than 90%. The classification results are good. But when 
the SNR is lower than 20dB, recognition rate of 8PSK 
declines fastest, and that of QPSK declines second. 
However BPSK is basically out of the influence of SNR, 
and its recognition rate remains high. From feature vector 
to the three types of signals we can see that it is small for 
8PSK, bigger for QPSK, and the biggest for BPSK. In the 
same SNR, the absolute values of impact caused by noise 
on the three types of signals are similar. Then the relative 
alues of impact decrease in the order: 8PSK, QPSK and  

 

BPSK. Therefore, the anti-noise performance of 8PSK is 
the worst, and that of QPSK is better. BPSK is almost out 
of the influence of noise, so its anti-noise performance is 
the best. 

VI．CONCLUSION 
Using wavelet to process the non-stationary modulated 

signal of which the SNR changes large. That means 
wavelet space is used as the feature space of pattern 
recognition. Instantaneous feature parameters of received 
signals are extracted using one-dimensional continuous 
wavelet transform. Then, make SVD to the matrix which 
is composed of instantaneous parameters to get singular 
values. BPNN with supervised training is to be made the 
classifier. The singular values obtained are used as 

 
Fig.3 Identification in category for FSK signals with noise 

 
Fig.4 Identification in category for PSK signals with noise 

Table 2  RECOGNITION RATE IN NOISE-FREE CIRCUMSTANCES  

 number of testing samples number of recognized 
samples recognition rate average recognition rate 

BPSK 1000 993 99.3% 

99.3% QPSK 1000 987 98.7% 

8PSK 1000 998 99.8% 
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feature vector and inputted to the classifier. So the 
automatic modulation recognition of signal is realized. 
The identification in category for FSK and PSK are 
simulated respectively, and the simulation results prove 
the approach proposed in this paper is efficient. This 
method doesn’t need to know any prior information, and 
doesn’t need to make carrier frequency synchronized or 
signal parameter estimated before identification. The only 
thing it needs to do is obtain the sampling points of 
signal. The method is simple, requires less memory and 
its speed is faster. So in military, it can meet the 
requirements of real-time processing in communication 
counterwork and opens up a new route for 
communication reconnaissance. In civilian areas, it is 
also easy and quick to use. 
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Abstract—Principal component analysis (PCA) is one of the 
main methods for face recognition, and it does have some 
benefits and achieved some results. Although, PCA method 
also has some disadvantages, such as high images 
dimensionality, computational load and so on. In this paper, 
with consideration of 2DPCA and LDA with PCA, a study 
of PCA +2 DPCA and PCA + LDA based on PCA method is 
discussed. The experimental results show that PCA +2 
DPCA and PCA + LDA are much more accurate and 
effective than traditional method that uses PCA only.  
 
Index Terms—PCA, 2DPCA, LDA, PCA+2DPCA, 
PCA+LDA, face recognition 

I.  INTRODUCTION 

Principal component analysis (PCA), two-dimensional 
principal component analysis (2DPCA), and linear 
distinguish analysis (LDA) are relatively common 
methods for face recognition which have achieved very 
good recognition rate, but they also have some defects. 
For example, when processing with people’s face image 
with PCA method, we have to turn two-dimensional 
image matrix into one-dimensional column vector, then 
the dimension of the image is changed into 
multidimensional image matrix which complicated the 
calculations. 2DPCA feature in extract data to form a 
column number vector, but the speed of classification is 
lower than PCA. The computation of LDA is very 
complex, complicate, and easy to cause errors. Therefore, 
we introduced the PCA +2DPCA method and PCA+LDA 
method. With the comparison of experimental study, both 
of the methods are more accurate than method that uses 
PCA only. 

II.  PCA,2DPCA AND LDA 

A.  PCA algorithm 
PCA (principal Components Analysis) [1-3] is derived 

from K-L transformation essentially. Its purpose is to find 
an optimal orthogonal transformation, and get the optimal 
orthogonal unit vectors which are called principal 
components, so we call this algorithm principal 
component analysis. It is the most widely used method of 
feature extraction in face recognition. The steps of this 
algorithm are as follows: 

For a human face image, we connect to each of its 
columns and build up a column vector with the size of 
D=M N× dimensions. We suppose n  is the number of 

training samples, ix is the image vector of the thi  
training sample , then the covariance matrix of the sample 
is: 

_ _

1
( )( )

n
T

j j
i

S x x x x
=

= − −∑                                      (1) 

In this formula, 
_

x  is the average image vector of 

training samples, 
_ 1

1

n
x xin i
= ∑

=
, 

_ _ _

1 2[ ]nZ x x x x x x= − − −， ，…， ,and TS ZZ= , 

the dimension is D D× .According to the theory of K-L 
transformation, the new coordinate system we need to 
obtain is composed of the non-zero vectors corresponding 
to non-zero eigenvalue of matrix S. By SVD theorem, we 
calculate the eigenvalue of TZZ through calculating the 
eigenvalue of TZ Z ,then arrange the eigenvalue in 
descending order 1 2 nλ λ λ> > >… , We define the 
eigenvectors corresponding m-largest eigenvalues as 
main elements, compose of these vectors into a subspace, 
we call it eigenface space. Then project training samples 
into the space of feature face, so we get a row of vector 
projections, then constitute these vector projections into 
recognition database. We select a image with 
concentrated testing samples and project it into the 
eigenface space, then compare their positions with the 
database of human faces by using the nearest neighbor 
classifier, so face can be recognited.Position figures and 
tables at the tops and bottoms of columns. Avoid placing 
them in the middle of columns. Large figures and tables 
may span across both columns. Leave sufficient room 
between the figures/tables and the main text. Figure 
captions should be centered below the figures; table 
captions should be centered above. Avoid placing figures 
and tables before their first mention in the text. Use the 
abbreviation “Fig. 1,” even at the beginning of a 
sentence.  

To figure axis labels, use words rather than symbols. 
Do not label axes only with units. Do not label axes with 
a ratio of quantities and units. Figure labels should be 
legible, about 9-point type. 

Color figures will be appearing only in online 
publication. All figures will be black and white graphs in 
print publication.  
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B.  2DPCA algorithm 
2DPCA[4] is different from traditional methods based 

on PCA, it does not require to transform image into one-
dimensional vector, and it calculates the eigenvectors of 
image covariance matrix based on two-dimensional 
matrix of the image directly. We calculate the 
eigenvalues and eigenvectors, and select several larger 
eigenvalue vector space structure of face, then project the 
training samples and testing samples of the image into the 
eigenface space matrix, get the characteristic matrix of 
the image, use the nearest neighbor classifier to determine 
the type of the testing samples. 

C.  LDA algorithm 
Linear discriminant analysis (LDA) [5] is a algorithm 

which we select the Fisher criterion function in classical 
linear discriminant analysis, so sometimes linear 
discriminant analysis is also called Fisher linear 
discriminant analysis (FLDA). Its purpose is to extract 
the low-dimensional with the most discriminant ability 
high-dimensional feature space. These features can help 
make all the samples with the same type together and 
separate the samples into different types as many as 
possible, that is, it selects the features that make the ratio 
of between-class scatter matrix BS and within-class 

scatter matrix WS largest. Between-class scatter matrix 
and within-class scatter matrix are showed as follows: 

1
S ( )( )

M
T

B i i i
i

N µ µ µ µ
=

= − −∑                               (2) 

1 1

S ( )( )
iNM

i i T
W j i j i

i j

x xµ µ
= =

= − −∑∑             (3)         

Fisher criterion function is: 

( ) arg max
T

B
T

W

W S WJ W
W S W

=                                  (4) 

When WS is a non-singular matrix, the feature vectors 

of 1
W BS S− are the column vectors of the best linear 

transformation that make ( )J W the largest, this group of 
vectors will be the feature vectors of feature subspace in 
FLDA. 

III.  PCA+2DPCA 

Based on the above analysis, we can see that, we must 
transform the two-dimensional image matrix into one-
dimensional column vectors when using PCA method to 
process face image. As the dimension of the image 
increasing, the computation gets more complex. 2DPCA 
method uses the original image to construct the image 
covariance matrix directly where computation is less than 
PCA method, but image feature extracted from 2DPCA is 
a column number vector, which causes the classification 
speed slower than PCA. To obtain a better method, we 
combine 2DPCA with PCA and call it PCA +2 DPCA [6]. 

We obtain the projection matrix by using 2DPCA first, 
compose the projection matrix of the sample training 

group, then extract the second feature by PCA to identify 
the human face, so both speed of feature extraction and 
classification speed are improved[7]. 

The group of training samples is: 

{ , 1, 2, M,j=1,2, N}i m nS R ij
×∈ = …， …， , 

where i is the number of categories, that is the thi  
individual; j is the thj image; M shows the number of 
persons; N shows each person contains N images; K  is 
the total number of samples, and K = MN. 

Calculate the average image matrix of samples: 

1 1

1S=
K

M N
i
j

i j

S
= =
∑ ∑                                                      (5) 

Calculate the covariance matrix of samples: 

T

1 1

1Z= ( ) ( )
K

M N
i i
j j

i j

S S S S
= =

− −∑ ∑                          (6) 

We make eigenvalue decomposition of the sample’s 
covariance matrix Z : i iZX Xλ= , select the larger 

eigenvalues 1 pλ λ… ,and use the orthogonal 

eigenvectors 1 PX X…  for the projection space. We 
project training sample 

{ , 1, 2, M,j=1,2, N}i m n
jS R i×∈ = …， …，  onto 

the space 1X X P… , and get  

Y [ , ] [Y (1), Y ( )1
m pi i i i iS X S X p Rpj j j j j
×

= = ∈…， …, , 

make up Yi
j into a new training 

sample ( 1,2, K)jx j = …， where 
1 1 1 2 2 2 M M M
1 2 N 1 2 N 1 2 N={{Y,Y, Y },{Y ,Y , Y }, {Y ,Y , Y }}jx …， …， …， …，

  Then we use PCA method to extract the second feature 
of this new sample, and get a group of projection feature 
vectors which we make them as recognition feature 
vectors so that the face recognition is completed. 

IV.  PCA+LDA 

PCA method for face recognition are impacted by 
angle, illumination, size and expressions, which will lead 
to decreasing of the recognition rate .The process of LDA 
calculation calculates matrix repeatedly, and the 
computation is so complex that can easily lead to 
cumulative errors and affecting the accuracy. In normal 
circumstances, face recognition is always a problem with 
small sample, the numbers of training samples are much 
smaller than the dimensions of the image vector, and 
make the within-class scatter matrix always a singular 
matrix, which increase the difficultly of this method. 

Therefore, we introduce a method which combines 
PCA with LDA algorithm, which is named PCA + LDA 
algorithm for face recognition[8]. We obtain the 
eigenspace of training samples through the PCA 
algorithm, and then calculate the eigenspace of LDA 
algorithm. Integrate the eigenspace of PCA and LDA into 
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one eigenspace, and get the integration eigenspace 
PCA+LDA algorithm. Training samples and testing 
samples are projected onto integration eigenspace 
separately and negotiation features are obtained, last we 
use the nearest neighbor criteria to complete the face 
recognition. The steps of particular algorithm are showed 
as follows:  

a)  Obtaine a subspace of eigenface by PCA method. 
b) Calculate eigen subspace of LDA algorithm on the 

basis of step one. 
c) Calculate the generalized eigenvalues and 

eigenvectors, which combine the best classification 
space.  

d) Integrate the eigen subspace of PCA and LDA 
algorithm into a subspace of  PCA+LDA algorithm.  

e) Project training samples and testing samples onto 
integration subspace ,get the recognition features, use the 
nearest neighbor criteria to complete the face recognition. 

V.  RESULTS AND ANALYSIS OF THE 
EXPERIMENTS 

This paper studied and discussed the similarity and 
difference of the recognition rates for face recognition by 
using PCA, PCA+2DPCA, PCA+LDA algorithm. The 
experiments are simulated on ORL face database, and it 
comprises 400 gray-level frontal view face images from 
40 persons, each person with 10 images, each with the 
size of 112 × 92, and the gray level is 256. These images 
are obtained at the conditions of different times, lightings, 
facial expressions and changing facial materials. 
Simulations are conducted on MATLAB. For each 
algorithm, we take each person’s first 5 images from 
ORL face database as training samples, and take the rest 
five images as testing samples. We compare the 
recognition rate of the various methods with different 
sizes of samples. All the experiments are carried out on a 
PC with 2.0GHz CPU and 512M memory. The following 
diagrams show the comparison of recognition rate of the 
three methods that discussed in this paper.  

 
As showed in Figure 1, the usage of PCA+2DPCA and 

PCA + LDA method are more accurate than PCA. As the 
dimension increasing,the recognition rates of the three 
methods are increased gradually,but when dimensions 

change to about 35, the recognition rate of PCA+LDA 
starts declining, which implies that the increasing of 
dimension does not necessarily lead to higher recognition 
rate. Figure 2 shows the relationship between cumulative 
match scores and the number of training samples when 
the dimension of eigenspace is 35. We find when 
processing small sample, PCA +2 DPCA is more 
accurate than PCA and PCA + LDA. As the number of 
the testing samples increasing, the recognition rate of 
PCA+2DPCA is decreasing. PCA+LDA is better than 
PCA and PCA+2DPCA significantly. Thus, 
PCA+2DPCA method is suitable for the problem of small 
sample, and PCA+LDA method is not influenced by the 
number of the testing samples. 

VI.  PCA+LDA 

In this paper, we study the features of PCA, 2DPCA 
and LDA, and compare the three face recognition 
methods of PCA, PCA+2DPCA and PCA+LDA, then 
compare their correct rates of face recognition through 
simulation experiments. From the experimental results, 
we can see that PCA+2DPCA and PCA+LDA are much 
more accurate and effective than traditional method that 
uses PCA only. But the method of PCA +2 DPCA is 
more suitable for the problem of small sample, and PCA 
+ LDA is much more accurate than PCA regardless of the 
number of samples. After all, PCA+LDA method has 
more theoretical significances in application. 
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Abstract—Multi-level spatial index techniques are always 
used in the management of large spatial databases. In this 
paper, according to the characteristics of spatial index of 
grids and QR- tree, a hybrid structure of spatial index is 
presented based on multi-grid and QR-tree. Inspired by the 
theory of Spatial Information Multi-grid, rectangular geo-
spatial is divided into a Multi-grid Index firstly, and then it 
is established spatial index for each small grid based on QR-
tree. There shows the advantages of the structure and the 
algorithm. By algorithm analysis, it is showed that the 
indexing mechanism expends slightly larger space overhead 
for higher query performance, which has a good practical 
value. 
 
Index Terms—spatial index, grid index, QR-tree, hybrid 
index 

I. INTRODUCTION 

Spatial index is a data structure according to a certain 
order, which based on the position and shape of spatial 
objects or a certain spatial relationships between spatial 
objects. Spatial index is a supplementary measure 
between the space objects and space operation algorithm, 
whose main objective is to screen and filter the spatial 
data. Through this measure, when we make spatial 
operations, a large number of spatial data is pre-excluded 
which is unrelated with the spatial object, so as to achieve 
the purpose of improving the efficiency of spatial 
operations [1]. 

Spatial index is the key technology to improve the 
performance of spatial database, which directly affects 
the efficiency of spatial data storage and the performance 
of spatial retrieval. Many scholars have done much 
research and have proposed a series of index structures on 
how to build a more effective spatial indexing.  These 
structures have their own advantages. They solve some of 
the problems of spatial data index from different angles at 
different levels. Their actual effectiveness is often 
dependent on the specific structure of spatial data and 
methods of spatial data organization and storage. In terms 
of the current research of the spatial index, more 
representative include KD tree [2]、Quadtree [3-5]、R-
tree and its improved [6] , the grid [7] and so on. 

These methods of spatial index have their own 
advantages and disadvantages. By analyzing the 
advantages of grid index and QR-tree, this paper proposes 
a hybrid structure of spatial index based on multilevel 
grid [8] and QR-tree [9-10]. In this program, first, coarse 

mesh the rectangular geo-spatial repeatedly to establish a 
multi-level index, and then establish a QR-tree index for 
each sub-grid can not be further divided. Results show, in 
addition to storage space should be slightly larger, it’s 
performance of insertion, deletion, query algorithm is 
superior to Grid Index and QR-tree. 

II. REPRESENTATION OF HYBRID INDEX AND 
DATA STRUCTURES 

A. Representation of Multi-level spatial Index 
In actual applications, there are both exact queries and 

also non-exact queries which are raised by user. We need 
to do a division of non-exact queries, and then the results 
will be obtained. But for exact queries, if we only divide 
into M × N small pieces, it often fails to check 
requirements. For example, we query a point entity 
whether falls within a polygon or not. Even if they are 
stored in the same block, but that does not mean to meet 
the requirements, only show that they are nothing more 
than closer. 

In order to achieve the requirements of precise queries, 
only make M and N is large enough, and even small 
pieces can not be divided. But it is obvious that, when the 
M and N is too large, the space and time efficiency would 
have become lower. Therefore, in order to improve the 
efficiency, we can divide the small pieces of the one level 
grid by using multilevel grid strategy. Blocks can be 
divided into a number of levels, but if the rank is too 
much, it will bring too much overhead of storage space 
and the reduction of time efficiency. For this reason, in 
the specific applications, we need formulate different 
index series according to the actual situation, which can 
be specified by the user, or optimized by certain 
conditions. 

A specific partition method is that the entire space is 
divided into blocks of m1 row and n1 column by first-
level grid division. Each block can also carry out a 
second-level division which is divided into lower blocks 
of any number of rows and columns. The number of 
lower blocks can be different. It depends on the actual 
need that whether each block is divided into the next 
level. Dynamic lists which point the next level division 
through the pointer can be used to store the structure. If 
the current block is no longer divided, the establishment 
of multi-grid index for this block is finished, and then a 
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QR-tree index is established for each block to build the 
hybrid index. 

 

 
Figure 1.   the relational table about cross-block object 

B. Indexing Mechanism and Data Structures 
This index structure we proposed is a multi-level 

hybrid index structure combined by multi-level Grid 
Index and the QR-tree index. First, the entire space is 
divided into N sub-spaces by multi-grid, and then we use 
QR-tree to search the final sub-index space. Its core idea 
is decompose a “Large” QR-tree into many “small” QR-
trees. This approach has not only reduced the average 
depth of QR-trees, but also reduced the overlap of the 
index space in order to improve the overall search 
performance. 

Rectangular geo-spatial will be divided into certain 
number of blocks by multi-grid index structure. Every 
block can be regarded a bucket. We can establish a QR-
tree index for certain number of objects which MBR 
completely falling into a bucket. The bucket stores the 
pointer which point to the root node of QR-tree. And the 
index information of cross-block objects is also stored in 
the corresponding bucket directly. 

We can set Block[i] for the objects in a bucket, 
S_Block[i] for the set which stored the index information 
of cross-block objects in the bucket, Block[i].QR-Tree for 
the corresponding QR-tree of Block[i]. 

(1) We set P_OBJx for an arbitrary point object, Oidx 
for its unique identifier and Pointx for its coordinate. If 
P_OBJx�Block[i], <Oidx,Pointx> �Block[i].QR-Tree. 

(2) We set L_OBJx for an arbitrary line object, Oidx for 
its unique identifier, L_MBRx for its minimum bounding 
rectangle and {l1, l2, …, lm} for the set of L_MBRx across 
bucket number. If m=1, <Oidx, L_MBRx>�Block[i].QR-
Tree. If m>1, <Oidx,L_MBRx>�S_Block[i] 
for∀ �{l1,l2,… ,lm}. 

(3) We set S_OBJx for an arbitrary range object, Oidx 
for its unique identifier, S_MBRx for its minimum 
bounding rectangle and{s1,s2, …,sm} for the set of 
S_MBRx across bucket number. If m=1, <Oidx, 
R_MBRx>�Block[i].QRTree. If m>1, <Oidx, 
S_MBRx>�S_Block[i] for ∀� {s1, s2, …, sm}. 

The data structure of this index consists of a number of 
bucket arrays, a single linked list contains the index 
information of cross-block objects, and a pointer contains 
the index information of QR-tree root node. If a block 
will be divided further, we can obtain a number of 
second-level blocks which stored in the region of the 
first-level block pointer point to after the second-level 
division. If the block doesn’t contain a cross-block object, 
the pointer points to the single linked list is null. If the 
block doesn’t completely contain any object, the pointer 
field of the QR-tree corresponding to the block is null. If 
the block completely contains several objects, the pointer 
field of the QR-tree corresponding to the block point to 
the root node of the QR-tree. 

In order to manage the cross-block objects 
conveniently, we establish the relational table about cross 

block objects and its corresponding bucket. The table 
records Oid for the unique identifier of cross-block 
object, Num for objects across the numbers of barrels and 
Block_Noi for objects across the serial numbers of 
buckets, as shown in the following figure. In the 
operation of cross-block objects, we can find the object 
and its corresponding bucket directly according to the 
table to improve operational efficiency. 

III. MAJOR OPERATIONS ALGORITHMS 

A. Insertion Algorithm 
Insertion process involves the point object's coordinate 

insertion process and the line and range’s bounding 
rectangle insertion process. 

As follows: 
(1)The insertion algorithm of the point object 
Input: point(x, y) for the coordinate of the point object 

and Oid for the unique identifier of the object 
Output: the index with punctuate logo and its feature 

information 
�Search the corresponding block number i of the 

point(x, y) in the dynamic linked list. 
�We can find the corresponding bucket according to 

Block[i]. If the pointer which point to the root node of 
QR-tree is null, establish the QR-tree which root node is 
the new node. Then link the new QR-tree to the bucket. 
Go to�. 

If the pointer which point to the root node of QR-tree 
is not null, calculate the R-tree corresponding to the point 
object. If the leaf node can accommodate the index entry, 
the index entry of the new node could be inserted into 
leaf nodes directly. If the leaf node overflow resulting 
node split, use the split algorithm in the reference 
[11].After the node split, use the R-tree adjustment 
algorithm in the reference [11].If the node split 
communicate upward, it leads to root node split 
generating a new root node. Then modify the pointer 
which point to the root node of R-tree, making it point to 
the new root node. The insertion algorithm is used the 
method in the reference [11]. 

� End algorithm. 
(2)The insertion algorithm of the line object or range 

object 
Input: mbr (min_x ,min_y ,Max_x ,max_y) for the 

object’s minimum bounding rectangle and Oid for its 
unique identifier 

Output: the index with logo of the line or range object 
and its feature information 

�Calculate i and j for the corresponding block of 
lower left and upper right corner of the object’s bounding 
rectangle, also k and l for its upper left and lower right 
corner. 

�If i=j or k=l, the rectangle completely falls into the 
same block. We can use the algorithm similar to the 
insertion algorithm of the point object. Go to �. 

�If i ≠ j and k ≠ l, the rectangle falls into multiple 
blocks which set is { i , i+1, …l,l+1, … ,k,k+1 , … , j}. 
The set is marked as Set_B. Each block corresponds to a 
bucket, then the bucket can be expressed as Block[x] 
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(x�Set_B).The new node index entry is inserted into 
Block[x] separately, at the same time the Oid of the 
object and its relational bucket number write to the 
relational table about cross-block objects and its 
corresponding bucket. 

�End algorithm. 

B. Deletion Algorithm 
Deletion algorithm includes the deletion of point 

object’s index information and deletion of line or range 
object’s index information. 

As follows: 
(1)The deletion algorithm of the point object 
Input: point(x, y) for the coordinate of the point object 

to be deleted and Oid for the unique identifier of the 
object 

Output: none 
�Search the corresponding block number i of the 

point(x, y) in the dynamic linked list. 
�We can find the corresponding bucket according to 

Block[i]. Then take out the pointer pointing to the QR-
tree. If the pointer is null, go to �, or else calculate the R-
tree corresponding to the point object. Using the R-tree 
deletion algorithm in the reference [11], the index entry 
of the object can be deleted from R-tree. 

�End algorithm. 
(2) The deletion algorithm of the line or range object 
Input: mbr (min_x ,min_y ,Max_x ,max_y) for the 

minimum bounding rectangle of the object to be deleted 
and Oid for its unique identifier 

Output: none 
�Calculate i and j for the corresponding block of 

lower left and upper right corner of the object’s bounding 
rectangle. 

�If i=j or k=l, the rectangle completely falls into the 
same block. We can use the algorithm similar to the 
deletion algorithm of the point object. Go to �. 

�If i ≠ j and k ≠ l, the rectangle falls into multiple 
blocks. According to Oid of the object, we can search the 
block number which the object crosses from the relational 
table about cross-block objects and its corresponding 
bucket. Then delete the information of the object index 
entry in each bucket. 

�End algorithm. 

C. Query Algorithm 
Query algorithm is more complicated, we only discuss 

the queries based on window query here. Given a query 
window S, we set Set_B for the set of the block number 
which covered by query window, and 
Set_Block(i)(i�Set_B) for the set of the bucket numbers 
corresponding to the query window. 

Query algorithm is described as follows: 
Input: S(x1, y1, x2, y2) for query window, (x1, y1) for 

the lower left corner coordinates of the query 
window,(x2,y2) for the upper right corner coordinates 

Output: Set_S for the set of the index entries of the 
object which fall into the window 

� Put Set_S = Φ , and find out the set of bucket 
numbers corresponding to the query window S Set_Block 
(i) (i �Set_B). 

� If Set_Block (i) =Φ , go to �. 
�Take any Block[ x ] �Set_Block(i) , if S ∩ Block[ x 

] .QR-Tree. MBR ≠ Φ , it will have to traverse all of the 
quadtree nodes, to find out the R-tree corresponding to 
the window targets. Using the region query algorithm in 
the reference [11], we can find out the index entries of the 
objects which fall into the query window from the leaf 
nodes of the R-tree. Then bring them into Set_B. 

�Find out S_Block [x]. 
�If S_Block[x] = Φ , Set_Block(i) ⇐ Set_Block(i)-

S_Block[x]. Go to �。 
�Take an index entry of arbitrary cross-block 

object<Oidj ,MBRj> � S _Block[ x ].If S ∩ MBRj≠ Φ , 
Set_S⇐ Set_S �{< Oidj ,MBRj >} 。 

�Set_Block[x]⇐ Set_Block[x]-(<Oidj ,MBRj>), go to 
�. 

�Output Set_S,  end algorithm. 

IV. ANALYSIS OF THE CAPABILITY 

The technology this index used is mesh the rectangular 
geo-spatial repeatedly first, thus the number of cross-
block objects in every grid reduced greatly, in order to 
reduce the duplication of storage. For the objects which 
completely contained in each grid, we use QR-tree to 
store them. This based on object segmentation way 
further reduces the storage overhead. 

Multi-level grid index can help you to locate the object 
you want to query, just need simple address calculation 
and a small amount of disk access. Its query speed is 
fastest. But because of duplication of storage, the 
insertion and deletion of the object is time-consuming. So 
we combine multi-level grid index with QR-tree which 
efficiency of insertion, deletion and query is outstanding, 
even superior to R-tree. The performance of QR-tree is 
proportional to the depth of quadtree. Deeper the quadtree 
is, better the performance is. However, the storage 
overhead of QR-tree and the depth of quadtree is 
proportional too. So in practical applications, we should 
select the appropriate depth for the quadtree to exchange 
for higher performance. 

Overall, this index structure has better time complexity 
and space complexity. It expends slightly larger space 
overhead for higher query performance. Especially for 
large-scale spatial databases, it has an excellent practical 
value. 
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Abstract—With the application of large scale even global 
scale geospatial data, the multi-scale representation of 
global vector data on sphere becomes very important. In 
order to represent the multi-scale global vector data 
efficiently and accurately, a real-time global vector data 
simplification method based on map accuracy is presented 
in this paper. Firstly, this method generates simplification 
thresholds according to the principle of map accuracy and 
the distance between viewpoint and the 3D global surface. 
Then, an improved-Li-Openshaw algorithm and Daglaus-
Peauker algorithm are used to simplify line objects in two 
different directions in the data multi-scale representation 
process. Finally, an experiment with ESRI shp file data of 
the roads in China is given. The result illustrates that the 
method can simplify line objects efficiently, and the 
simplification ratio can reach about 80% or higher. The 
result is good and receivable. 
 
Index Terms—Global GIS, multi-scale representation, 
global vector data, spherical space 

I.  INTRODUCTION 

In recently years, the large scale even global scale 
geospatial data for analyzing and decision-making are 
required in many applications, such as global 
environmental monitoring, meteorological forecasting, 
sustainable development and utilization of resources, 
national security, and digital earth and so on. In order to 
avoid some significant drawbacks caused by projecting 
mode of traditional GIS, such as geometric distortions, 
data discontinuity and inconsistency of spatial relation, 
etc [Lukatela 2000; Kolar 2004], the geo-spatial data 
must be expressed on the spherical surface directly.  It 
becomes necessary to construct a global oriented 
geography information system, namely Global GIS. 

One of the key technologies for constructing a Global 
GIS is representing multi-scale geo-spatial data on the 
global surface. Related researches have been done in 
recently decade, and some software systems have been 
developed, such as Google Earth, WorldWind, and 
ArcGlobe, etc. However, these systems provide much 
raster data multi-scale representation and visualization 
function, while vector data multi-scale representation and 
visualization function are weaker. As a result, spatial 
entities related functions are few[Goodchild 2008; SUN 
Min, etc. 2008; Wang Zhipeng 2008b], which are very 
important for most applications in GIS, such as 
interactive retrieval, query, operating, analyzing and so 
on. If vector data could be efficiently represented on the 

sphere, spatial entities related functions will be achieved, 
the capabilities of those virtual geo-space systems would 
be significantly extended. At the same time, problems of 
global multi-source, multi-dimensional, multi-type, 
multi-resolution data seamless integration, representation, 
analyzing, unified treatment and sharing will be solved, 
and the application of digital earth will be more extensive 
and deeper. It is well known that the quantity of the 
global spatial data is huge. In order to improve the 
efficiency of operations, it should be simplified during 
the process of multi-scale representation and 
visualization. So the main aim of our work is to study 
simplification methods of global vector data when they 
will be multi-scale represented on the sphere. 

II.  RELATED WORKS  

A lot of works have been done about the vector data 
simplification in traditional 2D and general small scale 
3D Euclidean space environment, but related works are 
very few in sphere environment. Yet a spherical surface 
space is not topologically equivalent to Euclidean space 
in geometry, methods used in Euclidean space can not be 
used directly in a spherical surface. Some approaches to 
simplify vector data on the sphere have been suggested. 
These approaches can be classified two kinds of 
simplification method: based on spherical grid and based 
on viewpoint. 

Simplification based on spherical grid. The principle is: 
combining vector data with spherical grid, and take grid 
unit as the filter, choose one point to stand for all points 
in the same grid unit, and linked these selected points as 
the new lines or polygons; the vector lines or polygons 
would be simplified when the spherical grid levels 
changed from high to low. The typical works are Dutton 
[1997] presented a simplification strategy by combined 
vector curves with QTM and JAO Jian [2005] proposed a 
new algorithm based on Dutton’s. Dutton took local 
curvature as the parameter to control points selected, 
overcame the defect of selecting points mechanically, but 
related computation, non-line conversion, classification 
and storage made the simplification become complicated. 
JAO Jian selected a lower grid level as the initiative level 
to choose points. This initiative level grid unit was larger 
than the scheduled target QTM level. She judges the line 
is zigzag or smooth according point numbers in the grid 
unit. If there are many points in the gird unit, the line is 
zigzag, or the line is smooth. If the line is smooth, 
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selecting the midpoint of the point range to stand for all 
points in the same grid unit. If the line is zigzag, 
subdividing the grid, up to the scheduled target level. 
This method is easier and the simplification efficiency is 
higher. But it is little reliance that judging the line is 
zigzag or smooth according point numbers in the grid unit. 
Summarizing the two methods above, they both can 
simplify the data to a certain degree. They both have 
weakness. Firstly, there would be obvious difference 
between the simplified curves with the origin one because 
some feature points would be ignored during 
simplification process. Secondly, self-intersection 
phenomenon appears sometimes. 

Simplification based on viewpoint. View-dependent 
simplification methods are based the principle of eye 
observation. “The farer it is small, the closer it is big. The 
closer can be seen the details, the farer only can be seen 
the outline.” Sun Min, et al [2007] proposed a QIP 
method for online vector data 3D visualization which 
based on the contrived priority and automatic priority of 
points to control real time global data generalization 
process. Wang Zhipeng, et al [2008a; 2008b] presented a 
view-dependent simplification algorithm. This algorithm 
used screen space projection error as the threshold 
realized the multi-resolution representation of the vector 
curve on sphere. But screen space projection error is 
intimately related with the screen pixels, simplification 
result maybe different if the screen pixel’s size is 
different. 

Comparing these two kinds of approaches, it is easy to 
realize simplification by combining vector data with 
spherical grid. Simplification methods based on 
viewpoint corresponding with the principle of human 
observation, it can give us a fine visual effect, and can be 
understood and used easily. But these works seldom care 
for the representation accuracy. Representation accuracy 
determines the accuracy of retrieval, query, operating, 
analyzing and so on, we should pay much attention to it 
during simplification. In this paper, a real-time global 
vector data simplification algorithm based on map 
accuracy will be presented. In order to simplify the data 
simplification problem, in this research work, curve 
objects are mainly discussed in this paper . 

          III.THE PRINCIPLE  AND  ALGONITHM  
IMPLEMENTATION 

A.The principle of algorithm. 
When making a topographic map, those targets whose 

size is larger than 0.1mm will be drawn on the map, 
whose size is smaller than 0.1mm won’t be drawn on the 
map. Choosing the 0.1mm as the threshold is based on 

vision principle. The reason is that our eyes’ Minimal 
Angle of Resolution is 1′, the smallest size is 0.1mm 
which our eyes can make out when the distance between 
our eyes and the target is about 0.5m, as shown as Fig. 1.  

The viewpoint is our eyes in a 3D visualization 
system. According to the vision principle and Fig 1 
we will have this equation: 

 
                                                                                   (1) 
 

where D is the distance between the viewpoint and the 
target, and L is the smallest target size which viewpoint 
can make out. 

That is to say the target will not be made out if its 
size is less than L when the distance between the 
viewpoint and the target is more than D, it is 
unnecessary to be expressed during the 
representation process. If these targets are eliminated 
during representation, data will be simplified. This is 
the principle of the global vector data simplification 
algorithm based on map accuracy. 

B.The method implementation procedure    
Li-OpenShaw algorithm is famous data simplification 

algorithm which based on a natural principle of objective 
generalization, so this research chooses it as the basic 
algorithm. Li Z. L. and Openshow[1992,1993] have 
described the simplification procedure in detail. But 
during the simplification procedure using Li-OpenShaw 
algorithm, sometimes the simplification-circle will 
intersect with multi parts of the curve, especially at the 
bottleneck, which will cause several different 
simplification results, even significant difference with the 
original. As shown as Fig.2. [Ying Shen, 2002] 

 
 
 

 
 
 
 
 
 
 
 

Figure 2  Li-Openshaw algorithm and the bottleneck problem 
 
To overcome this deficiency, an improvement is done 

for Li-OpenShaw algorithm in this paper. During 
simplification procedure, comparing the arc length 
between points with the threshold directly instead of the 
simplification circle. Several different simplification 
result phenomenon will never appear.   

Using the improved Li-OpenShaw algorithm and map 
accuracy, for a curve on the sphere surface,, the 
simplification procedure as follows:  
(1) Firstly, saving the first point and the last point of the 

curve, and defining two index pointers namely 
Location_pointer and Move_pointer and letting them 
points to the beginning two points. Then measuring 
the distance D viewpoint to global surface, and 
generating the simplification threshold L according 
the principle of map accuracy and D. 
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Figure 1.   The principle of map accuracy. 
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(2) Measuring the minor arc length l of the great circle 
which through the two points Location_pointer and 
Move_pointer point to.  

(3) Comparing l with L. If l is shorter than L, eliminating 
the point that Move_pointer points to, moving 
Move_pointer a point toward the end. Or else, 
moving both Location_pointer and Move_pointer a 
point toward the end, and saving the point which 
Location _pointer points to. Go to the (2) until 
Move_pointer points to the last point. Fig 3 shows 
the simplification procedure. 

 
 
 
 
 
 

Figure 3   The simplification procedure based on  
 

improved Li-OpenShaw algorithm and map accuracy 
From the simplification procedure above, it is obvious 

that that the improved Li-OpenShaw algorithm simplified 
the curve in curve direction only; in curve vertical 
direction did no thing. As Fig 4 shown, if the curve is a 
relatively flat curve, and the length ls of the minor arc 
between points are all longer than L, all points will be 
saved. In fact, if the minor arc length ls between points P2, 
P3, P4, etc. and the minor arc of the great circle which 
through P1 and Pn is shorter than L, the minor arc through 
P1 and Pn can substitute for the curve. So another 
simplification algorithm which can simplify in curve 
vertical direction is needed. Douglas-Peucker algorithm is 
a classical data simplification algorithm. It can keep 
general characteristics and fractal dimension of the curve, 
and simplify curves in curve vertical direction effectively. 
So Douglas-Peucker algorithm is imported for further 
simplification.  

                                                                                                       

 
 

Figure 4   Using an arc instead of a curve 
 
For a curve and a distance D, the total simplification 

procedure can be described as this: Firstly, generating the 
simplification threshold L according to map accuracy 
principle and the distance D viewpoint to sphere surface. 
Then using the improved Li-Openshaw algorithm to 
simplify the curve in curve direction for the first time, 
and using the Douglas-Peucker algorithm with the same 
threshold L to simplify the curve which has been 
simplified by the improved Li-Openshaw algorithm for 
the second time in curve vertical direction. Thus the 
curve has been simplified twice in two directions, those 
unnecessary or beyond expression points will be 
eliminated mostly.  Repeating the above process when the 
distance D changes, the data are real-time simplified. 

It is important to note that all middle points except the 

first and the last of a curve may be eliminated if D 
increase without limit. There will be a quite different 
between simplification result with the original data, 
which will bring significant errors for analyzing and 
measurement. In addition, if D is very long, the virtual 
3D earth will be very small; this is no real meaning. Thus 
we should set the maximum value for D according to the 
purpose and scope of the work. 

 IV.EXPENIMENT 

In order to test the method, one vector data set about 
road network data in China is used, the data set has 
310057 points. These data are rendered on 3D global 
surface in real time. 11 viewpoint distances to 3D global 
surface are selected, and point numbers after 
simplification and simplification ratios are respectively 
recorded, the result shows in Table.1. Obviously, the data 
are simplified at different degree with different viewpoint 
distances. When the viewpoint distance to global surface 
increases, point numbers after simplification decrease 
rapidly and the simplification ratio increase quickly. The 
simplification ratio reaches about 80% when the distance 
increases near to the predefined maximum value 
20000km.It is to say, four out of five of points are 
eliminated. 6 pictures are copied respectively from 6 
viewpoint distances to one area during viewpoint running 
away from global surface (shown as Fig.5). 

V.CONCLUSION 

With the application of large scale even global scale 
geospatial data, the multi-scale representation of global 
vector data on sphere becomes very important. Data 
simplification is one of important aspects for realizing 
multi-scale representation and fast visualization. This 
real-time global vector data simplification algorithm 
based on map accuracy, it does double simplification for 
a curve: The improved Li-Openshaw algorithm simplifies 
the data in curve direction and Daglaus-Peauker 
algorithm in curve vertical direction,which improves the 
simplification ratio rapidly which can reaches about 80% 
or higher. In addition, it uses the principle of map 
accuracy generating the simplification threshold which 
assures the expression precision, and then assures the 
precision of interactive retrieval, query and analysis. In a 
word, it can simplify the data efficiently while 
maintaining high accuracy. 

Although the algorithm is effective, there are also 
some defects: the simplification result is not very good if 
the line is very long or it is far away from the vertical line 
from viewpoint to global surface. In addition, Daglaus-
Peauker algorithm will cause self-intersection sometimes 
and bring about wrong topological relation. All these 
problems need being further studied. 
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Table. 1.   Point numbers after simplification and simplification ratiosratios 

 

 

 
 

Figure 5. The screen shot sequence from different viewpoint distance to global surface 
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1009.7km582.1km190.6km 



 455

 
Figure 1.  Compositions of CO sensor 
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Abstract—ZigBee is an emerging short-range, low-rate 
wireless network technology, which is a proposal cross 
between wireless tag technology and Bluetooth. The ZigBee 
agreement based on Wireless Sensor Networks overcome 
the past shortcomings in sensor network routing, for 
example, Wiring problems, poor effects of real-time 
detection, poor performance on proofing explosion. Based 
on the analysis of ZigBee technology in an underground 
mine wireless transmission, an electrochemical co wireless 
sensor has been designed, AT89C52 and wireless transceiver 
chip CC2420 constitutes a wireless transmission module，
the sensor can display concentration values real-time, 
transfinite sound and light alarm, etc, it has strong anti-
interference ability,it is suitable to be installed underground 
where needs wireless co sensor. 
 
Index Terms—ZigBee, wireless sensor network, AT89C52, 
cc2420, electrochemistry CO sensor 

I.  INTRODUCTION 

Carbon monoxide is a colorless, tasteless, odorless gas,  
lighter than air, and can be uniformly mixed with air, 
when the air CO concentration range from 13 to 75 
percent risk of explosion. Explosion, spontaneous 
combustion of coal, mine fires and coal dust explosion 
caused by gas produced a major source of carbon 
monoxide underground [1]. as a key technical indicators 
of forecasting and detection of spontaneous combustion 
of coal,by the addition of carbon monoxide sensors in the 
mine and monitoring carbon monoxide concentration 
real-time is necessary. Existing mine carbon monoxide 
sensor multi-use wired technology to monitor carbon 
monoxide levels, Such programs scalability, cumbersome 
wiring, affecting appearance. Due to hard-wire 
connection, the line was easy to aging or corrosion, rat 
bite, abrasion, high incidence of failure. Wireless carbon 
monoxide sensor constructioned by wireless transmission 
can just avoid these problems. And, for more flexible, it 
avoid the trouble of re-wiring ,the network infrastructure 
is no longer needed buried in the ground or hidden in the 
wall, you can adapt to the needs of changing or moving. 

II.  ZIGBEE TECHNOLOGY 

ZigBee uses 2.4GHz frequency band, ZigBee's PHY 
layer uses direct sequence spread spectrum (DSSS) 
technology, which has a Advantage of covering, 
confidentiality, strong anti-interference, resistance to 
multipath interference, increase system capacity, etc, 
particularly suitable for underground communication, can 

resist the interference of underground equipment and the 
environment;ZigBee  has a advantage of low power 
consumption, low-cost , which happens to apply to more 
tortuous, strict restrictions on power supply, the shortage 
of funds, etc in mine[2]. In view of these advantages, in 
order to reduce coal mine hazards, contain gas accidents, 
full and unattended real-time monitoring to carbon 
monoxide concentration, this paper designed 
electrochemical wireless carbon monoxide sensor based 
on ZigBee. 

A.  ZigBee-based wireless sensor networks 
Node realization of the mechanism of ZigBee-based 

wireless sensor networks[3]is use  ZigBee transfer 
module instead of the traditional serial communication 
module to sent collected information date wirelessly. The 
node includes ZigBee wireless communication module, 
micro-controller module, sensor module, DC power 
supply module. 

�.SENSITIVE ELEMENT COMPOSITION AND 
WORKING PRINCIPLE OF SENSOR 

A.  The composition of sensing element 
Composition sensing element shown in Figure 1, Here 

electrochemical wireless carbon monoxide sensor 
developed by constant potential electrolysis type working 
principle, composed by the ventilation holes sensors, 
filters, electrolyte, working electrode, counter electrode 
and reference electrode. Holes is the gas channel, that 
CO, O2 and other gases can go through, but it is not only 
to prevent the leaking electrolytic tanks, but also to 
prevent the infiltration of water vapor outside the 
electrolytic cell, so it needs a layer of porous hydrophobic 
strong plastic film. Filter absorbed organic molecules in 
the air mainly by physical adsorption to prevent these 
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Figure 2.    Sensor node hardware architecture 

Figure 3.   hardware components of CO sensor in mine 

substances from get into the sensor to contaminate 
electrode and impact the electrolyte performance, so the 
extension of the sensor filter plays an important role in 
extending the life of the sensor, stableing the state of the 
sensor. Working electrode, counter electrode contains 
catalytic activity of metal particles to carbon monoxide, 
its coated in a breathable buthydrophobic membrane, 
reference electrode contains gold particles that has a 
relatively low catalytic activity to carbon monoxide but 
chemical stability. 

B.  Work 
Reference electrode does not participate in redox 

reactions, but can the working electrode and reference 
electrode potential make the stable between the working 
electrode and reference electrode potential. Gas 
containing carbon monoxide diffusion through the 
permeable membrane to contain the catalyst film on the 
working electrode, under the constant potential, in the 
gas, liquid and solid phase redox reaction between the 
interface and the electrolyte, generate current at the 
external circuit While reaction, Measurement is 
conducted between the working electrode and reference 
electrode, This allows the counter electrode potential 
change, which does not affect the measurement of the 
working electrode. When the carbon monoxide gas go 
through the semi-permeable membrane and get into the 
sensor, after the occurrence of redox reactions, redox 
reaction occurs: 
Anode: 

 −++→+ − 2e2HCOOHCO 22
 (1) 

Cathode: 

 OHeHO 22 222/1 →++ −−  (2) 

According to Fick diffusion law, electrolysis current 
produced between the WE-CE is: 

I-electrolytic current ,A;n- Transfer of electrons,2;F- 
Faraday constant, 96500c ／ mol; A-surface area of 
proliferation, m2; D-Diffusion coefficient of CO, m2/s; 
C-CO concentration, mol ／ m3; 6- Diffusion layer 
thickness,m. 

For n, F, A, D and 6 are fixed values, therefore, the 
electrolytic current I proportional to CO concentration in 
gas. Therefore, as long as the electrolytic current I 
measured, the CO concentration ,C can be known. 

�.  HARDWARE CIRCUIT DESIGN 

A.  Wireless sensor networks 
Shown as Figure 2 ,Sensor node is make of the sensor 

modules, processor modules, wireless communication 
module and power supply modules. Sensor module is 
responsible for information collection and data 
conversion; Processor module is responsible for control 
of the sensor nodes, processing the collected data and the 
data sent by other nodes; Wireless communication 
module is responsible for wireless communication with 
other sensor nodes, the exchange of controling 

information, send and receive collected data ; Power 
supply module provide the energy required for the sensor 
nodes, in a miniature battery. 

Wireless communication module select CC2420 
produced by TI, it is a high performance, low power RF 
chip which the baseband processing and CSMA function 
integrated in inter, control it Through the SPI interface to 
achieve data transceiver. 

B. Hardware design of mining wireless carbon 
monoxide sensor 

The system of mining wireless carbon monoxide 
sensor make AT89C52[4]for the MCU, the SPI bus 
connects AT89C52 with wireless transceiver chip 
CC2420[5] , the two constitute a wireless transmission 
module. Other hardware circuit connected by the 
amplifier circuit, A / D converter circuit, LED display 
circuit[6], sound and light alarm circuit[7], infrared 
remote control circuit [8] and other components. 
Hardware circuit shown in Figure 3: 

AT89C52 is low-voltage, high-performance CMOS 8 
bit microcontroller produced by ATMEL in the U.S, with 
8K bytes read-only  Flash program memory that can be 
repeated erase and 256bytes random data memory 
(RAM), devices is produced by high-density nonvolatile 
memory technology in ATMEL, compatible with the 
standard MCS-51 instruction set and 8052 products pins, 
applicable to many more complex control applications. 
1) Signal conditioning circuit 

signal detection circuit designed using AD8572 with a 
zero-drift, single supply, rail to rail op amp,to ensure that 
the detection sensor within the signal sensitivity, stability 
and linearity. 
2) A / D converter circuit 

This paper adopts AD integrated circuit MAX197 that 
with multi-channel, multi-range input, it has an internal 
clock and the reference voltage, the sampling rate up to 
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100 kHz, to meet the design needs.Need only four 
interface lines with MCU- Selection of films, read, write, 
and the high number of controls, and with a line more 
than 8-bit AD; analog input signal is 0 ~ 5 V, the actual 
control in the 0.5 ~ 4.5 V; with internal reference voltage, 
typical values +4.096 V.  

Clock Circuit 
The system uses internal self-excited oscillation, 

AT89C52 crystal up to 24MHz, using on-chip oscillator 
circuit, the XTAL1 and XTAL2 jumper at both ends of 
the crystal oscillator and two capacitors C1, C2 to form a 
stable self-excited oscillator, capacitor. 

Sound and light alarm circuit 
Components using piezoelectric buzzer sounds, Just 

needs add their two lead 3V ~ 24V DC voltage, P2.4 
connects to Transistor base input through 74LS14, when 
the P2.4 output low "0", the transistor ,both ends of the 
piezoelectric buzzer was buzzing about +12 V voltage; 
When P2.4 output high level "1", the transistor out of 
conduction state, the buzzer sound stops. 

Infrared Remote Control circuit 
System uses infrared communication mode, 

TOSHIBA's TC9148P[9]infrared modulation transmitter 
chip with the speed and continuously firing function. 
Remote control only has four keys, namely: 
identification, function, plus (+), subtraction (-).The 
"OK", "function" two keys for the single button, add 
(+)"," minus (-) "two keys for the continuous bond. 
Infrared receiver circuit uses an integrated IR receiver 
HS0038, the data output can be directly connected to the 
external interrupt input of AT89C52 (in this system 
connected to P3.2), using the second function of the port, 
once the infrared signal coming, P3.2 is pulled low, MCU 
suspend the current work and transfer to the receiving, 
processing infrared signals, decoding the binary coded 
waveform sent by the infrared receiving, restore the date 
coming from the transmitter. 

Ⅴ.  CONCLUSIONS 

ZigBee-based wireless sensor network system of 
carbon monoxide has the advantage of low cost, low 
power consumption, significant commonality, With the 
further development of wireless network technology, it 
will be mine development trend of carbon monoxide 
sensors. Although ,so far there is not applications that 
fully support ZigBee, there is reason to believe that 
ZigBee will lead the short-distance wireless 
communication network, and have very broad application 
prospects. 
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Abstract—Honesty-credit is vital to shaping the morality. 
Colleges and universities are the important base and 
effective body for the honesty-credit education. In this 
paper, a college student honesty-credit evaluation system is 
introduced, which not only directs, dominates and inspires 
the behaviors of student, but also is concise and easy to 
operate. The framework of management information system 
that contributes to implement the evaluation system is 
described in detail. 
 
Index Terms—college student, honesty-credit, evaluation 
system, management information system 

I.  INTRODUCTION 

Honesty-credit is vital to shaping the morality, which 
are the moral standards that conduct inter-relations 
between people, and which is the foundation and essence 
of all morality. College students, a significant part of 
human society, are precious human resources and hope of 
country's development. In order to preferably shoulder 
the important task of society in the future, colleges and 
universities should educate students to be good character 
citizens who both abide by the principle of honesty-credit 
and honor a pact. 

Colleges and universities are the important base and 
effective body for the honesty-credit education. Honesty-
credit education is the indispensable part of the moral 
education in colleges and universities, and honesty-credit 
education is the important component of social honesty-
credit education. Shandong Economic University (SEU) 
is an institute of finance and economics, whose graduates 
in a great measure are on the post of duty related to 
accountant, public finance and monetary economics. 
These occupations and characteristics of the position 
require practitioner to have good personal cultivation and 
honesty-credit. Since the founding of our university, we 
always give high priority to facilitating honesty-credit 
education of college students. The whole system of 
honesty-credit education has three parts. Firstly, the 
content system of honesty-credit education is completely 
built up. Secondly, the implemental system of honesty-
credit education has become mature, such as the class 
education that is the main channel, the campus culture 
sports education that is based on many different activities, 
the conventional education in the daily life, the special 
education in the educational process, and the open 
education with social interaction. Thirdly, supervision 
and evaluation system of honesty-credit education was 
established, of which there are four aspects: learning 

honesty-credit, economic honesty-credit, living honesty-
credit, social honesty-credit [1]. 

II.  HONESTY-CREDIT EVALUATION 

The evaluation of college student honesty-credit is to 
synthetically estimate the honesty-credit condition of 
student according to student's behavior in school. The key 
to this evaluation lies in designing a set of science 
reasonable evaluation system. The evaluation system not 
only directs, dominates and inspires the behaviors of 
student, but also is concise and easy to operate. SEU have 
established a system on the status of college student 
honesty-credit [2]. 

A.  Evaluation Methodology 
The evaluation system of college student honesty-

credit has two portions. One is records management. The 
other is democratic appraise. The main task of records 
management is to record the key behaviors listed in the 
table of college student honesty-credit evaluation. There 
are four parts in the table: learning honesty-credit score, 
economic honesty-credit score, living honesty-credit 
score, social honesty-credit score. The proportion of the 
four parts is as the following formula: 

 
Records Management Score can be calculated 

according to the above formula. 
The implement of democratic appraise is more 

complex during operation. Every class has a standing 
body and a provisional organ. The standing body named 
class honesty-credit evaluation group is responsible for 
records management mentioned above. The provisional 
organ named class democratic appraise group. The 
former works for an entire semester, while the latter is 
hurriedly dissolved after it has finished its task. 

The class provisional organ of five people democratic 
appraise group is built before the start of each semester. 
The group firstly discusses the performance of every 
student of the class. In the end, each member of the group 
rates every student of the class, the average of which is 
the democratic appraise score. The final score of each 

RMS= (LHS+EHS+LIS+SHS)*25%           (1) 
 

RMS: Records Management Score 
     LHS: Learning Honesty-credit Score 

       EHS: Economic Honesty-credit Score 
LIS: Living Honesty-credit Score 
SHS: Social Honesty-credit Score 
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student of the class is obtained by summing the records 
management score and the democratic appraise score 
according to certain proportion as the following formula: 

 
The final score can be obtained according to the above 

formula. Under that system, student win points not just 
for democratic appraise score such as casting a vote, but 
also for including records management score.  

B.  Evaluation Content 
Evaluation content is a set of student’s behavioral 

expression concerning honesty-credit, which is the 
criterion of college student honesty-credit evaluation that 
has a complex architecture and many items. Through 
scientifically setting evaluation content, the items can 
help to guide and encourage student honesty-credit 
behavior. In our study, after years of practice, we have 
established a scientific and reasonable evaluation system. 

 
The raw score of every type credit is 80 points. Items 

listed in TABLE I are forbidden to do. The last column is 
the score that should be subtracted from the raw score of 
corresponding type. 

 
Items listed in TABLE II are encouraged to do. The 

last column is the score that should be added on the raw 
score of corresponding type. 

III.  FRAMEWORK OF EVALUATION SYSTEM 

With the college expansion in successive years, the 
number of students in school has become increasingly. 
Student affairs management becomes more complicated. 
Information management system of student affairs is the 
assistant for the team of student affairs management, of 
which college students honesty-credit evaluation system 
is one part. Its main function modules of framework are 
listed in the following showed as Fig. 1: 

TABLE II.  TABLE OF ENCOURAGED ITEMS 

Type Item Score 

Learning 
Honesty-
credit 

Sharing their learning experience, 
enthusiasm to help students to learn +5 

Taking the initiative to help teachers do a 
good job of teaching and research work +5 

Won the school model of studying +10 
Departmental awards won +2 
Won the school award +5 
Won the provincial award +10 
Won the national award +20 

Economic 
Honesty- 
credit 

High integrity, on time payments, but 
also interest, but also material +10 

Simple life, not extravagance +5 
Subsidized student with financial 
difficulties +5 

Living 
Honesty-
credit 

Score of dormitory cleanliness 95 points 
or more ( Once a week ) +1 

School civilized dormitory +5 
Returning lost money, recognition by the 
school or municipal +10 

Returning lost money, recognition by the 
provincial +15 

Returning lost money, national 
recognition +20 

High morality, concerned about the 
collective, helping others, and 
outstanding deeds 

+5 

Student leaders who have a good work 
attitude and dutifully complete their 
work 

+5 

Social 
Honesty-
credit 

Courageous and dare to fight bad guys, 
recognition by the school or municipal +10 

Courageous and dare to fight bad guys, 
recognition by the provincial +15 

Courageous and dare to fight bad guys, 
national recognition +20 

Often participate in public good, 
Outstanding achievements, recognition 
by the school or municipal 

+10 

Often participate in public good, 
Outstanding achievements, recognition 
by the provincial 

+15 

Often participate in public good, 
Outstanding achievements, national 
recognition 

+20 

Protection of state property, recognition 
by the school or municipal +10 

Protection of state property, recognition 
by the provincial +15 

Protection of state property, national 
recognition +20 

FS= RMS*80%+LHS*20%                           (2) 
 

FS: Final Score of Honesty-credit 
 RMS: Records Management Score 
LHS: Democratic Appraise Score 

TABLE I.  TABLE OF FORBIDDEN ITEMS 

Type Item Score 

Learning 
Honesty-
credit 

Cheating on exams or illegally altering 
score -40 

Arriving late or leaving early in class -2 
Absence from class -5 
Faking papers -20 

Economic 
Honesty- 
credit 

Maliciously outstanding fees(tuition, 
course material fee, accommodation fee) -20 

not return on time loan or interest -10 
Defraud of financial aid -30 
Extravagance and waste -20 

Living 
Honesty-
credit 

Concealing health condition -20 
Breach of the public safety -10 
Criticalnon-conformity of public health -10 
Breach obligations -10 
Violation of school rules: Criticized -10 
Violation of school rules: Warning -20 
Violation of school rules: Serious warning -30 
Violation of school rules: Demerits -40 
Violation of school rules: Probation -60 
Disorder engraved graffito in the 
furniture and walls -10 

Scuffles -30 
Using of improper means in the 
democratic appraisal or election -20 

Smoking in non-smoking area -10 

Social 
Honesty-
credit 

Intentionally sabotaging public property -20 
Forgery of a certificate -20 
Employment resume false -20 
Non-performing employment contract -20 
View, spread reactionary, pornographic 
books, videos, etc -20 
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Figure 1.  Framework of Evaluation System. 

A.  Main Features of Framework 
The main features of college student honesty-credit 

evaluation system are listed in the following: 
• User permissions can be set according to the 

actual staff level, such as student, counselor, 
department administrator, school administrator, 
etc. According to different permissions, the 
function menus of each user are also different. 

• Scientific and efficient documentary function can 
help users to complete records management. 
Powerful data processing automatically calculate 
score. 

• Workflow is a group of officers to complete a 
certain task with all the work carried out by the 
process of automatic transfer. 

• Powerful and accurate search function is 
necessary. The results of honesty-credit 
evaluation play an important role in honor 
selection process. In the end, the results must be 
queried, sorted, and printing out. 

• Score has been published on the Internet. 
Government, Enterprise, Financial institution and 
so on attaches great importance to student 
honesty-credit evaluation in recruit and business. 
Score can be verified on the webpage according 
to the personal information that student supplied. 

B.  Main Function Modules of Framework 
In Fig. 1, there are six function modules, which are 

described one by one in the following. 
• System Administrator. This function module has 

three menus. Above all, the menu of System 
Configuration is to configure parameters of 
system. For example, inputting every department 
and adding each class in corresponding 
department. Secondly, User Management menu is 
to add username, build password and set 
authorization. Thirdly, the menu named Item 
Maintenance is to set the forbidden items and the 
encouraged items of evaluation system 

mentioned in TABLE I and TABLE II. Fig. 2 is 
illustrated the function module of system 
administrator in details. 

System Configuration

User Management

System 
Administrator

Item Maintenance

Maintenance Organization 
Structure

<<include>>
Add School Year and 

Semester<<include>>

Add Username

Modify Username

Delete Username

Set Authorization

Delete Item

Modify ItemAdd Item

<<extend>>

<<extend>>

<<extend>>
<<extend>>

<<extend>>

<<extend>>
<<extend>>

 

Figure 2.  Use Case Diagram of System Administrator. 

• Student. This module introduces the function of 
student interface. Student can submit events and 
certificates to score points. When counselor 
examined what student submitted is true, he/she 
will approve it. Otherwise, he/she will reject 
student’s request. The result can be looked up by 
using the View Result menu. The Inquire Score 
menu can offer the total sore of this semester and 
all past semester. This function module is 
illustrated in Fig. 3. 
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Submit Event

Submit Certificate
Submit 

Event & Certificate

View Result

Student

Inquire Score

<<extend>>

<<extend>>

Cancel Event

Cancel Certificate

<<include>>

<<include>>

Submit Adminicular 
Evidence

<<include>>

Analyse Result

Print Table

<<extend>>

<<extend>>

 
Figure 3.  Use Case Diagram of Student. 

• Counselor. In this framework of evaluation 
system, counselor is the key role. He/she is in 
charge of not only verifying the evidence that 
student submitted, but also submitting certificate 
and adding or subtracting corresponding value. 
At the beginning of semester, he/she need to 
arrange and supervise committee of class that 
he/she has jurisdiction over to democratically 
appraise every student honesty-credit in previous 
semester. He/she must provisionally set up 
appraising accounts of each member of 
democratic appraise group (AADA). After 
democratic appraise scores create, system will 
automatically generate the final scores of 
honesty-credit. Without objection by the public 
or non-objection to the final scores, counselor 
submits to department. The all tasks of counselor 
are shown in Fig. 4. 
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Figure 4.  Use Case Diagram of Counselor. 

• Department Administrator. The onerous task for 
department administrator is to review of the 

results submitted by counselors. The staff of this 
module play dual role. One is to appraise the 
counselors of the same department. Other is 
appraised by school.  When he/she is convinced 
that there are no potential errors, the data of 
whole department are submitted to school. The 
function of Inquire Score menu is as same as 
module of counselor’s except that the range of 
query is the whole department. The all functions 
of this module are shown in Fig. 5. 
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Figure 5.  Use Case Diagram of Department Administrator. 

• School Administrator. In this module, school 
administrator has three main functions. Firstly, 
the data submitted by all departments must be 
audited and confirmed. Secondly, the function of 
inquiring and statistical analysis is of the essence. 
Thirdly, publishing score on the internet is a 
useful function. The all functions of this module 
are shown in Fig. 6. 
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Figure 6.  Use Case Diagram of School Administrator. 
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• IUSER. This is an open module that can allow 
anonymous access. Its function and features have 
been mentioned in advance. 

IV.  CONCLUSION AND FORECAST 

It is very meaningful to set up college student honesty-
credit evaluation system, which is conducive to enhance 
the pertinence and effectiveness of honesty-credit 
education. In terms of colleges and universities, honesty-
credit education has become an important part of moral 
education. But the manner and content of honesty-credit 
education is relatively simple, the evaluation system is 
reference for honesty-credit education. As for college 
student, evaluation system is the behavioral constraints. 
Management information system of honesty-credit 
evaluation is an efficient and exact tool for students and 
educational institutions. In our study, the framework of 
the evaluation system can bring great changes in honesty-
credit education and evaluation. 

For simplifying application, the final score of honesty-
credit is scaled into four grades which are described in 
TABLE III. 

 
The application of honesty-credit grade: 
• College student whose honesty-credit rating scale 

is the grade A, or grade B, has the selection 
qualification of scholarship and advanced 
personal. Under the same conditions, the high 
grade has priority. 

• The grade C and grade D can not participate in 
selection of scholarship and advanced personal, 
and the grade D are not entitled to various types 
of funding. The class, the number of grade D 
students more than 10%, will not participate in 
the selection of advanced collective in current 
year. 

• College student honesty-credit evaluation system 
is opening to bank. When student apply for 
student loan, or graduate apply for loan, the 
likelihood of approval is greatly increased. 

• In the long term, when the file of student 
honesty-credit is provided for employers, 
employers have a better understanding of 
graduates, and the employment rate of graduates 
can be greatly improved. 

Morality is a person's stable, long-lasting, the overall 
state of mind that is shown by a long series of behaviors. 
The situation of college student honesty-credit can be 
more reasonable and quantitatively evaluated. 

College student credit file that is a part of the honesty-
credit education system must be established. Through the 
establishment of college student credit file, ethical values 
and integrity of the college students consciousness, 
behavioral norms of their faith are educated and guided, 
and the purpose of system control is achieved. 
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TABLE III.  GRADES OF HONESTY-CREDIT 

Grade Score Introduction 

A 90—100 Honest and trustworthy, have good moral 
character, with models. 

B 80—89 Basically honest and trustworthy, with good 
moral quality, timely correction of errors. 

C 60—79 Often acts without integrity. 

D Below 59 Can not be honest and trustworthy, more 
serious. 

 



 463

Study on Urban Spatial Structure Changes of 
Jiaozuo City Based on SLEUTH Model 

Guan Zhongmei1，Wang Yucun2 
1 College of Surveying and Land Information Engineering of Henan Polytechnic University, Jiaozuo, China  

Email: gzm@hpu.edu.cn 
2 College of Architecture and Urban Planning of Suzhou University of Science and Technology, Suzhou, 

China 
Email: suzhoujianzhuxi@163.com 

 
 

Abstract—Taking the metropolitan area of Jiaozuo as a case 
study, this paper utilized the urban model of SLEUTH to 
forecast the spatial structure change of Jiaozuo in four 
alternative scenarios based on four Landsat TM/ETM+ 
images(eg.1988, 1992, 2001 and 2008). In the research, RS 
and GIS were adopted. The result indicated that SLEUTH 
model can effectively simulate the urban growth and 
sprawl; both back-past (1988-2008 year) map and 
forecasting simulation of Urban Geospatial growth and 
sprawl (2009-2020 year) were mapping. Thus, the SLEUTH 
model simulation on city dynamics geospatial change can 
provide useful information for the urban future planning 
and development.  
 
Index Terms—SLEUTH model；spatial structure；Jiaozuo 
city 

I.  INTRODUCTION 

As a carrier for human production and life, city has its 
characteristics like openness, dynamic and self-
organization etc. The evolution of urban spatial structure 
is a very complex phenomenon. As a complicated 
phenomenon, the changing of urban spatial structure has 
been the focus of all aspects of academic research. 
Because of the high complexity of the process, the 
traditional method can no longer truly and exactly 
simulate of the evolution of urban spatial structure [1-3]. 
In this case urban model is an effective tool on studying 
the evolution of urban spatial structure [4]. In the existing 
urban model, cellular automata (CA) model as a strong 
spatial dynamic simulation capability, are widely used in 
simulating the evolution of urban spatial structure and it 
had achieved many significant research results [5-7]. 

Jiaozuo City is a typical resource-based city. Its spatial 
structure changes are typical in our country. Some 
scholars have analysis the reasons of spatial structure of 
Jiaozuo City, but comprehensive analysis of the urban 
spatial structure by using the remote sensing data and the 
CA model in Jiaozuo City has not been published. This 
paper discussed the law of evolution of spatial structure 
of Jiaozuo City, using SLEUTH model to simulate 
possible future scenarios, on the purpose of providing 
reference to the urban planning. 

II.  STUDY AREA AND DATA 

A.  Study Area 
This study area includes Jiefang district, Shanyang 

district, Macun district and High-tech Industrial 
Development zone, E113°06′31″—E113°26′14″
, N35°20′51″—N35°09′14″. This area lie to the 
east of Boai County, the west of Xiuwu County, the north 
of Wuzhi County, the south of Taihang moutain, 
topography from north to south, and the terrain changed 
greatly.  

B.  Data and Method 
Remote sensing data is SLEUTH model's basic data, 

this research include four Landsat TM/ETM+ images of 
1988, 1992, 2001 and 2008 year. There are two 
considerations to use remote sensing images of this 
period: firstly, this period from 1988 year to 2008 year is 
its rapid urbanization period; secondly, this period is its 
transition period from resource-based cities to the tourist 
city. 

 

 
According to the urban transportation, terrain 

conditions, the SLEUTH model set the appropriate 
coefficients. As the improvement product based on 
cellular automaton, it is loosely coupled with GIS. The 
name SLEUTH was derived from the simple image input 
requirements of the models: Slope, Land cover, 

Figure.1 Input images of SLEUTH model in Jiaozuo City 
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Excluded, Urbanization, Transportation, and Hillshade[8- 10].
SLEUTH model includes three modules: test, calibration, 
prediction; five parameters: dispersion— coefficient、
breed — coefficient 、 spread — coefficient 、 road —

coefficient and slope—coefficient; four kinds of growth: 
Spontaneous Growth，New Spreading Center Growth，
Edge Growth，Road Influenced Growth[11-13]. 

The study took the method of grading coefficient to 
reduce the range of coefficient on the purpose of filtering 
unnecessary coefficient. We began our study with setting 
the initial value of breed coefficient 、 spread 
coefficient、slope—coefficient、dispersion coefficient 
and road coefficient in order to find out Coarse of 
coefficient, then fine and final based on the Coarse 
through the way of narrowing the value range of 
coefficient, finally, we got the suitable coefficient 
combination[14-15]. 

Input the parameters and data to the model. First, input 
the data layer of the Urban of 1988 as a seed point to the 
model. After running it we can get the simulated result of 
the phase 1992 as a set of parameters; then, use the 
actual data layer of 1992 as the seed point to run the 
model. After that we can get the simulated result of the 
phase 2001 as another set of parameters; At last, use the 
data layer of 2001 to run it, we can get the result of the 
phase 2008 as the third set. From amending and checking 
each set of parameter at three levels, we are able to 
acquire three optimal sets of parameters. Use these three 
optimal sets as the simulated parameters of the three 
phases. Pick the best set as the seed point of 2008 to 
input and we can obtain the optimal parameters for 
subsequent phases. Finally, it can be possible to make a 
forecast on urban spatial structure evolution with the 
optimal parameters. 

Table.1 Statistical results of model calibration 

coefficient 

Coarse Fine Final final 

Parameter 

value 

Lee-salee=0.56648 Lee-salee=0.58374 Lee-salee=0.59798 

Scope step Scope step Scope step 

Dispersion coefficient 1-100 25 1-25 5 5-10 1 9 

Breed coefficient 1-100 25 25-50 5 35-45 1 40 

Spread coefficient 1-100 25 25-75 5 60-70 1 63 

Slope coefficient 1-100 25 75-100 5 80-90 1 86 

Road gravity coefficient 1-100 25 1-100 25 40-60 5 45 

III. SIMULATION RESULT AND VALUATION 

By calibrating different combinations of the 
coefficients through three stages, chose the most 
appropriate group, then input this group of the coefficient 
to SLEUTH model for simulating, obtain simulation map 
and prediction map of the urban spatial structure for 
Jiaozuo city. Analyzing based on actual data and 
prediction map; we could receive the following results: 

(1) Model performance in study area was improved 
with increased spatial and parameter resolution. As we 
can see from initial values of 100 or one(in the case of 
diffusion) the five coefficients (diffusion, breed, spread, 
slope resistance, and road gravity) were narrowed down 
to more accurately reflect study area. From an initial 
breed coefficient of 100 in the study area it was possible 
to narrow down to a breed coefficient of 50 in the case of 
study area. 

(2) A first improvement in model performance took 
place initially in the coarse calibration phase. Before 
coarse calibration, the maximum extreme values were 
given, from that maximum of 100, in all the coefficient 
values except diffusion that was given one. From that 
initial value, the resulting set of values output from 
coarse calibration was 25, 50, 75, 100, 100 in the case of 

the study area. As already explained before, these values 
fed the next calibration phase (fine calibration). 

(3) The most substantial improvement in model 
performance was reached between the coarse and the fine 
calibration phases. For instance, during coarse calibration, 
and for study area, the maximum value of breed 
coefficient was 50, and in the study area it assumed the 
opposite extreme value of one (reflecting the previously 
mentioned erratic behavior of the model trying to adjust 
itself to an “unknown reality”). In the case of diffusion, 
because this is a coefficient that measures organic growth, 
we wanted to see how far it could increase, so we began 
assuming that it spread outward one cell per year in the 
coarse calibration in the study area.  

(4) An adjustment of the values, less intense than in the 
previous calibration phases, happened between the fine 
and final calibration phases. In the study area, it was 
possible to see that from fine to final calibration a slight 
adjustment was made to the values of the study area. The 
value of Road gravity coefficient adjustment was higher. 

(5) Initial values for the coefficients of diffusion, breed, 
spread, slope, and road gravity improved from coarse to 
fine and then to final calibration in the study area. 
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 Consequently: 

 The SLEUTH model reproduces the 
development of urban space during the 1988-
2008 years. The simulation results match with 
the actual data (Figure 2). It proved that the 
SLEUTH model has the capability of spatial 
modeling and operating. 

 

 
 Through the SLEUTH model, we can get the 

forecast map for the growth of the city from 
2008 year to 2020 year. In the prediction map, 
gray and light gray represent new urbanization 
area, light gray represent for the high-growth 
areas, gray represent for the low-growth areas 
(Figure 3). With time, there is a growing trend to 
outer space, and urbanization area is expanding. 

 The development of the spatial structure of 
Jiaozuo City is subject to geographical 
conditions. The northern part of the city is 
Taihang Mountains, and the eastern and western 
sides is a coal mining subsidence areas, urban 
space can develop to the east an west by 
skipping the east, west side of the coal mining 
subsidence area. Because the south is the 
alluvial plain, the city space can develop to the 
south as its main direction with great 
development conditions. Through the above 
analysis, we find the SLEUTH model is useful 
when we do urban planning. 

 

 

IV. CONCLUSION 

As the dynamic simulation of a city, the SLEUTH 
model can be used both in simulating the generation of 
virtual cities, revealing the structural features and 
development laws of urban development, and stimulating 
and predicting city’s development. Simulate the future 
urban patterns based on a cellular automata model and 
GIS technology, which integrate mechanism of urban 
spatial growth into the simulation model. Based on the 
characteristics of resource-based cities，using SLEUTH 
model，validating 5 coefficient of transformation rules 
repeatedly, this paper simulate and analysis the dynamic 
behavior in the development process of the main city. Of 
course, any model is limited, including SLEUTH model, 
such as it is not very well in the simulation results of 
newly built-up area, this model needs to be improved in 
the future research. 
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Abstract—In asynchronous network communication, non-
malleability is a necessary security requirement to resist 
against man-in-the-middle attack. In [6], two non-malleable 
non-interactive zero knowledge proofs were presented, in 
which the first scheme was obtained by using a specific form 
of InstD-VRF. In this paper, we present how to construct 
non-malleable non-interactive zero knowledge proof by 
using the general InstD-VRF. Our construction is a 
framework and contains many non-malleable non-
interactive zero knowledge proofs. With this framework, the 
security analysis of some complicated non-malleable non-
interactive zero knowledge proofs can be simplified, as long 
as they are consistent with the framework. 
Index Terms—non-interactive zero knowledge (NIZK) 
proof, simulation-soundness, non-malleability, InstD-VFRF 

I.  INTRODUCTION 

Non-interactive zero knowledge (short for NIZK) 
proof was introduced by Blum, Feldman and Micali [2]. 
In an NIZK proof, prover and verifier share some 
randomness called the common reference string (short for 
CRS). Using the CRS, prover can send only one message 
to convince verifier the validity of a statement without 
revealing anything else. It was shown that any language 
in NP has a NIZK proof [11]. Since its introduction, 
many useful results and applications of NIZK have been 
worked out [1,3,8,10]. 

Instance-dependent verifiable random function (short 
for InstD-VRF), a variant of verifiable random function 
[15], is a new cryptographic primitive introduced in [7] to 
resolve the simultaneous resettability conjecture. The 
public key of InstD-VRF is of the form ( , )y ⋅ , where y  
is called a key-instance. The property of InstD-VRF is 
dependent on whether the public key-instance y  is in 

some language 1L . For InstD-VRF, different definitions 

of  language 1L  give rise to different constructions of 
InstD-VRF. For example, in [7], an InstD-VRF was 
constructed from zap which is a two-round public-coin 
witness indistinguishable proof [9,13]. In addition, InstD-
VRF can be constructed from simulatable verifiable 
random function (short for S-VRF) [4]. Observed that for 

the construction of S-VRF in [4], take y n=  as the key-
instance, we can get a specific InstD-VRF based on 
number theoretical assumption. 

The notion of non-malleability was firstly brought out 
in [5]. After that, Sahai defined non-malleability for 
NIZK [17]. In addition, a weaker notion--simulation-
soundness was defined. Intuitively, non-malleability 
means that even if having seen polynomial many proofs 
adaptively, the probabilistic polynomial-time adversary 
can only do what he could have done before. The non-
malleable NIZK scheme in [17] was a bounded one. That 
is, the number of left proofs is bounded by a fixed 
polynomial in advance. Subsequently, De Santis et al 
strengthened the definition of non-malleability of NIZK 
and presented two unbounded non-malleable NIZK 
schemes [6]. Unbounded non-malleability means that 
non-malleability holds even if the number of left proofs is 
an arbitrary polynomial, instead of a fixed one. After the 
introduction of InstD-VRF, it is observed that the first 
scheme in [6] was obtained by using a specific InstD-
VRF constructed from zap [7].  

In this paper, we propose a generalized method of 
constructing non-malleable NIZK by using InstD-VRF. 
This method provides a framework of using different 
forms of InstD-VRF to construct non-malleable NIZK. 
With this framework, no matter how complicated the 
non-malleable NIZK proof is, its security analysis can be 
simplified, as long as it is consistent with the framework. 

It is organized as follows. In section 2, some related 
notions and definitions are given. In section 3, we present 
the construction of non-malleable NIZK scheme. 

II. PRELIMINARIES 

We use the following standard notations and 
conventions for probabilistic algorithms and experiments. 

If A  is a probabilistic algorithm, then ( , )A x r  
denotes the output of running algorithm A on input x  
and coin r . Let ( )y A x←  denote the experiment of 
selecting r  randomly and y  is the output of ( , )A x r  . 
If S  is a finite set, let Sα ← denote the process of 
selecting an element α  uniformly from S .  

A function ( )f n  is said to be negligible if for every 
polynomial ( )q n  there exists a positive integer N  such 

that for all n N≥ , we have ( ) 1 ( )f n q n≤ . 
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Definition 1 (NIZK Proof) 1 2( , , , ( , ))P V S S S∏ = =  
is called a non-interactive zero knowledge proof for the 
language L NP∈  with the relation R  if is a 
polynomial, V and 1 2( , )S S S=  are probabilistic 
polynomial-time machines such that the following 
conditions hold: 

 Completeness: For every x L∈ of length k , all 
w such that ( , )R x w true=  and all strings σ of length 
( )k , we have  ( , ( , , ), )V x P x w trueσ σ = . 

 Soundness: For any adversary A , if ( ){0,1} kσ ∈  
is chosen uniformly, then the probability that ( )A σ  will 
output ( , )x p  such that x L∉ and  

( , , )V x p trueσ = is a negligible function in k . 
 Zero Knowledge Property: For any non-uniform 

probabilistic polynomial-time adversary ! 2( , )A A A= , 
we have that  

    | Pr[ ( ) 1] Pr[ ( ) 1] | ( )S
A AExpt k Expt k kα= − = ≤  

where ( )kα  is a negligible function in k  and two 

experiments ( )AExpt k  and  ( )S
AExpt k  are 

defined as follows: 
 

Definition 2 (InstD-VRF)  An InstD-VRF with respect 
to language 1L NP∈  associates with the following 
algorithms: 

 PrKG ot : the key generation protocol between a 
querier and the owner of the function. It takes security 
parameter k  as input and outputs a pair of public/secret 
keys ( , )pk sk  where pk is of the form ( , )y ⋅ and is 

public, 1 {0,1}ny L∈ ∩  is called a key-instance. 

 ( , )F f prov= : is the evaluator of the function. 
f  is a deterministic algorithm and prov  is a 

probabilistic algorithm. Given ( , )pk sk  and 
( ){0,1}d na∈ , F  outputs a function value and a proof 

for the correctness of this function value. That 
is, 

( , ) ( ) ( ( ), ( , ( ), , )) ( , )pk sk sk skF a f a prov a f a pk sk b π= =
 

 Ver : On input ( , , , )a pk b π , the algorithm 
verifies whether ( , )b π is is the correct value of the 
InstD-VRF under pk  on input a. If so, it outputs 1; 
otherwise, outputs 0. 

 Fake : Suppose 1y L∈ and yw  is its witness. For any 
( ){0,1}d na∈  and randomly chosen b of length ( )n in 

the range, ( , )ypk wFake  can output 

( , ( , , , )) ( , )yb prov a b pk w b π=  such that  

( , , , ) 1Ver a b pk π = . 

( , )pk skF  is called an InstD-VRF if the following 
properties hold: 

1. Provability: If ( , )( , ) ( )pk skb F aπ = , then 

( , , , ) 1Ver pk a b π = . 

2.  Pseudo-randomness on yes key-instance: If 1y L∈  

and yw  is its witness, then for any probabilistic 

polynomial time oracle machine M and sufficiently 
large n , for every polynomial ( )p ⋅ , we have 

( , , ) ( , )| Pr[ (1 ) 1: ] Pr[ (1 ) 1] | 1 ( )pk w hy sk pkFake Fn n
nM h H M p n= ← − = <  

Where nH  is the set of all the functions from length 

( )d n to length ( )n , ( )d n  and ( )n  are 
polynomials in n ; 

3. Uniqueness on no key-instance: If 1y L∉ , the 

probability that there exists 1 2 1 2( , , , , , )a b b pk π π  

such that 1 2b b≠ and ( , , , ) 1i iVer a b pk π =  for 

1, 2i =  is negligible.  
 

Definition 3 (Simulation-soundness)  Suppose 

1 2( , , , ( , ))P V S S S∏ = =  is a NIZK for language 

L NP∈ . It is simulation-sound if for any non-uniform 
probabilistic polynomial-time adversary A , it holds that 

,Pr[ ( ) ] ( )AExpt k true kα∏ = ≤  

where ( )kα is a negligible function and experiment 

, ( )AExpt k∏  is defined as follows: 
 
 
 
 
 
 
 
 
 
 
Definition 4 (Non-Malleable NIZK) Suppose 

1 2( , , , ( , ))P V S S S∏ = =  is a NIZK for language 

L NP∈  with witness relation W . It is said to be a non-
malleable NIZK proof for L  if there exists a 
probabilistic polynomial-time oracle machine M such 
that for all non-uniform probabilistic 

( )AExpt k : 

( ){0,1} kσ ←  

Return ( , , ) ( )PA σ σ⋅ ⋅  

( )S
AExpt k : 

1( , ) (1 )kSσ τ ←  

Return 2 ( , , ) ( )S rA σ σ⋅  
 

, ( ) :AExpt k∏  

1( , ) (1 )kSσ τ ← ; 
2 ( , , )( , ) ( )Sx p A σ τ σ⋅← ; 

Let Q be the set of proofs given by 2S  above  

Return true iff ( , , ) 1p Q x L V x p σ∉ ∧ ∉ ∧ =  
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polynomial time adversary A and all non-uniform 
polynomial-time relation R , there exists a negligible 
function ( )kα such that 

, ,| Pr[ ( ) 1] Pr[ ( ) 1] | ( )S
A R A RExpt k Expt k kα′= − = ≤ ,  

where experiments , ( )S
A RExpt k and , ( )A RExpt k′  are 

respectively defined as follows: 

 
Security for Signature Scheme: A signature scheme is a 
tuple ( , , )Gen Sign Ver where Gen is a probabilistic 
key generator that outputs a pair of keys ( , )sk vk . Sign  
is a randomized signature algorithm. Given the message 
m  and the signature-key sk , Sign  outputs a signature 
s  for m . Ver  is a deterministic verification algorithm. 
Given ( , , )pk m s , Ver  outputs 1 if  s  is a valid 
signature for  m  and otherwise 0. 

A signature scheme is existentially unforgeable against 
adaptive chosen message attack, if for any polynomial 
time adversary, he can not produce a valid signature for a 
new message, even if he has seen many signatures for the 
messages adaptively chosen by himself.  

A strong one-time signature scheme is required that 
even if a polynomial time adversary has seen a signature 
for a message, he can not generate a different valid 
signature-message pair. Strong one-time signature 
schemes can be constructed based on the existence 
of universal hash functions and one-way permutations 
[16]. 

Ⅲ.  NON-MALLEABLE NIZK CONSTRUCTION 

In this section, Using InstD-VRF, a simulation-sound 
NIZK proof ∏  is first presented. Then, as in [17,6,14], 
in protocol ∏ , replacing the NIZK proof by the 
corresponding NIZK proof of knowledge for the same 
statement as the sub-protocol, a non-malleable NIZK 
proof is obtained. 

In the simulation-sound scheme given below, the value 
of InstD-VRF taken at some point is binded with a pair of 
keys of strong one-time signature scheme. Simulation-
soundness property comes from the following fact: on 
one hand, from security of the signature scheme, the 

public keys in accepting proofs produced by the 
adversary will not appear in the left simulated proofs; on 
the other hand, in the simulated proofs, the public key-
instance of InstD-VRF is a no instance. For any 
polynomial time man-in-the-middle adversary, if he can 
prove a false statement successfully, he must generate 
two different function values and their correctness proofs 
at the same point, which contradicts with the uniqueness 
of InstD-VRF on no key-instance. 

Suppose h is a one-way permutation, 
( , , )Sig gen sig ver=  is a strong one-time signature 

scheme, F  is an InstD-VRF with respect to language 1L . 
Here it is required that the key-instance contained in a 

randomly generated public key of InstD-VRF is a no 
instance. This is a natural assumption and easy to 
implement when language 1L  is a difficult language. 

Construction of Protocol ∏ : 

 Common Input: {0,1}nx∈  
 Common Reference String: ( , , )pk aσ ,where σ  

and a  are random strings, ( , )pk sk  is a pair of 
randomly generated public/secret keys of InstD-VRF. 

 Prover Algorithm: On input x L∈  and a witness 
w  for x L∈ , do: 

1. Randomly select ( ){0,1} nc∈ ; 
2. randomly Generate a pair of keys ( , )VK SK  of 

Sig ; 
3. Use σ  as the CRS to generate a NIZK proof 

π  to prove that 2( , , )x L a c VK L∈ ∨ ∈ , where 2L  is 
defined as follows: 

2 1

1 ( , )

{( , , ) : , , . . ( )

( , ) (1 , ) ( , ) ( )}k
sk pk

L a c VK b s t c h b

VK SK gen b b F a

π

π

= ∃ = ∧

= ∧ =
 

4. Let ( , )trans c π= ; 
5. Generate a signature ( , )s sig SK trans= ; 
6. Output ( , , , )x VK s trans . 
 Verifier Algorithm:  

1. Verify that s  is a valid signature for trans ; 
2. Verify that π  is a valid proof for 

 2( , , )x L a c VK L∈ ∨ ∈ ; 
3. Output 1 if the above two checks are correct; 

otherwise output 0. 
 

Theorem 1 If there exists an efficient InstD-VRF and a 
one-way permutation, then any language L NP∈  has an 
efficient simulation-sound NIZK proof. 
 
Proof: For x L∈ , prover can use a witness w of the 
Statement x  to prove that 2( , , )x L a c VK L∈ ∨ ∈ . 

Therefore, the completeness property of protocol ∏  
holds. For x L∉ , from the soundness property of the 
sub-protocol in step 3, protocol ∏  is sound. 

, ( )S
A RExpt k : 

1( , ) (1 )kSσ τ ← ; 
2 ( , , )( , , ) ( )Sx p aux A σ τ σ⋅← ; 

Let Q be the set of proofs produced by 2S  
Return 1 iff 

 ( , , ) 1 ( , ) 1p Q V x p R x auxσ∉ ∧ = ∧ =  

, ( )A RExpt k′ : 

( , , ) (1 )A kx w aux M←  
Return 1 iff ( , ) ( , ) 1x w W R x aux∈ ∧ =  
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The simulator of ∏  works as follows: First, 1S  

generates randomly a pair of public/secret keys ( , )sk pk  

of InstD-VRF and two strings ,a σ . Then, 2S  computes 

( , )( , ) ( )sk pkb F aπ = , ( , ) (1 , )kSK VK gen b= and 

 ( )c h b= . Using 

the witness ( , )b π , 2S can simulate step 3 of ∏ .  At 

last,  2S  generates a signature for the message trans  

under SK  
From the simulator algorithm, by the standard hybrid 

argument technique, we conclude that the proofs 
produced by the simulator are indistinguishable from the 
proofs produced in the real conversation. 

Next, we prove that protocol ∏  is simulation-sound. 
Define the following two indistinguishable experiments: 

 
1. 0 (1 )nExpt  

   
From the soundness property of statement 

2( , , )x L a c VK L∈ ∨ ∈ ,  if the adversary can output an 

accepting proof ( , , , , )x VK s c π∗ ∗ ∗ ∗ ∗  with a non-

negligible probability, where x L∗ ∉ , then except 
for a negligible probability we have 2( , , )a c VK L∈ . 

Therefore, 0 (1 )nExpt  is computational indistinguishable 
from the following experiment. 
 
2. 1(1 )nExpt  
 

On one hand, from the security of the signature scheme, 
it is concluded that for all j , the public keys VK ∗  that 
the adversary generates in the right proof are different 

from any of jVK , where jVK  is the public keys of the 
signature scheme in the j -th simulated proof. On the 

other hand, jVK VK∗ ≠ means that jb b∗ ≠ . Since the 
public key-instance of InstD-VRF is a no instance, by the 
uniqueness property of InstD-VRF on no key-instance, 
this case happens only with a negligible probability. 
Therefore, the probability that 1(1 )nExpt  outputs 1 is 
negligible. From the indistinguishability, we get the 
probability that 0 (1 )nExpt  outputs 1 is negligible. That 

is, protocol ∏  is simulation-sound. 
 

Corollary 1 In the above construction of protocol ∏ , if 
using a NIZK proof of knowledge instead of a NIZK 
proof as the sub-protocol, then the resulting protocol is a 
non-malleable NIZK proof. 
 
Remarks: Because there are many different ways of 
generating the key-instance y , protocol ∏  in fact is a 
framework to construct non-malleable NIZK scheme. We 
point out that in this scheme, if an InstD-VRF constructed 
from zap is used, the resulting non-malleable NIZK 
scheme is exactly the scheme given in [6]. Therefore, the 
new construction is a more general way of constructing 
non-malleable NIZK using InstD-VRF. 

Ⅳ.  CONCLUSION 

InstD-VRF is a new cryptology primitive. In this paper, 
InstD-VRF is used to achieve non-malleability for NIZK. 
A generalized way of constructing non-malleable NIZK 
using InstD-VRF is presented. In the new construction, 
when using InstD-VRF constructed from zaps, the 
resulting non-malleable NIZK is the one proposed in [6]. 
Therefore, the scheme given in [6] is a special case of our 
construction. 
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Abstract—This paper has analyzed the Significance of 
applying point-Inspection-system in Coal mining enterprises 
and proposed a solution of mine electromechanical 
equipment closed-loop inspection system. Handheld 
network terminal embedded by WinCE has been adopt to 
collect inspection information and manage Maintenance 
Workers. Wireless-LAN technology has been used here to 
establish the connection between handheld network 
terminal and intranet. Zigbee technology has been applied 
to obtain inspection data. The test has proved that this 
system has solute Practical problems exist in point-
Inspection-system effectively. This paper has mainly 
research and designed on wireless sensor network. 
 
Index Terms—point inspection system, wireless sensor 
network,embedded handheld terminal,wireless LAN 

I. INTRODUCTION  
Coal industry is an important energy production 

industry in our country. The application of large number 
of electromechanical equipments have reduced the labor 
intensity, increased the efficiency of coal production. 
However, lots of equipments maintenance work has been 
brought into coal industry in the meanwhile. Currently, 
point-inspection system has been accepted in most coal 
industry as the main equipment maintenance system. But 
in practice, the point-inspection can not be finished only 
by human because of large work. So point-inspection 
instrument based on computer technology has been 
induced to assist worker to finish maintenance. 
According to the instrument used in point-inspection, 
there are several problems when applying to coal industry: 
(1) Lacking of network function. Most instruments need 
cable to connect with intranet. (2) Inconvenience of 
operation. The worker can not operate the instrument 
with so many buttons under the environment in mine. (3) 
Incompletion of signal. The signals detected by most 
instruments are limited to temperature, vibration and 
speed. (4) Inconvenience of data input. There is no 
standard database for equipment maintenance included in 
the instrument.  

Against the limitation above, this paper has proposed 
the closed-loop point-inspection system. As the fig 1 
showing, the system has been composed of four parts. 
(1)Intranet which realizes the network management of 
point-inspection; (2)Wireless LAN which realizes the 
connection between intranet and the intelligent point-

inspection instrument. (3) Intelligent point-inspection 
instruments (abbreviated to handheld) which collects the 
point-inspection information. (4)Wireless sensor network 
which provides the point-inspection information. Among 
them, the handheld is the link between point-inspection 
information and intranet. This paper has mainly done 
research and design on wireless sensor network. 

II. ZIGBEE TOPOLOGY ANALYSIS AND DESIGN 
Zigbee is a kind of short-range, low-power wireless 

network technology based on IEEE.802.15.4. Complete 
zigbee protocol stack is composed of four parts: 
application layer (APL), network layer (NWK), middle 
access control layer (MAC), physical layer (PHY). 

A. Zigbee network topology analysis 
Zigbee network supports two different kinds of 

physical device which are full function device (FFD) and 
reduced function device (RFD). Generally speaking, FFD 
can be used as network coordinator which can 
communicate with any other devices. RFD can not be 
used as network coordinator which just can communicate 
with FFD. Both of the two different devices must exist in 
every zigbee network. FFD is responsible for build up 
network. And RFD connected with FFD to form a data-
collecting network[1]. 

 
 

 
 
 

Web server Wireless Router 

Fig1. the principle of mine electromechanical equipment  
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With FFD and RFD, zigbee has two common network 
topologies which are star network topology and peer 
network topology. In star network topology, one FFD 
communicates with several RFDs. And in peer network 
topology, every device can communicate directly with 
each other within the communication. Peer network 
topology can be realized by very complex network form, 
in which every device can communicate with target 
device after following the multi-hop routing. 

B. Closed-loop point inspection management system 
zigbee topology design 

According to the analysis above, we have gotten a 
conclusion that the star network topology is simple to 
build up, and can be realized conveniently. So this paper 
has designed the multi-star network topology which is 
shown in fig 2. In the topology, the net has been divided 
into different regions according to maintenance sites. In 
every region, several RFDs have been installed according 
to the signals collected. And the FFD is movable which is 
designed in the handheld. There is an electrical tag 
installed in every maintenance site which includes the site 
information. There is a RFID reader circuit designed in 
the handheld. When the workers arrive at the site, the site 
information is read and recorded by the handheld. After 
the site is confirmed, the handheld drives the FFD which 
designed in the handheld to link with the specific RFDs. 
The handheld collects the point-inspection information 
after the star topology has been build up. When the data 
communication finished, the RFDs enter sleeping again 
in order to save energy. When the handheld comes to the 
wellhead with workers, it will detect the wireless LAN 
and upload the point-inspection data to intranet. The 
network topology designed in this paper is simple and 
flexible. It not only solves the problem of wireless signal 
transfer path, but also overcomes difficulty of wireless 
signal’s transmission in mine. 

III. HARDWARE DESIGN 
According to the topology descript above, we here 

separately designed the RFD installed in maintenance site 
and the handheld. The chip named CC2430 produced by 
CHIPCON is adopted here to form the RFD. And 
embedded technology is used here to design the handheld. 

 
 
 

 

 

A. Hardware design of RFD 
The principle of the RFD’s hardware is shown in fig 3. 

In the circuit, the CC2430 is used as the control center. 
The CC2430 is a kind of SoC CMOS component which 
embedded with an enhanced and low-power 8051 micro-
controller. The 14 bit ADC integrated in the CC2430 can 
be used to convert the analog signal from sensors. The   
radiofrequency transceiver which is operating in the 
2.4GHz has the advantage of high sensitivity and great 
immunity. The current is lower than 27mA at the 
receiving and transmitting mode. CC2430 also can run at 
the sleeping mode, which can hop into active mode at a 
short time. This feature is fit to our system which need 
long battery life and long time to run[2]. 

Besides, the DS2401 is used as the unique identifier 
memory in which a unique 64 bit license is stored. Except 
ground pins, DS2401 just has one function pin which 
finish the power supply and data input-output. Because 
the power is supported by two batteries, MAX1724 is 
used to stable the system operating voltage.  

B. Hardware design of handheld 
Handheld adopts S3C6410 to be the controller which is 

a kind of ARM chip based on ARM1176. This chip 
contains many hardware structure and peripheral circuits 
such as AXI bus, AHB bus, APB bus, sports video 
process circuit, audio process circuit, 2D accelerator, 3D 
accelerator, camera interface, TFT 24 bit true color LCD 
controller, 4 channels of UART, 32 channels of DMA, 4 
channels timers, general I/O port, I2S bus, I2C bus, USB 
host, high speed USB OTG, SD host, high speed MMC 
card interface and inner PLL. The Falsh/ROM/DRAM 
port support several kind of external memory such as 
NOR-Flash, NAND-Flash, OneNAND, CF, ROM. 
According to the features refer to above and the site 
requirements, this paper designed the handheld whose 
principle is shown in fig 4. 

In the fig 4, the main peripheral devices connected 
with S3C6410 and their function are descript below[3]. 

(1)WI-FI module. The handheld connects with intranet 
through WI-FI module, and finishes the download of 
maintenance task and the upload of maintenance 
information. 

 
 

 
Fig3 circuit of RFD 

Fig2 zigbee network topology  
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(2)RFID reader module. The handheld reads workers’ 

public license and electrical tag installed in maintenance 
site, and records the workers’ information, inspection line 
and site information. 

(3)Zigbee module. After recording the maintenance 
site, the handheld wake up the RFDs in the site through 
zigbee module. And after RFDs enter the star network, 
the handheld receives the date from RFDs and processes. 
The zigbee module here is similar with the RFD in fig 3, 
which is not descript here. The difference is that the 
CC2430 connects with S3C6410 through UART.   

Besides, a 4.3 inch touch screen is used to show the 
graphical interface. A NAND Flash is used here to store 
information. A wireless battery charging module is adopt 
in order to realize all-closed shell design. A audio I/O 
module and a camera module are used to collect audio-
visual information on-site.  

The point need noting specially is that the environment 
for mine electromechanical equipment is very bad. So it 
is impossible for the worker to use the point-inspection 
instrument as a mobile-phone. We design five buttons on 
the handheld for convenient operation, whose function 
are power on/off, forward, backward, enter and cancel. In 
inoue, the handheld can be operate through touch screen, 
and just the five buttons can be operate when the 
handheld used in mine. 

IV. SYSTEM SOFTWARE DESIGN 
According to the zigbee network topology, this paper 

has designed separately the data acquiring program in 
RFD, zigbee module program in handheld, and handheld 
main program. 

A. Program in RFD design 
Because the energy of the zigbee RFD is supplied by 

two batteries, all the RFDs enter sleeping mode if not 
work in order to save energy. In the sleeping mode, just 
the radiofrequency transceiver works in monitor state. 
When the handheld sends signal, the RFD will be 
interrupted into active mode. And then, the RFD convert 
the voltage information from sensors and transfer them to 
the handheld. 

Fig 5 has shown the NS flow of interrupt program 
designed in RFD. When the RFD enters interrupt 
program, it will build up the link of the network, then 

finish the receive setting. If the data is not received, the 
RFD will enter sleeping mode again after series inquire.  

 

 
If the data has been received, RFD will determine 
whether the network link is normal according to the data 
frame head firstly. If the link is abnormal, RFD will build 
up the link again until the link is normal. When the 
receiving is finishing, RFD will store or drop the data 
after verification. After the communication, the RFD 
enter sleeping mode again. 

B. The program design of zigbee module in the handheld 
The zigbee module is connected with S3C6410 

through UART. When workers drive zigbee module to 
operate through the handheld, the interrupt program will 
be triggered. The interrupt program wakes up the zigbee 
module. After waken up, the RFD judges the instruction 
from UART and operates accordingly. The kinds of 
instruction include read data and enter sleeping. This 
program is simple, and is not descript here. 

C. Handheld main program design 
Fig 6 has shown the architecture of program 

development based on WinCE. The bottom layer is 
hardware descript in fig 4. Board Support Package 
(abbreviated to BSP) located between hardware layer and 
operation system layer, which helps the system operating 
on the hardware designed. Operating system layer is the 
core of WinCE, which provides interface and service for 
BSP and application program. And the top layer is the 
user application layer[4]. 

 

 
 

Fig 6 WinCE  architecture 

Fig5 NS flow of sensor net code 

Fig4 hardware schematic of handheld 
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In this design, the handheld operates the zigbee module 
through UART. The handheld transfers instruction to 
zigbee module and receive the data acquired from RFDs 
to process, display and store. 

V. ANALYSIS OF TEST RESULTS 
We install ten RFDs in a laboratory with 40m2 area. 

And every RFDs is connected with a potentionmeters to 
simulate the signal from sensors. Two different electrical 
tags are install and besides the laboratory’s door which 
simulate two different maintenance site. Testing person 
reads one the electrical tag by the handheld, four of the 
ten RFDs is waken up and transfer data to the handheld. 
Then the testing person reads another electrical tag, the 
other six electrical tag also work normally. The result 
shows that the design is feasible. 
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Abstract—Mode-I crack propagation in quasi-brittle 
material such as rock and concrete is studied by a new 
numerical method, lattice cellular automata. Cellular 
automaton method is an efficient method that simulates the 
process of self-organization of the complex system by 
constructing some simple local rules. It is of the advantage 
of localization and parallelization. Lattice model can 
transform a complex triaxial problem into a simpler 
uniaxial problem as well as consider the heterogeneity of the 
materials. Lattice cellular automata integrate advantages of 
both cellular automata and lattice model. In this paper the 
importance of the study of the mode-I crack propagation, 
fundamentals and applications of cellular automata are 
briefly introduced firstly. Then the cellular automata model 
is presented, and in order to verify lattice cellular automata, 
the propagation of mode-I crack in homogeneous material is 
studied. Results of the numerical simulation are in good 
accordance with the experimental results and theoretical 
results of classical fracture mechanics. Furthermore, based 
on lattice cellular automata, the size effect of quasi-brittle 
materials is studied. The simulation results agree well with 
the size effect presented by Bažant. Finally the influences of 
length of crack on the propagation of mode-I crack are 
studied. The simulation results are also consistent with the 
results of classical fracture mechanics.  
 
Index Terms—cellular automata, numerical method, mode-I 
crack propagation, size effect, heterogeneity  

I.  INTRODUCTION 

There exist cracks with diverse scales in the natural 
rock mass. And all kinds of cracks arise during the 
construction of concrete. Failure of quasi-brittle materials 
such as rock and concrete is related to the initiation, 
propagation and coalescence of the cracks. Quasi-brittle 
material such as rock and concrete is sensitive to tensile 
strength. So it is very important to study the tensile 
fracture process, which is about the propagation of mode-
I crack in fracture mechanics. The propagation of mode-I 
crack has been studied extensively by classical linear or 
non-linear fracture mechanics. But the classical fracture 
mechanics is based on the homogeneity, when it is 
applied to quasi-brittle materials, many difficulties arise. 
Kaplan [1] and Mindess et al. [2] detected the fracture 
process zone before the crack. Bažant et al [3] pointed out 
neither continuum material models including local, non-
local continuum models and stochastic finite methods nor 
fracture mechanics including linear elastic fracture 
mechanics and non-linear fracture mechanics can 
realistically model the fracture process of rock, concrete 

and so on. Hudson [4] firstly observed the strength of 
rock samples changed with the size of rock samples, 
which was called as size effect. Rilem [5] experimented 
on the size effect of concrete in detail and drew a 
conclusion that strength of samples would increase with 
the decrease of size. Bažant et al. [3,6,7], Guinea et al. [8] 
and Tang et al. [9] studied the size effect of quasi-brittle 
material such as rock, concrete on theory and numerical 
simulation. Bažant et al. [7] pointed out that the size 
effect of quasi-brittle material was due to its 
heterogeneity. Previous studies have proved that 
heterogeneity was the underlying cause, which leaded to 
the complexity of fracture process of quasi-brittle 
materials.  

Lattice model is a typical meso-model. The thought of 
lattice model appeared about fifty years ago. But because 
the computation was too slow at that times lattice model 
was only taken as a theoretical model. With the 
development of the computer lattice model was also used 
to simulate fracture process of heterogeneous materials. 
Schlangen et al. [10,11] and Van Mier et al. [10,12] 
firstly used lattice model to model fracture process of 
concrete. Lattice model is able to simplify a complex tri-
axial problem into a uniaxial problem and work with 
simple fracture law. On the other hand, because local 
poles will be removed when simulating fracture process, 
local rule is hoped to be adopted. 

Cellular automata were presented by Von Neumann in 
1950’s to simulate self-organization among biological 
cells. Cellular automata model is made up of cell, cell 
lattice, neighbors and rules. The state of one cell depends 
only on the states of itself and its neighbors at the 
previous step. Cellular automata have the advantages of 
time and space discretization, localization and 
parallelization. These years, with the rapid development 
of computer techniques, cellular automata model has 
been widely used in fluid mechanics [13], earthquake [14] 
and solid mechanics [15]. Based on the scalar cellular 
automata (physical cellular automata), Zhou et al. [16] 
simulate the rock fracture qualitatively. Li et al. [17-20] 
presented lattice cellular automata to quantitatively study 
the tensile fracture, influences of heterogeneity on rock 
failure and mechanisms of interaction between two 
cracks under uniaxial compression. 

II.  LATTICE CELLULAR AUTOMATA 
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Based on the failure mechanics, lattice cellular 
automata (LCA) were presented to simulate the fracture 
process, crack initiation, propagation and coalescence of 
crack in quasi-brittle materials such as rock and concrete. 
This model has the advantage of both cellular automata 
and lattice model. The structure of the lattice cellular 
automata is shown in Fig. 1. The lattice grid point 
denotes the cell, which connects its neighbors with beams 
that have three degrees of freedom; the red region around 
the cell denotes the region influenced by this cell. The 
states set of cell is expressed as follows, 

             { } { }{ }
iyxi mffvu ,,,,, ϕφ =                    (1) 

Where ϕ,,vu  is x-direction, y-direction displacement 

and nodal rotation, respectively; mff yx ,,  is x-direction, 
y-direction force and bending moment, respectively.     

 
Figure 1.  Schematic of cell structure 

The local rules, which are used to update the states of 
the cell, are attained according to the equilibrium 
equations of each cell, the deformation equations and 
constitutive equations. 

Actually, quasi-brittle materials are heterogeneous. So 
heterogeneity has to be considered while simulating the 
fracture process. Lattice cellular automata can be used to 
study the heterogeneity of quasi-brittle materials. Here 
heterogeneity is introduced by assigning the mechanical 
parameters such as elastic modulus E , compression 
strength cf following Weibull distribution whose shape 
parameter m can present the heterogeneity of quasi-brittle 
materials. 

In order to simulate the fracture process of quasi-brittle 
materials, we must introduce some fracture laws to judge 
whether the beams start to fail or not. Here two types of 
fracture laws, tension failure and shearing failure are 
adopted. 

To judge tension failure, the maximum tensional strain 
criterion is adopted and is expressed as 

                      0tεε ≥                                          （2） 

Where ε  is the strain of the beams, 0tε  is the strain 
corresponding with the uni-axial tensional strength. Here 
the ultimate tensional strain uε is introduced to judge 
fully tensional fracture. 

To judge shearing failure, Mohr-Coulomb criterion is 
adopted and it can be expressed as below, 

                     31sin1
sin1 σσ

φ
φ

−
−
+

=F                       (3) 

Where θ  is frictional angle of the meso-element; cf  

is uniaxial compression strength of meso-element; 1σ  

and 3σ  are the major principal stress and minor principal 
stress respectively. 

So the basic thought of lattice cellular automata to 
simulate failure and crack propagation of quasi-brittle 
materials can be expressed as: 

1. To divide materials into equivalent lattice 
model. 

2. To introduce the heterogeneity of the rock by 
assigning the mechanical parameters such as 
strength and elastic modulus. 

3. To update the states of all the beams according 
to local rules. 

4. To judge whether the beams fail or not 
according to the fracture laws. 

5. To implement failure analysis for the failed 
beams with failure mechanics in order to be 
able to analyze the strain softening, simulate the 
discontinuity caused by fracture based on lattice 
cellular automata. 

III.  NUMERICAL SIMULATION AND DISCUSSION 

A.  Influence of Heterogeneity on  Mode-I Crack 
Propagation  

Heterogeneity of quasi-brittle materials can be 
considered conveniently using lattice cellular automata. 
In order to study the influence of heterogeneity on tensile 
fracture, a mechanical model with single-side pre-existing 
crack (shown in Fig. 2) is adopted and two samples will 
be studied. Here elastic modulus E=20GPa, compressive 
strength =cf 40Mpa and tension strength =tf 4Mpa. 
One is homogeneous; the other is heterogeneous and the 
Weibull distribution parameter 0.4=m (shown in Fig. 
3).  

The fracture process of the homogeneous sample and 
its corresponding stress-strain curve are shown in Fig. 4. 
The fracture process of the heterogeneous sample and its 
corresponding stress-strain curve are shown in Fig. 5. 

 
Figure 2.  Mechanical model with single-side crack 
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Figure 3.  Test samples (a) homogeneous sample (b) heterogeneous 

sample, here a/b=0.5 

 
Figure 4.  Fracture process of homogeneous sample shown in Fig.3(a) 

 
Figure 5.  Fracture process of heterogeneous sample shown in Fig. 3(b)  

 According to Fig. 4, the lattice cellular automata is 
verified through the comparison between the numerical 
results and the theoretical results of classical fracture 
mechanics, where mode-I crack in homogeneous material 
propagates smoothly along the pre-existing crack . 
According to Fig. 5, the crack propagated zigzag because 
of the influence of heterogeneity, but the crack pattern is 
approximately perpendicular to the direction of load. 

B.  Size Effect 
Experiment is an important method to characterize 

mechanical properties of material. However some 

researchers find that the strength of different samples 
with different sizes made of the same quasi-brittle 
material differs. It reveals that stress-strain curve is not 
the real material property but the presentation of material 
property in the samples. In order to fully understand 
mechanical properties of quasi-brittle materials, it is 
necessary to study the size effect of quasi-brittle 
materials. Here the study of the size effect is based on 
lattice cellular automata. Four samples with different 
sizes 100mm×50mm, 80mm×40mm, 60mm×30mm, 
40mm×20mm, 20mm×10mm (shown in Fig. 6) are 
studied. The samples are stretched by displacement in the 
vertical direction. The loaded displacement at each step is 
0.0005mm. Here elastic modulus E=20Gpa, compression 
strength 40=cf MPa and tensional strength 

4=tf MPa. Elastic modulus, compression strength and 
tension strength follow Weibull distribution whose 
parameter m=4.0. Stress-strain curves of these five 
samples are shown in Fig. 7, which shows that the tension 
strengths decrease with the growth of the size of the 
samples.  

Bažant et al. [7] presented the size effect that fits 
quasi-brittle materials: 

                   
0

,
1 D

DBfu
N =

+
= β

β
σ                       (4) 

Where Nσ  is strength of samples with different sizes, 

uf  is the given norm strength which can be taken as 

uniaxial tensional strength of the standard sample, β  is 

brittle index, B  is an empirical parameter, 0D  is the 
norm size of sample. 

Here MPafu 4= , mmD 10 = , size effects of 
samples with single-side crack can be obtained. 
According to Fig. 8, numerical results are in good 
agreement with (4) presented by Bažant. Therefore lattice 
cellular automata can address the size effect of tensile 
strengths of quasi-brittle materials very well. 

C. Influence of Crack Length  on Tensile Fracture  
According to fracture mechanics [21], not all cracks 

are very terrible. If the size of crack can be controlled to a 
certain limit failure from crack propagation will be 
avoided. Therefore the length of crack has great influence 
on the crack propagation and failure of samples. Based on 
lattice cellular automata several samples with different 
long single-side cracks are made to study the influence of 
the crack length on the propagation of the crack and the 
fracture process. Samples with different long cracks are 
shown in Fig. 9. The ratio of the length of crack to the 
width of samples (a/b) is 0.5, 0.25, 0.1 and 0, 
respectively. Mechanical parameters and distribution 
parameters of these four samples are the same with 
sample (c) shown in Fig. 6. 
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Figure 6.  Samples with different sizes (a) 20mm×10mm (b) 40mm×

20mm (c) 60mm×30mm (d)80mm×40mm (e) 100mm×50mm 

 
Figure 7.  Stress-strain curves of samples with different sizes  

 
Figure 8.  Size effect of samples with single-side crack 

 
Figure 9.  Samples with different cracks (a) a/b=0.5 (b) a/b=0.25 (c) 

a/b=0.1 (d) a/b=0 

Fracture processes and stress-strain curves of these 
four samples are shown in Fig. 5, Fig. 10, Fig. 11 and 
Fig. 12, respectively. According to Fig. 5 and 10, crack 
propagates firstly at tips of pre-existing cracks when pre-
existing cracks are longer. On the other hand, because of 
the influence of heterogeneity cracks propagate zigzag. 
With the decrease of the length of pre-existing cracks, the 
influence of heterogeneity on the propagation of cracks is 
less. When the ratio of the length of crack to the width of 
the sample is 0.1, the heterogeneity of quasi-brittle 
materials controls the propagation of the cracks and pre-
existing cracks cannot grow and cause failure. So it can 
be concluded that the length of pre-existing cracks and 
the heterogeneity of quasi-brittle materials control the 
propagation of the cracks. And the numerical results also 
proved that pre-existing crack will not cause failure if the 
length of pre-existing crack can be controlled in a certain 
range. 

 
Figure 10.  Fracture process of  the sample shown in Fig. 9(b) 

 
Figure 11.  Fracture process of  the sample shown in Fig. 9(c) 
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Figure 12.  Fracture process of the sample shown in Fig. 9(d) 

IV. CONCLUSION 

Based on the lattice cellular automata, the influence of 
heterogeneity and the length of the pre-existing crack on 
the propagation of cracks are studied. Numerical 
simulation results are in good accordance with theoretical 
results and experimental results. Conclusions can be 
drawn as follows, 

1. Cellular automata model is an efficient method to 
study mode-I crack propagation. 

2. Cellular automata can be used to study the 
influences of heterogeneity on the crack propagation. 

3.  Cellular automata can be used to study the size 
effect of quasi-brittle materials. 

4. Pre-existing cracks will not lead to failure if the 
length of crack is controlled in a certain range. 

Quasi-brittle materials must be divided into a large 
number of cell elements if real fracture process is 
modeled. Thus large-scale computation will be needed. 
Now parallel computation is considered as an efficient 
method to solve this problem. Parallelization is easy to be 
implemented for cellular automata, which is the subject 
for the next stage. 
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Abstract—The paper focuses on the design and realization of 
the temperature monitoring system of generator stator 
based on PN junction sensor. This system is developed for 
the fault caused by overheating temperature of generator 
stator in the power generation. By real-time temperature 
monitoring to generator stator, the fault can be detected 
early, thus reducing economic losses. In view of the 
particularity of generator stator’s environment and the 
advantages of PN junction sensor, the system is presented. 
On this basis, the principle of the system, PN junction 
sensor, hardware circuit and the communication module 
with host computer are introduced specifically in this paper. 
In the system, the real time temperature of stator can be 
shown in host computer, and the alarm can be answered if 
temperature anomalies occur. 
 
Index Terms—stator, temperature monitoring, PN junction 
sensor, microcontroller, communication 

I.  INTRODUCTION 

In the industrial production, temperature information is 
a decisive reference factor. Monitoring the temperature of 
industry equipment immediately, relates to the safety of 
the whole industrial production[1]. In the industry fields of 
metallurgy, chemical industry, energy resources and 
building materials, temperature measurement accuracy 
and rapidity, makes much sense. And the safety 
production of power has a relation to the stabilization of 
the various walks of life, the society, and even people’s 
life. As the equipment of the power generation, generator 
stator’s temperature is over-heat, which may lead to the 
halt of the power generation. The result is terrible. 

The temperature rise is one of the major technical 
indicators of the generator. If the rise is too high, normal 
operation of generator will be affected. Further, power 
interruption may occur, and consequences would be 
disastrous[2]. In order to ensure the safe and reliable 
operation of generator, temperature monitoring of 
generator stator must be done on power generation site at 
any time. So, the design and realization of the 
temperature monitoring system of generator stator, is of 
great practical significance. 

II. BRIEF INTRODUCTION OF THE SYSTEM 

The temperature monitoring system of generator stator 
based on PN junction sensor, consists of PN junction 
sensor, operational amplifier circuit, A/D signal 
acquisition module, signal processing module, 
communication module and display or alarm in host 
computer. Figure 1 shows the schematic diagram of the 
system. 

A.  Principle of temperature measurement 
Distribution of stator temperature is uneven. To ensure 

that all stator temperature anomalies can be detected, a 
number of PN junction sensors were placed in the stator 
wall. PN junction sensor converts the temperature signal 
of the generator stator into a voltage signal, which is 
reversed and amplified by the op-amp circuit, with 
linearly proportional to the temperature signal. Voltage 
signal through the op-amp circuit is collected into signal 
processing module, which may consists of 
microcontroller chip or DSP chip. After being computed 
and processed, it’s converted to digital signal, through 
remote communication, then displayed and answered the 
alarm in host computer[4]. 

B.  PN junction sensor 
DA linear PN junction temperature sensor is a new 

type of semiconductor-sensitive devices, which is a 
negative temperature coefficient temperature-voltage 
conversion device[3]. It has not only the advantages of 
thermocouples, platinum resistance, thermal resistance, 
but also can overcome some defects that the traditional 
temperature measuring devices are difficult to overcome. 
As a new measuring apparatus, it is an essential basis 
component in automatic control technology and 
instrumentation industries. It is 50 times more sensitive 
than the thermocouple in K sub-degree, 30 times better 
than the thermal resistance in linearity, and 20 times 
faster than more platinum resistance at response speed. It 
is small, has fast response, good linearity, and good 
interchangeability. So it is the ideal temperature zone 
temperature sensing device. In ambient temperature 
region of -30 ~ 200 ℃ , this linear PN junction 
temperature sensor has an extremely bright future in 

Figure 1.  Schematic diagram of the system. 
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applications. And it completely gets rid of the traditional 
temperature sensor’s non-linearity, which bothers 
electronic designers long. Without compensation of the 
linear network, complex design and calculation, as well 
as the complexity debug in the production process, it 
brings great convenience to the design and production. 

The temperature of stator is usually less than 120 ℃, 
and the space around generator stator is limited[5]. While 
the temperature measuring range of PN junction sensor is 
-30 ~ 200 ℃, and it’s small, inexpensive, possessing 
good linearity, interchangeability, of no linear 
compensation, so PN junction temperature sensor is 
chosen to be used in this system. 

The characteristics of diode related to temperature. The 
forward voltage of diode changes with temperature. PN 
junction changes in temperature for every 1 ℃, in voltage 
for about 2mV. The forward voltage of PN junction drops 
with the temperature T rising, approximately linearly. 
Therefore, PN junction temperature sensor is made 
according to the relationship of voltage and temperature. 
Silicon transistor can be used as temperature sensor, with 
measuring rang from -50 ℃ to +100 ℃, accuracy about 
± 1%. The characteristics of PN junction in voltage and 
temperature are shown in Figure 2. 

III. DESIGN OF HARDWARE CIRCUIT 

Taking account of the accuracy of analog information, 
we choose the avr microcontroller ATmega128[6]. Its 
precision of AD conversion is 12 bits with 8 channels. It 
converts the analog voltage signal collected by AD 
conversion, then computes and processes it. So the digital 
signal we need is made. 

Digital temperature information communicates with 
host computer by RS485. MAX485 is used here[7]. 

A.  Introduction of RS-485 interface 
RS-485 transceiver sends signal in balance and 

receives differentially, so it has anti-common-mode 
capability. Coupled with the receiver, it has a high 
sensitivity, can detect voltage as low as 200mV. So the 
transmission signal can be restored 1000 meters far away. 
Using the RS-485 bus, a pair of twisted-pair will be able 
to achieve the multi-station networked to form a 
distributed system. Because of the advantages of simple 

equipment, inexpensive charge and long distance 
communication, it is used widely. 

B.  Introduction of MAX485 
Pin diagram of MAX485 is shown in Figure 3, and all 

pin functions are as follows:  

(1)RO: receiver output. A-B ≥ +0.2 V, RO=1; A-B ≤
-0.2V, RO =0.  

(2) RE : Receiver Output Enable. RE =0, receiver 
output permitted; RE =1, receiver output prohibited, and 
RO is high impedance.  

(3)DE: Driver Output Enable. DE=1, driver working 
permitted; DE = 0, driver working prohibited, and the 
output terminal A, B is high impedance. 

 (4)DI: Driver Input. DI = 1, A high output, B low 
output; DI = 0, A low output, B high output.  

(5)GND: ground.  
(6)A: receiver input in phase and driver output in 

phase. 
(7)B: receiver input inverting and driver output 

inverting. 

C.  Design of circuit 
Signal processing and 485 communication circuit in 

the system[8] is shown in Figure 4. 
Amplified signal, processed into digital temperature 

information by ATmega128, is then sent to host 
computer. In order to isolate bus and microcontroller 
system, coupler isolation is needed between the 
asynchronous communication port of ATmega128 and 
MAX485, (TLP521-1 and TLP521-2 used here), thus 
increasing security, and reducing the circuit interference. 

IV. CALIBRATION OF THE SYSTEM 

Place the PN junction temperature sensor in constant 
temperature water tank, adjust the liquid medium 
temperature 0 ℃ (or in the ice water mixture), adequately 
stir to reach balance and then adjust corresponding 
potentiometer, so that host computer displays 00.0 
(calibrated 0 ℃); then set the thermostat sink temperature 
of 100 ℃ (or in the boiling water environment), a few 
minutes after reaching 100 ℃ , adjust corresponding 
potentiometer, so that host computer displays 100.0. 
After repeating the above-mentioned adjustment 

Figure 2.  The characteristics of PN junction in voltage and temperature.
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operation several times, the calibration of the system is 
completed. 

V. CONCLUSIONS 

In this system, PN junction sensor is used to extract the 
temperature signal of the generator stator, which is 
processed by amplification circuit and microcontroller to 
form the signal we need. Then it communicates with host 
computer. This way can spread to more industries. If this 
real-time temperature monitoring system is used in other 
industrial machinery equipment, production failures and 
potential danger can be reduced, and it will be of great 
practical significance and has bright prospects for 
development. 
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Abstract—Chinese is becoming more welcome as a foreign 
language in the world. Traditional learning resource cannot 
meet the urgent needs from Chinese language learners in 
the Internet era. To compensate the serious lack of e-
Learning resources for Chinese teaching and learning, a 
Chinese e-Learning resource pool was introduced, and its 
system functions, architecture and knowledge system were 
described. E-Learning technologies were utilized in the 
resource pool to support collaborative, active study in 
multimedia network environment. Natural language 
processing technologies like speech recognition and text 
information processing can improve the effect of e-Learning 
so that they were integrated in the resource pool too. 
 
Index Terms—e-Learning, natural language processing, 
Chinese language learning resources 

I.  INTRODUCTION 

Nowadays there are more than 3,000 institutions of 
higher learning in 109 countries and regions than have 
offered Chinese courses. The number of foreigners 
learning Chinese as a second language around the world is 
greatly increased in recent years and is over 40 millions 
now. To satisfy the vast demand of learning and to attract 
more learners, enormous resources for teaching and 
learning Chinese have been developed. Confucius Institute 
online [1] is an official website of Hanban, the executive 
body of the Chinese Language Council International, 
aimed to provide overseas Chinese learners information 
about Confucius Institute news and affairs, resources of 
Chinese Language and culture as well as interaction 
center. There are also abundant resources in Learning 
Chinese with FLTRP [2], such as Confucius classroom, 
Chinese words, interactive spoken Chinese and many 
training programs etc... China the Beautiful [3] gives an 
overall introduction about China including Chinese 
Science, literature and Language knowledge within simple 
frame pages. The websites all have rich traditional 
resources for teachers and learners; however, they are 
incapable to supply enough e-Learning resources 
efficiently for oversea learners.  

Teaching Chinese to overseas is one of the basic 
contents of Chinese promotion, meanwhile, learning 
Chinese the basis for people who want to know China 
first-hand, and both of them are difficult. Most of the 
students want to learn Chinese anywhere at any time, and 
their native languages may be totally different. Their 
cultural backgrounds, education levels, study motivations 
may be different, too. Besides of the sophistic situation, 
Chinese is too hard and mysterious to learn for many 

foreigners, especially for Indo-European students. To 
improve the situation, new types of resources and e-
Learning technologies are to be introduced to make 
resources more customized, more humanized and 
“smarter” than ever.  

The paper presents a well-designed large-scale e-
Learning resource pool which is aimed to provide what 
users need as much as possible. Then, as [2] using tone 
recognition technology to help students master 
differentiate tones, to make the use of the resource 
functions more convenient and more intelligent, natural 
language processing technologies are going to be used to 
manage the resources. Additionally, modern learning 
technologies are to be adapted to support Chinese e-
Learning activities. 

II. SYSTEM ARCHITECTURE 

At the end of 2009, 282 Confucius Institutes and 272 
Confucius Classrooms have been built by Hanban. In this 
case, furnishing cost-price feasible e-Learning resources is 
a more pressing issue than ever. The goal of the resource 
pool is to offer one-stop intelligent resources and services 
for Chinese language teachers, learners and other 
enthusiasts. 

It is important to choose and apply proper implement 
technologies. Comparing with traditional learning, e-
Learning is more flexibility in time and location, and is 
more cost-effective for learners. Learners at any place in 
the world can access shared e-Learning information 
unlimitedly, and control study pace by themselves [4]. 
Moreover, natural language processing, especially 
Chinese information processing technologies will help 
people release from many hard works. 

Taking all the above matters into account, the resource 
pool should realize several functions within a system 
architecture that consists of a communication platform and 
a learning resource platform, including a carefully 
constructed knowledge system as follows: 

A. System Functions 
• Multi-goal driven. Teachers can find teaching aids 

like Chinese textbooks, courseware, reference 
books, pedagogic tools and the other things that 
can help them to prepare lessons. Students can 
receive real-time teaching and need not to face the 
teacher, and they can do self-study under the 
instructions in the pool. Other non-Chinese native 
spoken learners can learn Chinese language and 
culture as they like.  

ISBN 978-952-5726-10-7 
Proceedings of the Third International Symposium  on Computer Science and Computational Technology(ISCSCT ’10) 

 Jiaozuo, P. R. China, 14-15, August 2010, pp. 483-486 

© 2010 ACADEMY PUBLISHER 
AP-PROC-CS-10CN007 



 484

• Multimedia. Optimized combination of 
multimedia learning resources would be utilized 
to improve the efficiency of teaching and learning. 
Modern pedagogic medium make learning less 
monotonous and thus more effective. 

• Multilingual. The learners are from different 
countries, and they use several dozens of 
languages. To meet learners’ needs, especially for 
beginners, multilingual learning resources are to 
be deployed in the pool. Meanwhile, to make deep 
impress on learners, the resources would be 
developed with full consideration of learners’ 
cultural background and unique characterizes of 
their native languages. 

• Interactive. Users would be able to submit 
feedback and to participate in enriching and 
optimizing the content of the resource pool. The 
instruction for them would be explicit and easy to 
follow. The pool would provide various 
communication channels including email, forum, 
blog, instant message system, etc. 

• Intelligent. E-Learning environments can provide 
explanation, tutoring and intelligent diagnosis of 
students’ understanding [5]. Personalization 
techniques, that is, adaptive hypermedia 
techniques and filtering and recommendation 
techniques are used to customize the user 
learning style and content [6]. On top of that, the 
paper noticed that natural language processing 
techniques could help people to manage 
resources based on dealing with content and to 
use resources in more convenient and efficient 
ways. Chinese information processing techniques 
have made great progress in recently years, and 
not been applied in e-Learning as they could. The 
Chinese e-Learning resource pool is to synthesize 
these techniques to organize Chinese learning 
resources and offer intelligent services for users. 

B. System Architecture 
The Chinese e-Learning resource pool is composed of 

two parts: learning resource platform and communication 
platform. The pool’s system architecture is in Fig. 1.  

Users can access the pool by local area network, 
Internet or mobile devices, and gain or supply Chinese 
learning resources, or receive video conference teaching. 
To serve for that, instant messaging, shared whiteboard, 
custom input facilities are to be utilized in the system. 
There are two main databases in the system: user profile 
database and learning resource database. The former 
stores user information; the latter stores a large amount of 
learning resources such as archived video lectures, 
documents, flashes and so on. User management, learning 
management, learning resource management and system 
management are the four management modules of the 
system. 

C. Resource Organization 
Learning resources are divided into three lays: material, 

component and course, and resources of each lay consist 
of various categories as Table 1 shows. The service 

objects of resources are recorded in the learning resource 
database such as the teacher’s or student’s language, level 
of Chinese education, age group and so on. Users can 
choose their favorite resources or accept ones that the 
resource recommendation module chooses for them with 
consideration of their user profile. Resources in the lower 
lay could be united into some kind of resources in the 
upper lay, so that a user can select a few of materials and 
the system would generate a PowerPoint courseware 
automatically, or select some components and receive a 
teaching case from the automatic generating system. 
Teachers can save time and energy in such a way to some 
extent.  

TABLE I.  RESOURCE LAYS AND CATEGORIES 

lays categories 
course one-to-many/one-to-one/self-study, 

synchronous/asynchronous 
learning 
component 

courseware, knowledge document, textbook, 
exercise, test paper, teching case, literature 

material audio, video, cartoon, text, picture, graph, 
game, teaching and learning software, 
webpage material 

D. Knowledge System Architecture 
There are mass resources structured by a knowledge 

system in the website of the resource pool. The principles 
of building such a knowledge system are authority, 
complete and explicit. The knowledge system covers 
nearly every branch of Chinese language and culture that 
are usually taught in Chinese Language classes. 

• Language knowledge: Chinese character library, 
Chinese vocabulary library, Chinese phonetics 
library, Chinese grammar library, Law library of 
Chinese language etc. 

• Culture knowledge: religion culture, philosophy 
culture, utensil culture, folk culture, science and 
technology culture, aesthetic culture, academic 
culture and political culture. 

             

 
Chinese idiom bank is one branch of the Chinese 

vocabulary library, which structure is showed in Fig. 2. 

III. SUPPORTING TECHNOLOGIES 

E-Learning technologies and natural language 
processing technologies can do favor to the resource pool 
in different ways. 

Figure 2. Structure of the Chinese idiom bank 
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A. E-Learning technologies 
1) Annotations. Initiate interactive learning on 

specific topics or terminologies is often difficult for 
learners. That is, annotations are usually used in strategy 
learning [7]. Content of resources and procedure of 
teaching and learning could be annotated for advanced 
application. For example, considering the interanational 
annotation standards, an particular annotation set is 
designed to describe the structure of modern Chinese 
grammar in the knowledge system and tag the content of 
each resource related to modern Chinese grammar. With 
the annotations, semantic information retrieval system 
could find resources on some topic rapidly and correctly. 

2) Distributed components. Distributed component 
technology can improve the performances of information 
processing, system collabration, system robust and 
extensibility as well as accelerate application 
development [8]. Sun’s Enterprise Java Beans have been 
deployed in the resource pool to support distributed 
learning and problem solving. 

3) Interactive activities. It is necessary to know 
learners’ oppinions about resources and services as well 
as to arouse their enthusiasm of collabrative learning. 

a)  Users defined tags. Users can define tags to 
annotate resources offered by themselves as long as the 
tags meet with the specifications of the standard 
annotation set. 

b) Evaluation and recommendation. For each 
accesible resource in the resource pool, users can give 
feedbacks about resources and services to help other 
users to make decision. 

c) Communication channels. Users can 
communicate with the pool staffers or other users 
throught email, phone, blog, forum, instant message and 
online question answering system in the website of the 
resource pool. 

B. Natural language processing  technologies 
Most contents and content descriptions of learning 

resources are in natural languages. Natural language 
processing technologies are essential for comprehensive 
applications [9]. 

1) Machine Translation. The resources and services 
in the resource pool must be multilingual translated. 
Since the students are from dozens of countries and speak 
different  languages, traditional human translation are too 
expensive and time-consuming. Machine translation 
could do a great favor to solve the problem, even though 
the technology is still far from perfect now. 

a) Translate shared content. Resources about 
Chinese basic knowledge points, web pages, instructions  
and help information are needed by all of the users.  

b) Real time interpretation. Even if there is only one 
teacher in a online classroom that is utilized with a real-
time interpretation system, Students with different native 
language can study together. 

2) Speech recognition. Phonetic technologies are 
useful in language learning. 

a) Phonetic learning.When a learner studies how to 
pronounce by himself, speech recognition software can 

compare his pronounciation with the standard one, then 
the student can correct pronunciation by the result. In 
addition, the learner can make dictation without a teacher. 

b) Captioning for videos. There are large amount of 
videos which content are not described in text, and thus 
can not be retrieved effectively. To solve the problem, 
usually videos should be viewed and described by human. 
By automatic captionning, the laborious work can be 
done by a software that combines speech recongnition 
and automatic summarization technologies. 

c) Situation Dialogur exercises. A speech 
recognition system is capble of “talking with” learners to 
help them practise oral Chinese. Learners can master a 
larger vacabulary and learn more about Chinese tone and 
flow changes in real spoken situations. 

3) Text information Processing. The following 
technologies are quite useful in e-Learning systme: 

a) Text categorization: resources newly coming can 
be classified automatically accroding to their text content, 
and learners be grouped according to their profiles. A 
customized recommendation system can push a proper 
kind of resources to the right group of users. 

b) Text-to-Speech: Text will be read by a text-to 
speech system. In such a way, students can do listening 
practice or learn how to pronounce. In some cases, the 
technology can be used as screen reading. 

c) Semantic information retrieval. With the help of 
annotation system, resources are semantically annotated, 
so that information retrieval system can search out what 
are the user really need. 

d) Question-answering system. Frequent questions 
and answers can be recorded in the system. whenever a 
user want to get help about the resource pool, he will get 
an answer by the question-answering system. With it, 
Time-zone would not be a problem. 

In addition to the above natural language processing 
technologies, there exists plenty of other technologies that 
have been or can be used in Chinese e-Learning such as 
Chinese input methods and automatic summarization 
technology. For instance, to force learners to memorize 
Chinese tones, Chinese character Pinyin input methods 
could be modified to display character only after the right 
tone is given. 

IV. CONCLUSION 

The Chinese e-Learning resource pool aims to provide 
one-stop learning and intelligent services for Chinese 
language teachers, students and enthusiasts. Besides well-
designed Chinese knowledge system, modern e-Learning 
technologies and natural language processing technologies 
are to be utilized to permit collaborative learning and 
reduce the cost of Chinese promoting around the world. 
Parts of these have been applied in the resource pool, 
which has already been built and deployed on line [10]. 
With the mature of science and technology, more 
humanized applications and teaching medium will be 
expected in the pool, such as teaching and learning 
resources facing the disabled, touchable learning system 
and so on.  
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Abstract—Food shortage has been among the most 
threatening problems to the world since the beginning of the 
new century. And it means more to the countries with a 
large amount of citizens such as China. Chinese 
governments at different levels have being taken different 
kinds of actions to stabilize and increase the yields of grains. 
A major premise of making right decisions is the ability to 
accurately assess crop growth and food supply, and an 
scientific decision-making process to provide appropriate 
strategies or countermeasures based on them. This can be 
accomplished partly by using the decision support system 
(DSS) that provide accurate and detailed information about 
crop growth and food supply. In this paper, an agricultural 
spatial DSS (ADSS) frame was studied and developed to 
meet the increasing demands. The ADSS was aimed at 
suggesting efficient strategies for problems in crop growth 
and food safety as well as providing timely and accurate 
information about crop growth and food supply. The 
system, based on the spatial information technologies and 
crop growth simulation methods, contains three parts: (1) a 
spatial agricultural resources data warehouse has been 
constructed; (2) a crops monitoring and simulation package 
was studied and developed; (3) a spatial decision support 
package for food-supply security developed. The ADSS has 
been applied to the Northeast China and been proven to be 
a successful tool for crop growth monitoring and food 
security strategies. 
 
Index Terms—Crop growth monitoring; food supply 
security; ADSS; Northeast China  

�. INTRODUCTION 

The latest years has seen mankind confronted with the 
problem of food security worldwide. China, with 7% of 
total arable land to feed 22% of total population of the 
world, has long been a focus of  public attention (Cheng, 
2005a). It has always been, therefore, the primary 
importance among priorities for Chinese governments at 
different levels to keep national or regional grain 
balances of demand and supply among all the grain 
macro-management activities. While timely and accurate 
information about regional crop growth and grain 
production is among the premises of food (grain) supply 
security macro-management for the governments. 
Moreover, with the pace of the regionalization of the food 
production bases accelerating, the major food-producing 
areas is playing increasingly important role in the 
national food security system(Cheng, et al. 2005b). The 
capability to accurately predict the crop growth and food 
production in these districts can contribute a lot to better 

scientific decision-making on the food-supply security at 
regional and national level (Wu Bingfang, 2004).  

The application of decision support system(DSS) in the 
fields of agriculture provides a new and efficient method 
for improving the management of regional food 
production mode and decision-making on the 
management of food security (Cao Weixing, et al. 2007). 
The space technologies such as RS, GIS, now 
increasingly powerful tools, give support to agricultural 
DSS (ADSS). Crop-growth monitoring with RS can 
monitor the growth of crops and predict grain production 
more objectively and rapidly. RS, thereat, become a 
fundamental component and tool of DSS. GIS, being 
powerful in the data compilation, storage, management 
and spatial analysis, are widely used as the platform of an 
agricultural DSS, various crop growth models, grain 
production estimation models and other models extend 
extensively the functions of the agricultural DSS. 
Furthermore, with the rapid development of 
internet/intranet technology, Web technology is growing 
up to a new branch in the development of ADSS (Mei 
Fangquan, 2003). The application domains of agricultural 
DSS are mainly restricted to a specific field(Rui Xijie, et 
al.2005; Zhu Yan, 2004), while it comes to regional 
agricultural macro-management, little DSS research has 
been reportedly done (Zhao QianJun, 2005). This paper 
presents the development of a DSS for the macro-
management of the regional agricultural activities and 
food security in Northeast China, which has been one of 
the key grain production bases of China. The proposed 
DSS has the ability to suggest solutions for common 
problems in agricultural practices, which include crops 
growth monitoring, simulation, grain production 
estimation and the macro-management of agricultural 
production activities and food security. 

�. THE STUDY AREA,RESEARCH SINGIFIC  ANCE 
AND OBJECTIVES 

Northeast China has been being among the key food-
production bases of China since the foundation of PRC, 
serving as one of the main sources of merchandized food 
supply for rice, corn, soybean. Northeast China is playing 
a increasing important role in food security with the 
situation of food security is getting worse. And it is also 
regarded as the largest strategic spare food base in China 
or a stabilizer of domestic food market (Cheng, et al. 
2005b). The irrational agricultural land use structure, 
disarrangement of agricultural activities, unreasonable 
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dispose of crop planting structure and frequency of 
natural disasters , however, resulted in fluctuations of the 
regional dramatic grain production, hampering the 
development of the regional agricultural industry and 
threatening regional and national food supply security. 
More advanced methods and technologies are needed to 
manage all the information with different sources, and 
interruptedly analyze all the information to get better 
strategies for administration. An ADSS can, obviously, 
meet the needs. But up to now, there is no such decision 
support system available in the field.  

The paper aimed at developing an ADSS dealing with 
the development of a DSS for crops growth monitoring 
and simulation, grain production prediction, providing the 
decision-making strategies and the early warning of food 
supply and the macro-management of agricultural 
activities for the agricultural administration in Northeast 
China. Therefore, the main objective is to develop a 
monitoring system for watching crop growth, finding 
problems in crop growth, selecting appropriate choices. 
To achieve this objective, the following tasks were 
accomplished: 

(1) Conducting an extensive literature review; 
(2) Interviewing experts in agriculture, information 

system; 
(3) Constructing the spatial data warehouse of 

agricultural resources in northeast China; 
(4) Experimental data were acquired by conducting a 

series of experiments, and then validated and modified 
with them the models from the literature or other source; 

(5) Developing crops monitoring, crops growth 
simulation and grain production estimation system; 

(6) Developing the DSS for food security in Northeast 
China( including the knowledge base and models base ). 

Number footnotes separately in superscripts 1, 2, …. 
Place the actual footnote at the bottom of the column in 
which it was cited, as in this column. See first page 
footnote as an example. 

�. THE FRAME WORK OF THE ADSS 

Based on the characteristics of data and users, a mixed 
structure of the system was adopted which is a 
combination of B/S and C/S structure. The architecture of 
the system is shown in the Fig. 1, based on the traditional 
3-tiers architecture of “browser/application 
server/database server, the application services is divided 
into two parts according to the logic functions of the 
system: application server and Web server. The B/S 
structure is made up of four components: Web 
browser/Web server/application server/database server. 
The Web browser brings users UI ands transmit the 
requests from users; the Web sever deals with and 
distributes the requests; database server provides data 
retrieval, storage, modification, etc; while application 
sever contains various models such as agricultural land 
use disposal models, crop growth models, grain 
prediction and estimation models, data access models, 
etc. 

 

 
Fig. 1 The framework of the agricultural decision support system(ADSS) 
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For the system server or other special users, B/S mode 
may be less convenient and a bit slower, especially when 
processing a huge amount of images and other 
operational processes. While C/S architecture makes data 
processing and other operations run across multiple hosts 
and brings more efficiency and scalability to the 
application. In the paper, a C/S mode was added into the 
system’s architecture. The client-server applications in 
the paper are split into three components: the client 
component of the application requests or sends 
information to a central application server or database 
server, and then application server or database server 
deals with all the processes and returns the results to the 
client. 

Ⅳ. DEVELOPMENT OF THE  ADSS 

A  Construction of the spatial data warehouse of 
agricultural resources 

The spatial database includes satellite RS images 
(Land sat TM, MODIS, AVHRR), statistical data (about 
the regional agricultural economic index, grain 
production, etc.), agricultural meteorological data, 
agronomy parameters, agricultural land resources, and 
data about the environment, information about the 
demand and supply of grain at various scale. 

A database management system has been developed 
for the spatial data warehouse with the following 
operations: inputting, storing, managing, querying and 
indexing data in the data warehouse, regular spatial 
analysis with data, data and thematic map outputting and 
database maintaining.  

B  Development of the crops monitoring system based on 
RS and corresponding simulation models base 

 
The system contains monitoring, acquisition, and 

simulation of crop growth and condition, and prediction 
of grain harvest based on RS. It consists of 6 components: 
crop condition monitoring ， crop acreage estimation, 
crops growth simulation and yield prediction ， grain 
production estimation，cropping index and crop structure 
monitoring, drought monitoring.  

C  Development of the ADSS for food security and 
macro-management of agricultural activities 

1 Methods 
The system was developed using a rule-based shell 

software available in the market. The basic building 
blocks of the decision support system are the rules. Rules 

Data warehouse 
 

Agricultural land use monitoring based on 
RS 

system

Crops planting structure RS monitoring 
system 

遥感综合监测

Grain production prediction based on RS 
 

Crops growth simulation based on RS 
 

Agricultural land use planning SDSS 
 

SDSS of Crops planting structure adjustment  
 

SDSS for Grain purchase and input and output 

SDSS for the macro-management of Agricultural 
activities 

RS monitoring system  Agricultural Spatial DSS 
 

multi- tempera 
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database 
 

Database for  
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Database for  
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environment  
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Fig. 2  A sketch of the functions of the system 
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were made from the data available from the survey and 
the literature review.  

The typical rules are generally composed of the 
following components: 

 Qualifiers: These are questions that the user is asked 
to provide answers to within an  “If-then” frame. The 
value of the qualifier is fixed and cannot be changed. 

Variables and mathematical models: Variables are 
created to accept input from the users while the 
mathematical models are used to evaluate and direct the 
decision process. 

Choices: Choices are the product of specific scenarios 
in the decision support system. The recommendations at 
the end of a session are the choices. In the decision 
support system presented in this paper, many measures 
such as adjustment of agricultural land types, adjustment 
of regional corps planting structure and other macro-
management measures of agricultural activities are the 
choices. 

2 Contents of the Sub-DSS in the ADSS 
The sub-DSS aimed at serving the management and 

agricultural technicians with decision-making choices. It 
includes the following components: 

(1) Spatial decision support on the adjustment of 
agricultural land-use structures 

This module is used for evaluating the adaptability of 
agricultural land resources with GIS, and analyzes the 
major factors to bring the environment ecological risks, 
and quantize the types, amount and spatial distribution of 
arable land which need to ex-farming. 

(2) Spatial decision support on the adjustment of 
regional corps planting structure 

This module analyzes information about the demand 
and supply of each kind of grain and predict the tendency 
home and abroad , and then evaluates the regional crops 
planting structure at present with RS monitoring of crops 
planting structure, and quantify the types, the quantity 
and spatial distribution of crop planting structure needed 
to adjust. 

(3) Spatial decision support of macro-management of 
agricultural activities 

This module analyzes grain production potentials with 
crop growth simulation models and GIS technology; it 
also analyzes quantitatively the types and effects of 
hazards which lead to underproduction of crop  

(4) Early warning system of Regional grain supply 
risk. 

Based on the early warning model of grain supply risk, 
it predicts the probable changes regional grain demand on 
the basis of the prediction of regional population changes 
and the grain production at different years, then evaluates 
the status of grain shortage, gives decision-making 
choices in advance. 

�. CONCLUSTIONS 

A major component of an ADSS is the ability to 
accurately assess the condition of crop growth and food 
supply to provide appropriate strategies or 
countermeasures. This can be accomplished in part by 
using new space technologies such as RS,GIS. A 

agriculture DSS for crop growth monitoring, simulation 
and food security was studied and developed. RS, GIS, 
crop growth simulation models and early warning model 
of grain supply risk were incorporated into the package of 
the system. These technologies and simulation models are 
discussed in the literature. Yet, a limited number of these 
methods are utilized together to serve regional 
micromanagement of agricultural activities. 

The ADSS for crop watch and food security discussed 
in this paper was developed after: (1) Conducting an 
extensive literature review; (2) Interviewing experts in 
agriculture, information system, carrying out field survey 
of various agriculture zones; (3) acquiring experimental 
data by conducting a series of experiments, and then 
validating and modifying the models.  

However, the system has still some limitations such as 
(1) limited statistical data about the crops condition and 
growth in the past years are included in the system’s 
database; (2) most of monitoring data are to be 
interpreted manually; (3) the scalability of models. The 
models in the system were only validated by the data 
from several spots (such as Hailun Station for ecological 
agriculture), but when they are used in other agricultural 
zones, deviations or errors will inevitably occur. More 
detailed validation should be done in the future work. 
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Abstract—The dielectric barrier discharge characteristics 
of two electrode configurations of flat-flat and line-tube are 
studied and compared by means of measured voltage and 
current oscillograms and discharge photos. Based on 
discharge mechanism ， the experiment results are 
analyzed. Results show that: the flat-flat electrode DBD 
displays filamentary discharge mode. Meanwhile, the 
line-tube electrode DBCD is relatively homogeneous and 
stable because of the corona discharge. 
 
Index Terms—dielectric barrier discharge; flat -flat 
electrode; line-tube electrode ； corona; under normal 
atmospheric pressure 

I. INTRODUCTION 

The low temperature plasma and its application 
produced by glow discharge under normal atmospheric 
pressure (here, the “glow discharge under normal 
atmospheric pressure” is referred simply to as “APGD”) 
are research hotpots attended extensively by the scholars 
both abroad and at home. It overcomes the shortcoming 
of the vacuum chamber. And the non-equilibrium 
homogeneous plasma produced by APGD has broad 
application prospects on material surface modification, 
thin film deposition, etching, medical appliance 
sterilization, fiber modified, etc[1]. Research on the 
dielectric barrier discharge(referred simply to as “DBD”) 
adopted different electrode configurations is a quite 
effective method to realize APGD, which devises 
specific poweres and mediums with different frequencies 
to construct APGD environment in some specific gases 
and gas mixtures. This method gets a long general 
persistent research on a global scale.  

Dielectric barrier discharge is a kind of gas discharge 
which inserts a thin dielectric into discharge space. It also 
is called silent discharge because the medium inserted 
between the electrodes which can prevent local sparks or 
arc discharge in discharge space, and also can achieve 
other stable discharges under normal atmospheric 
pressure[2]. Because DBD can work in great pressure and 
frequency range and realize APGD under specified 
conditions, many people engaged in this field research 
since 1987. Corona discharge is one of the effective 
means among APGD to gain the low temperature plasma 
under normal atmospheric pressure, which adopts 
inhomogeneous electric field, can easy generate 
discharge, but has the disadvantages of smaller discharge 
area and lower power density. 

Therefore, if corona discharge and dielectric barrier 
discharge can be combined with a suitable ways, we 
should gain a better glow discharge under normal 
atmospheric pressure. Here, we call this kind of discharge 
as dielectric barrier and corona discharge (referred simply 
to as “DBCD”) 

II. TYPICAL CONFIGURATIONS OF DBD AND DBCD 

Figure 1-a is common configuration of flat - flat 
electrode configuration in DBD, which adds a layer of 
insulating medium between the two electrodes. This 
configuration adopts ac power supply with voltage of 
20kV[3].  

Research shows that this kind of electrode 
configuration will occur many short current filaments 
when appears electric breakdown with short cycle. This 
phenomenon is called u-EDM. Depend on the type of 
gases, medium surface properties and operation 
conditions, dielectric barrier discharge can get several 
known different kinds of discharging mode, including 
filamentous discharge, pattern discharge and complete 
barrier discharge. 

Figure 1-b is a typical electrode configuration of 
DBCD adopted line - tube configuration electrode, which 
fine lines electrode is a high voltage electrode of diameter 
0.2-1mm and fixed in the center of barrier medium glass 
tube. The outside diameter of the tube is 30～40mm. The 
thickness of medium is 1～5mm. Barrier medium can 
adopt tube of glass, resin, polytetrafluoroethylene, etc[4]. 
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Fig.1 Typical electrode configuration of dielectric barrier 
discharge and barrier corona discharge 
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III. CHARACTERISTICS AND MECHANISM OF 
DISCHARGE 

Fig.2-a is the variation waveform curve of current and 
voltage of flat-flat electrode DBD and fig.2-b is the 
waveform curve of line-tube electrode DBCD. From 
Fig.2-a, it shows that many micro-electrical discharge 
pulses compose the current in every half cycle of voltage. 
The phenomenon of u-EDM begins initial discharge 
voltage and ends up with the maximum voltage. And the 
current waveform almost distributes symmetrically in 
voltage positive and negative half cycle separately. 

From Fig.2-a, the line-tube electrode DBCD current 
waveform appears as distinct polarity effect. In the 
positive half cycle of voltage, it appears as continuous 
discharge current mode. But in negative half cycle of 
voltage, it appears as Trichel pulse mode. 

This kind of phenomenon can be explained as 
follows. The diameter of outer barrel discharge cathode is 
larger than the inner line cathode’s, and this factor leads 
to the volume of outer cathode’s ionization region of 
cathode sheath layer is larger than the inner line 
cathode’s. so in whole voltage cycle, the current of upper 
half cycle appears larger than the current of under half 
cycle, even though the electric field of the inner line 
cathode is more power than the outer.  

 
 
 
 
 
 
 
 
 
 

 
 
 
 
Fig.3 is illuminated diagrams of two different 

electrode configurations shoot by camera. Fig.3-a is 
illuminated diagram of flat-flat electrode DBD. It shows 
that many filamentous luminances homogeneously 
distribute in the discharge space. Fig.3-a is illuminated 
diagram of line-tube electrode DBCD. It shows the air 
gap of the tube appears stable glow when the 14kV~20kV 
of voltage is brought on the electrode. 

The DBD of flat-flat electrode can be explained by 
Stream Theory as follows. Because its discharge space is 
approximately homogeneous electronic space, and when 
the ionization coefficientα of stronger area of discharge 

electronic space is up to an enough value, the α  of most 
of area in the gap will also up to a corresponding value. 
Then the initial electron avalanche will develop rapidly in 
high electric area, and will soon form streams in the gap. 
Moreover, the space charges are accumulated on 
dielectric because of existence of barrier dielectric. The 
accumulated charges form an additional electric field in 
opposition to the applied electric field, and it neutralizes a 
part of effect of the applied electric field. With the 
accumulation of charges on the dielectric, the effect of the 
additional electric field is escalating and the decrease in 
whole electrical field strength is increasing in gas gap. 
When field strength in gas gap decreases to less than the 
gas gap breaking down field strength of gas, the discharge 
will interrupt. And because DBD adopts ac power, the 
discharge still appears in current of under half cycle 
though the discharge is interrupted[5]. Therefore, the DBD 
of flat-flat electrode is approximate match the discharge 
of DBD in homogeneous electric field. And its current 
waveforms approximately express many pulse modes in 
voltage positive and negative half cycle symmetrically 
and alternately. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
It is necessary to limit electron avalanches increase if 

want to get a stable diffused mode discharge in DBD. In a 
high atmospheric pressure, electronic collisions are 
inevitable. To limit ionization coefficientα  of collision 
is a feasible measure to limit the development of electron 
avalanches. And because α  increases with field 
strength of air gap, it is necessary to bring down the 
breaking down field strength of gas, that is those electrons 
must be gain only in low AC electric field[6].Normally, 
the breaking down field strength of air under normal 
atmospheric pressure is very high, and the average 
strength is about 30kV/cm. So it is very difficult to limit 
the development of electron avalanche in this 
environment. So some other measures should be taken to 
gain secondary electrons or form preionization, and gain a 
homogeneous diffused mode discharge. The line-tube 
electrode configuration of DBCD adopts the preionization 
of line electrode, and realizes the diffused mode discharge 
preferably. The electric fields of line-tube electrode 
configuration are very inhomogeneous, especially those 

(a) Voltage-current oscillogram of DBD 

(b) 
Fig.2  Voltage-current oscillogram 

(a) Discharge of flat-flat electrode DBD 

(b) Discharge of line-tube electrode DBCD 

Fig.3 Discharge of different electrodes 
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electric fields around the line electrode. Therefore, when 
voltage gets to a certain extent and before gas gap being 
broken down, a corona luminous layer will appear nearby 
the center of these line electrodes. With the increase of 
voltage, the homogeneous corona layer expands 
unceasingly, and forms a comparatively stable diffusion 
mode discharge eventually. 

IV. SUMMARY 

Both of DBD and DBCD are available to realize 
APGD. the current of flat-flat electrode DBD is 
composed by many micro-electrical discharge pulses in 
every half cycle of voltage. The current waveform of 
flat-flat electrode DBD almost distributes symmetrically 
in voltage positive and negative half cycle separately. 
Comparatively, The current waveform of line-tube 
electrode DBCD shows polarity effect distinctly. In the 
positive half cycle of voltage, it appears as continuous 
discharge current mode. And in negative half cycle of 
voltage, it appears as Trichel pulse mode. Through 
comparing, the discharge of configuration of DBCD is 
more stable than DBD’. 
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Abstract—Yang et al. proposed a cryptanalysis of simple 
authenticated key agreement protocols that they broke the 
SAKA-related scheme in 2004. We improved a new scheme 
which it based on the Tseng’s scheme, and it would 
withstand previous attack such as the modification attack 
and the dictionary attack. 
 
Index Terms—Key agreement, Middleperson attack, Key 
exchange,  Authenticated 

I.  INTRODUCTION 

Diffie and Hellman proposed key agreement protocol 
in which two parties can establish a secret session key 
over an insecure channel. In 1999, Seo and Sweeney 
proposed a simple authenticated key agreement algorithm 
(SAKA) that is based on a pre-share password method 
when two parties want to connect each others. So far so 
many authenticated key agreement schemes had proposed 
in [1-4]. Tseng first showed SAKA existing weakness 
problem and gave an improvement. Ku and Wang pointed 
out a vulnerable and presented two attacks in Tseng’s 
scheme.  

In this paper, we proposed an advanced scheme which 
it would defense middleperson attack and reduce 
computation performance. In section 2, we will review of 
SAKA algorithm. In section 3, we discussed some attack 
methods to SAKA and proposed an advance version, then 
give a security analysis for our scheme. The conclusion 
will discuss in final section. 

II.  REVIEW OF SAKA ALGORITHM 

The SAKA scheme modifies from Diffie-Hellman key 
agreement scheme. For the remainder of this paper, we 
assume that Alice and Bob have agreed on a session key 
for secure communications. The public values are  and 

, where p is a large prime and g is a primitive element in 
. The steps in the SAKA are described as follows: 

Step 1. Before the protocol, Alice and Bob agree to pre-
share common password where . 
Step 2. Alice randomly selects her private key a  where 

, and computes .Then, 
Alice sends  to Bob. 
Step 3. Bob randomly selects his private key  where 

 and computes .Then, 
Bob sends  to Alice. 

Step 4. When Alice received , she can computes 
 and . 

Step 5. When Bob received , he can computes 
 and . 

Therefore, Alice and Bob obtain a common secret 
session key . 
Step 6. To verify the validity of the session key and 
authenticate one another, Alice sends   to Bob and 
Bob sends  to Alice. Therefore, Alice and Bob 
can check the validity of the session key by applying 

 and compare this with his/her own session key.  

III. SOME ATTACKS 

A.  Tseng’s methods 
 In the Seo-Sweeney protocol, although an attacker 

(Eve) cannot impersonate Bob to compute a common 
session key shared with Alice ,the verifying process of 
the session key in their protocol has the following 
weakness; Eve may re-send it to Alice after receiving 
the message  sent by Alice, Alice then 
computes the key  where 

. Therefore, although Alice 
obtains a wrong session key and Eve cannot compute 
the same wrong session key, Alice will still believe it 
.that is, verification of the session key cannot be 
achieved using this protocol. 

B.  Tseng's improvement 
To overcome the above weakness, the verification of 

session key is modified as follows: 
(i) Alice sends Y to Bob. 
(ii) Bob sends X to Alice. 
(iii)Alice and Bob check whether   and   hold or not, 

respectively. 
With the modified protocol, when Eve receives   from 
Alice, Eve has compute   and then sends it to Alice in 
the verification step of the session key. If Eve wants to 
obtain a and   from   or  , then she must face discrete 
logarithm problem. Therefore Eve can not compute the 
password. Moreover, in the modified protocol,  and  are 
computed in the session key establishment phase. 
Compared to the original protocol, the modified 
protocol reduces the computational time by two 
exponentiations in the key verification phase. 
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C.  Ku-Wang method 
Key validation: 
(v.1) Alice sends  to Bob. 
(v.2) Bob sends  to Alice. 
(v.3) Alice and Bob checks whether  
and  and holds or not. 
Modification attack [5]: Upon seeing  sent by Alice, 
Eve can replace it with any number  say . 
Bob sends  to Alice, and then Alice sends the 
corresponding response Y to Bob in step (v.1). In step 
(v.2), Bob will send ,which equals , 
to Alice. Because , Alice will not 
believe 1Key . However, since  holds, 

Bob will believe the wrong session key '
2Key  which 

equals . .Although Eve cannot compute 
'
2Key , she can still fool Bob into believing this wrong 

session key . Note that if step (v.1) and step (v.2) are 
exchanged, the protocol is still vulnerable to the 
modification attack in the opposite direction, i.e. it is 
Alice rather than Bob who will be fooled into believing 
a wrong session key. 

D.  Ku-Wang improvement 
Enhanced key validation steps: 
(v.1) Alice computes  
and and then sends  to Bob. 
(v.2) Bob checks whether  
holds or not. If it holds, Bob believes that he has 
obtained the correct 1X  and Alice has obtained the 
correct , i.e. Bob is convinced that 2key  is validated, 
and hen sends  to Alice. 
(v.3) Alice checks whether  holds or 
not. If it holds, Alice believes that she has obtained the 
correct , and Bob has obtained the correct, i.e. Alice is 
convinced that  is validated. 
The weakness of the Seo-Sweeney protocol is due to the 
same values of the two key validation messages [5]. 
One problem within Tseng’s modified protocol is that 
the values of the two key validation messages will be 
the same once . Another problem within 
Tseng’s modified protocol is that Bob cannot judge the 
correctness of  from the received . In the enhanced 
key validation steps, the first key validation message is 
directly inherited from the Seo-Sweeney protocol while 
the second key validation message is adopted from 
Tseng’s modified protocol. The use of asymmetric 
messages in the enhanced key validation steps is one of 
the methods of resisting the attack of backward replay 
without modification. In addition, the first key 
validation message, 2Y can alternatively be generated 
from  and verified by checking 
whether . This alternative is useful 
if the protocol is implemented in hardware. As the 
generation (or verification) of 2Y , can be performed in 
parallel with the session key  generation, the 
computation delay can be reduced. 

 

IV. THE PROPOSED SCHEME 

We follow the original of Tseng SAKA which 
definition same notations. Alice and Bob want to 
communicate in a insecure channel. Then the protocol is 
described in below. 
Here the⊕symbol represents the bitwise exclusive-or 
operation. 
Step 1. Alice randomly chooses her secret key  and 
computes ， ，

[0,4]i∈ ， , then sends 

1X  to Bob. 
Step 2. Bob also chooses his secret key b  and computes 

， ， [0,4]i∈ , 
, then sends the 1Y  to Alice. 

Step 3. When  is received, Alice computes 
 

and . 
Step 4. When 1X  is received, Bob computes 

  
and . 
Key verification phase 
(v.1) Alice computes 

.  
Then, Alice sends  to Bob. 
(v.2) When  is received, Bob checks whether 

. If it holds, Bob 
believes that he has obtained the correct  and Alice 
has obtained the correct . Then, he sends 

to Alice. 
(v.3) When is received, Alice checks whether 

. If it holds, Alice believes 
that she has obtained the correct  and Bob has 
obtained the correct .The protocol procedure is 
described in figure 1. 
 

 
 

Figure 1. Advance Tseng SAKA protocol. 
 
 

Alice Bob 
( )1 1 (mod )aQX Q g p= ⊕ ≡ 1X

1Y ( )1 2 (mod )bQY Q g p= ⊕ ≡

1K( )1 3 ( m o d )aK Q Y p= ⊕ Check if 

( )1

1 3 2( ) modQK Q Key p
−

⊕ ≡

( )( )( )1

1 1 4' (mod )QX Q X p Q
−

= ⊕ ⊕'X
Check if 

( )4' (mod )aX Q g p⊕ ≡



 497

Security Analysis: 
Scenario 1: If adversary Eve wants to impersonate Alice 
and Bob into believing a wrong session key in the 
scheme. Eve pre-computes a value z where  

 and its inversion element 
. Fortunately, Eve does not know 

the pre-share password Q and she could not compute 
and replace  with 

, Eve therefore could  not 
obtain  or . Thus, our scheme can 
withstand the modification attack[7]. 
Scenario 2: Assume Eve reconstruct the values  and 

shared between Alice and Bob. Eve intercepted 
 and sent by Alice in Step 1. 

Eve could not compute  and masquerade Bob by 
. The pre-share password Q is 

sequent changed for each sessions, it therefore does not 
a fixed value on connection. Our scheme could 
withstand the dictionary attack[8-11]. In the mean time, 
it also could defense replay and backward replay attack.  

V.  CONCLUSIONS 

As we have proved, our scheme can resist all the 
attacks mentioned in [5-8]. Eve cannot fabricate   which 
protected by a random number sequence since   and   are 
random chosen. Our scheme is secure for previous 
version. 
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Abstract—The approximation operator play a vital role in 
rough set theory. About the approximation operator, 
usually, we discuss three fundamental elements, including 
the binary relation in the universe, the basis algebra and the 
property of approximation operators. In the constructive 
approach of approximation operators, the properties of the 
approximation operators depend on the basis algebra and 
the binary relation. In this paper, we introduce  the basis 
algebra construction approach, named as the basis algebra 
choosing approach, the basis algebra is built with properties 
of approximation operators and other certain binary 
relations. 
 
Index Terms—L-fuzzy rough sets, approximation operators, 
basis algebra,  binary relation, residuated lattice 

I.  INTRODUCTION 

Modeling uncertain information, including fuzziness, 
randomicity, incompleteness and uncomparativity, is one 
of the main research topics in knowledge representations. 
Most existing approaches are based on the extensions of 
classical set theory such as fuzzy set theory and rough set 
theory. 

The concept of rough set [1] was originally proposed 
by Pawlak as a formal tool for modeling and processing 
the incomplete information in information systems. In  
the rough set theory, the core idea of rough set is to 
approximate the knowledge with uncertainty by using  
two “certain” definitions. The two “certain” definitions 
are named as the lower and the upper approximation sets. 

The lower and the upper approximation operators are 
the two unary mappings in the universe. To real 
applications, we select a certain rough set model to 
approximate the uncertain information. For instance, if 
there is the fuzzy information, we take the fuzzy rough 
set into account. 

Many new types of rough sets theories had been put 
forward, such as fuzzy rough sets, L-fuzzy rough sets and 
general rough sets. In the axiomatic approach, such as ref. 
[1,2], the approximation operators had been defined as 
two unary operators which satisfy some axioms in the 
universe. In the axiomatic approach of approximation 
operators it is vital to find the binary relation to construct 
the approximation space.[3] 

In the constructive approach of rough approximation 
operators, many work focused on the properties of 
approximation operators in different binary relations. By 
compared with the rough sets[1], fuzzy rough sets[4-6] 
and L-fuzzy rough sets[3,7,8], it can be found that the 

properties of approximation operators based on different 
basis algebras (such as boolean algebra, [0,1] and lattice) 
are different, even in the same binary relations and the 
forms of approximation operators. In this paper, we 
discuss the L-fuzzy rough sets based on residuated lattice, 
IMTL algebra and Boolean algebra. The differences of 
these rough sets will be shown under the influence of 
basis algebra. 

II. PRELIMINARIES 

Definition 1[9]. By a residuated lattice, we mean an 
algebra ( , , , , , 0,1)L ∨ ∧ ⊗ →  such that 

(1) ( , , , 0,1)L ∨ ∧  is a bound lattice with the top 
element 1 and the bottom element 0. 

(2) ⊗ : L L L× →  is a binary operator and satisfies 
for , ,a b c L∀ ∈ , 

a b b a⊗ = ⊗ , ( ) ( )a b c a b c⊗ ⊗ = ⊗ ⊗ , 
1 a a⊗ = , a b a c b c≤ ⇒ ⊗ ≤ ⊗ . 

(3) → : L L L× →  is a residuum of ⊗ , i.e. →  
satisfies for all , ,a b c L∈ , 

a b c a b c⊗ ≤ ⇔ ≤ → . 
A residuated lattice ( , , , , , 0,1)L ∨ ∧ ⊗ →  is called 

complete iff the underlying lattice ( , , , 0,1)L ∨ ∧  is 
complete. Given a residuated lattice L , we define the 
precomplement operator : L L→∼  as follows: La∀ ∈ , 

0a a= →∼ . 
Theorem 1[9] Suppose ( , , , , , 0,1)L ∨ ∧ ⊗ →  is a resid-

uated lattice, and ∼  is the precomplement operator on L . 
Then , ,a b c L∀ ∈ , 

(1) a b a⊗ ≤ , a b b→ ≥ . 
(2) ( ) ( )a b c a b c→ → = ⊗ → ,  

( ) ( )a b c b a c→ → = → → . 
(3) If a b≤  and c d≤ , then d a c b→ ≤ → . 
(4) 1a b a b≤ ⇒ → = . 
(5) a a≤∼∼ ,  a a=∼∼∼ ∼ . 
(6) ( )a b b a a b→ = → = ⊗∼ ∼ ∼ . 
(7) ( )a b a b→ ≤ ⊗∼ ∼ , ( )a b a b⊗ ≤ →∼ ∼ . 
(8) If L  is a complete lattice, then 

( )i i
i I i I

a b a b
∈ ∈

⎛ ⎞⊗ = ⊗⎜ ⎟
⎝ ⎠∨ ∨ , ( )i i

i I i I
a b a b

∈ ∈

⎛ ⎞→ = →⎜ ⎟
⎝ ⎠∧ ∧ , 
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( )i i
i I i I

a b a b
∈ ∈

⎛ ⎞ → = →⎜ ⎟
⎝ ⎠∨ ∧ , 

( )i i
i I i I

a b a b
∈ ∈

⎛ ⎞→ ≥ →⎜ ⎟
⎝ ⎠∨ ∧  

( )i i
i I i I

a b a b
∈ ∈

⎛ ⎞ → ≥ →⎜ ⎟
⎝ ⎠∧ ∨ . 

Definition 2[9] The residuated lattice ( , , , ,L ∨ ∧ ⊗  
, 0,1)→ is called an MTL-algebra iff it satisfies the 

following prelinery condition, for ,a b L∀ ∈ , 
( ) ( ) 1a b b a→ ∨ → = .  

Definition 3[11] The MTL-algebra MTLL  is called an 
IMTL-algebra iff it satisfies the following condition: for 

MTLLa∀ ∈ , a a=∼∼ . 
Theorem 3[11] Suppose ( , , , , , 0,1)L ∨ ∧ ⊗ → is an 

IMTL algebra, and ∼  is the precomplement operator on 
L . Then for ,a b L∀ ∈ , 

(1) a b b a→ = → . 
(2) ( )a b a b→ = ⊗∼ ∼ , ( )a b a b⊗ = →∼ ∼ . 
Definition 5[7] Suppose U is a non-empty finite 

universe and LR  is an L-fuzzy binary relation on U based 
on residuated lattice. ( , )LU R  is called an L-fuzzy 
approximation space based on the residuated lattice. For 
any set ( )LA F U∈ , the lower and upper approximation 

( )LR A  and ( )LR A  of A with respect to the 
approximation space ( , )LU R  are L-fuzzy sets on U 
whose membership functions are respectively defined by 

( )( )( ) inf ( , ) ( )L Ly U
R A x R x y A y

∈
= →  

( )( )( ) sup ( , ) ( )L L
y U

R A x R x y A y
∈

= ⊗  

The pair ( )( ), ( )L LR A R A  is referred to as an L-fuzzy 

rough set. , : ( ) ( )L L L LR R F U F U→  are referred to as 
lower and upper L-fuzzy approximation operators. 

Radzikowska et al. have proved some properties of L-
fuzzy rough approximation operations based on 
residuated lattice in [5]. These properties of L-fuzzy 
rough sets have been collected in Theorem 3, the others 
as the supplement of [5] are in Theorem 4[3].  

Theorem 4[5] Let ( , , , , , 0,1)L ∨ ∧ ⊗ →  be a complete 
residuated lattice, ( , )LU R  is L-fuzzy approximation 
space. Then for , ( )LA B F U∀ ∈ , 

(1) ( )LR U U= , ( )LR ∅ =∅ . 

(2) If A B⊆ , then ( ) ( )L LR A R B⊆ , ( ) ( )L LR A R B⊆ . 

(3) ( ) ( ) ( )L L LR A B R A R B∩ = ∩ , 

     ( ) ( ) ( )L L LR A B R A R B∪ = ∪ . 

(4) ( ) ( ) ( )L L LR A B R A R B∪ ⊇ ∪ , 

     ( ) ( ) ( )L L LR A B R A R B∩ ⊆ ∩ . 

Theorem 5[3,12] Let ( , , , , , 0,1)L ∨ ∧ ⊗ →  be a 
complete residuated lattice, ( , )LU R  is L-fuzzy 
approxim-ation space. Then for , ( )LA B F U∀ ∈ , 

(5) ( ) ( )L LR A R A⊆∼ ∼ , ( ) ( )L LR A R A⊆∼ ∼ . 
(6) ( ) ( ) ( ) ( )L L L LR A R A R A R A= = =∼ ∼ ∼ ∼∼ ∼∼ ∼ . 

 
Theorem 6[3,12] Let ( , , , , , 0,1)L ∨ ∧ ⊗ →  be a 

complete IMTL-algebra, ( , )LU R  is L-fuzzy approxima-
tion space. Then for , ( )LA B F U∀ ∈ , 

(1) ( ) ( )L LR A R A=∼ ∼ , ( ) ( )L LR A R A=∼ ∼ . 
In Theorem 6, we just list the properties which are 

different from the the residuated lattice-fuzzy rough set. 
The major difference between the L-fuzzy rough sets 

based on residuated lattice and IMTL-algebra is the 
duality of the lower and the upper approximation 
operators. The duality is important for the axiomatic 
approach. Usually, in the axiomatic approach, the relation 
is defined by the upper approximation operator. Through 
the duality (or the semi-duality) of the approximation 
operator, the relation is loaded in the lower 
approximation operator. Without the duality, the process 
add some other conditions to load the relation by the 
lower approximation operator, such as the condition 
“{~ | }a a L L∈ = ”. 

III. THE BASIS ALGEBRA IN L-FUZZY ROUGH SETS 

In an IMTL algebra-fuzzy rough set, we prove the 
lower and the upper approximation operators are dual, but 
it does not hold in a residuated lattice-fuzzy rough set. 
One question arises: Which property in the IMTL- 
algebra is virtual for the duality of approximation 
operators? Another question is: If we want the 
approximation operators to satisfy some properties, such 
as the duality in the axiomatic approach, which properties 
should the corresponding basis algebra satisfy? 

Definition 6 Let ( , , , , , 0,1)L ∨ ∧ ⊗ →  be an algebra, 
where ( , , , 0,1)L ∨ ∧  is a complete lattice. , :⊗ →  
L L L× →  are the binary operators. If L satisfies: 

(1)   : L L→∼  is a unary operator. For all a L∈ , 
0a a= →∼ ; 

(2) ,i Lα β∀ ∈ , ( )i i
i I i I
α β α β

∈ ∈

⊗ = ⊗∨ ∨ , 

(3) ,i Lα β∀ ∈ , ( )i i
i I i I
α β α β

∈ ∈

→ = →∨ ∧  

Then the L is named as D-algebra. 
By selecting the certain L-fuzzy sets, such as 

0
1y and 

0{1, }yB , we can prove all of the following theorems, where 

for all a L∈ , x U∈ , 

0

0

0

( )
0y

x y
x

x y
α

α
=⎧

= ⎨ ≠⎩
, 

0

0
,

0

( )
1y

x y
B x

x yα

α =⎧
= ⎨ ≠⎩

. 

 
Theorem 7 Let L be a D-algebra and U be a non-

empty universe. If for all L-fuzzy approximation spaces 
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(U,R), the upper approximation operators RL  satisfy 

( )R ∅ =∅L , then 
(r1) for all a L∈ , 0 0α ⊗ = . 
Theorem 8 Let L be a D-algebra and U be a non-

empty universe. If for all L-fuzzy approximation spaces 
(U,R), the upper approximation operators LR  satisfy 

( )LR U U= , then 
(r1') for all a L∈ , 1 1α → = . 
 
Theorem 9 Let L be a D-algebra and U be a non-

empty universe. If for all L-fuzzy approximation spaces 
(U,R), the upper approximation operators 

LR  satisfy for 

all , ( )LA B F U∈ ,  

A B⊆ ⇒ ( ) ( )L LR A R B⊆ , 

 then 
(r2) for all , ,a b c L∈ , a b c a c b≤ ⇒ ⊗ ≤ ⊗ . 
 
Theorem 10 Let L be a D-algebra which satisfies (r1) 

and U be a non-empty universe. If (U,R) is an L-fuzzy 
approximation space, the L-fuzzy binary relation R is 
reflexive, and the upper approximation operators LR  

satisfy for all a L∈ , ˆ ˆ( )LR a a= , then 
(r3) for all a L∈ , 1 a a⊗ = . 
 
Theorem 11 Let L be a D-algebra which satisfies (r1) 

and (r3), and U be a non-empty universe. If (U,R) is an L-
fuzzy approximation space, the L-fuzzy binary relation R 
is reflexive, and the upper approximation operators LR  
satisfy for all , ( )LA B F U∈ ,  

( ) ( )L LR A B R B A⊗ = ⊗ , 
 then 

(r4) for all ,a b L∈ , a b b a⊗ = ⊗ . 
 
Theorem 12 Let L be a D-algebra which satisfies (r1) 

and (r3), and U be a non-empty universe. If (U,R) is an L-
fuzzy approximation space, the L-fuzzy binary relation R 
is reflexive, and the upper approximation operators LR  
satisfy for all , , ( )LA B C F U∈ , (( ) )LR A B C⊗ ⊗ =  

( ( ))LR A B C⊗ ⊗   then 
(r5) for all , ,a b c L∈ , ( ) ( )a b c a b c⊗ ⊗ = ⊗ ⊗  
 
Theorem 13 Let L be a D-algebra which satisfies (r1) 

and (r1'), and U be a non-empty universe. If for all L-
fuzzy approximation spaces (U,R), the approximation 
operators ,L LR R  satisfy for all , ( )LA B F U∈ ,  

( )LR A B⊆  ( )LA R B⇔ ⊆ , 
then 

(r6) for all , ,a b c L∈ , a b c a b c⊗ ≤ ⇔ ≤ → . 
 
By the definition of the residuated lattice, if the D-

algebra satisfies (r1)-(r6) and (r1'), then the D-algebra is a 

residuated lattice. Following these steps, we can construct 
the MTL-algebra and the IMTL-algebra. 

 
Theorem 14 Let L be a D-algebra which satisfies (r1) 

and (r3), and U be a non-empty universe. If (U,R) is an L-
fuzzy approximation space, the L-fuzzy binary relation R 
is reflexive, and the upper approximation operators 

LR  
satisfy for all , ( )LA B F U∈ , 

( ) ( )( )0 0 0 0, ,L a y y b y yR B b B a U→ ∪ → =  

then 
(r7) for all , ,a b c L∈ , ( ) ( ) 1a b b a→ ∨ → = . 
 
 
Theorem 15 Let L be a D-algebra which satisfies (r1) 

and (r1'), and U be a non-empty universe. If for all L-
fuzzy approximation spaces (U,R), the approximation 
operators ,L LR R  satisfy for all ( )LA F U∈ ,  

( ) ( )L LR A R A=∼ ∼  
then 

(r8) for all a L∈ , a a=∼∼ . 
 
By the definition of the IMTL-algebra, if the D-algebra 

satisfies 
(r1)-(r8) and (r1'), then these D-algebra is an IMTL-

algebra. 
 
In this section, as the sufficient conditions, the 

properties of the approximation operators are the special 
ones. 

IV. CONCLUSIONS 

The choosing process of the basis algebra is similar to 
the axiomatic process of the approximation operators. 
The axiomatic approach is the process that finds the 
binary relation based on the axiom set and the basis 
algebra. The basis algebra choosing approach is the 
process that constructs the basis algebra with the 
properties of the approximation operator and the binary 
relation. As the axiomatic approach[3,6,10], in the basis 
algebra choosing approach, the condition set of the basis 
algebra choosing approach is not unique, such as the 
fuzzy rough set  (r1)-(r8), (r1') aren't our only choice. We 
can find other conditions to replace them. For example, 
the condition “(r3') For every binary relation R, 

( )LR U U= ” can replace (r3). 

ACKNOWLEDGMENT 

This work was supported by the National Natural 
Science Foundation of China (Grant No. 60873108), 
Henan Province Key Scientific and Technological Project 
(082102210079). 

REFERENCES 
[1] Z. Pawlak: Rough sets, International Journal of Computer 

and Information Science, 1982, 341-356. 



 501

[2] L.A. Zadeh, Fuzzy sets, Information Control. 8, 1965, 338-
353. 

[3] Zh. J. Wu, W. F. Du, K. Y. Qin: The properties of L-fuzzy 
rough set based on complete residuated lattice. 2008 
International Symposium on Information Science and 
Engieering, Shanghai, China, 2008, 617-621. 

[4] D. Dubois, H. Prade: Rough fuzzy sets and fuzzy rough 
sets, Internat. J. General Systems. 17(2-3), 1990, 191-209. 

[5] D. Dubois, H. Prade: Putting fuzzy sets and rough sets 
together, In Intelligent Decision Support, (Edited by R. 
Slowinski), Kluwer Academic, Dordrecht, 1992, 203-232. 

[6] N. N. Morsi, M. M. Yakout: Axiomatics for fuzzy rough 
sets, Fuzzy Sets and Systems. 100, 1998, 327-342. 

[7] A. M. Radzikowska, E. E. Kerre: A comparative study of 
fuzzy rough sets, Fuzzy Sets and System, 126, 2002, 137-
155. 

[8] A. M. Radzikowska, E. E. Kerre: An algebraic characteri-
zation of fuzzy rough sets, Fuzzy Systems, 2004 IEEE 
International Conference, 109-114. 

[9] J. Pavelka: On fuzzy logic I: Many-valued rules of 
inference, II: Enriched residuated lattices and semantics of 
propositional calculi, III: Semantical completeness of some 
many-valued propositional calculi. Zeitschr. F. Math. 
Logik und Grundlagend. Math. 25, 1979, 45-52, 119-134, 
447-464. 

[10] F. Esteva, L. Godo: Monoidal t-norm-based logic: towards 
a logic for left-continuous tnorms, Fuzzy Sets and Systems, 
124, 2001, 271-288. 

[11] D. Pei: On equivalent forms of fuzzy logic systems NM 
and IMTL, Fuzzy Sets and Systems, 138, 2003, 187-195. 

[12] Zh. J. Wu,  L. X. Yang, T. R. Li, K. Y. Qin: The basis 
algebra in L-fuzzy rough sets. 2009 International Confer-
ence on Rough Set and Knowledge Technology, The Gold 
Coast, Austrlia, 2009, 320-325. 

 

 



 502

Study on Localization Algorithm of Mine 
Personnel Positioning System Based on Zigbee 

Chen Yanli1, Xu Xiaoling2, Liu Xiaoyan1  
1School of Computer Science and Technology, Henan Polytechnic University, Jiaozuo,China  

E-mail：{yanlichen,xyanliu}@hpu.edu.cn 
2School of Mechanical and Electrical Engineering,Maoming University,Maoming,China 

E-mail：xiaolingxu@163.com 
 
 

Abstract-For the demand of lower localization costs, 
less communications costs and higher accuracy of 
objects tracking under mine pit, weighted centroid 
localization algorithm based on RSSI is introduced 
to localize the node. This algorithm shows relatively 
high accuracy by simulation and is suitable for the 
localization of mine personnel.  
 
Index terms-weighted centroid localization algorithm, 
RSSI,mine personnel localization 

I. INTRODUCTION 

   For the poor working conditions, complexity of 
the tunnel and being prone to happen of malignant 
events such as the gas explosion, water inrush, 
landslides under mine pits, lives of the staff are 
seriously threatened, and the development of mining 
enterprise and social stability are also restricted. With 
stricter safety production requirement in the domestic 
coal mine, it is most practically important to establish 
reliable personnel positioning system under mine pit 
for improving safety management. With the mine 
personnel positioning system based on Zigbee, we can 
know each person’s real-time location and activity 
scope[1,2,3]. Location information, such as events 
occurred and sensor nodes, is very important for mine 
personnel positioning system, and monitoring 
information is unimportance without location 
information for monitoring. Therefore, it is crucial for 
mine personnel positioning system to ascertain accident 
position or acquire location node position.  

Special nodes are arranged under coal mine in 
network in proportion, which energy is powerful and 
equipped with GPS system, or acquire themselves 
coordinate by other specific way. These special nodes 
announce their own position information to other nodes, 
and offer information to ascertain location for others. 
Calculate unknown node coordinate by measuring 
distance or angle between special nodes and other 
nodes, or the relative location for each other, and 
network connectivity.  

II. MEASURING METHODS OF DISTANCE BETWEEN NODES 
OR ANGLE 

Measuring methods of distance between nodes are 
TOA,TDOA,AOA, RSSI and so on. Although the first 

three methods have high measuring precision in theory, 
because of constraints in hardware, it is difficult to use 
under coal mine. Wireless transceiver is wireless 
sensors node own resources, by adopting the method of 
measuring RSSI to measure distance,and need not to 
add extra hardware. This is realistic and feasible 
method of sensor node positioning in mine personnel 
positioning system. 

Based on RSSI positioning, firstly, test received 
power of receiving node, together with launching 
power of the launching node, convert propagation loss 
into the distance between nodes by signal propagation 
attenuation model, and then ascertain unknown node 
location by using localization algorithm. This 
technology mainly use RF signal [4]. For example, in 
free space, the antenna, which far from transmitter is d, 
receive signal intensity is illustrated by (1) as below: 

2

2 2( )
(4 )

t t r
r

PG GP d
d L
λ

π
=                  (1) 

tP is launching power; )(dPr is receiving power on 
the distance of d point; tG , rG separately refers to gain 
of transmitting antenna and receiving antenna; d refers 
to distance,  its unit is meter; L is system loss factor 
that is nothing to do with propagation; λ is wavelength, 
its unit is meter. Like this, by measuring receiving 
signal power and using formula (1), we can calculate 
approximate distance between receiving and launching 
node. 

But the RSSI measured distance shows great 
instability by the analysis of RSSI localization 
algorithm, and it maybe arise location error in ±50°[4]. 
Therefore, we need to choose appropriate node 
localization algorithm aiming at its shortcoming, and 
improve in order to reduce localization error. 

III. NODE LOCALIZATION ALGORITHM 

Usually use connectivity to approximately estimate 
distance, among node localization algorithm of low 
cost priority. Measuring based on connectivity only 
simply show that whether two nodes are very near or 
connecting. Although receiving successfully data 
packets are random variation given received signal 
power and noises, to some extent connectivity provide 
node locations messages through binary variable. 
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Localization algorithm base on centroid is a simple 
centroid location algorithm base on connectivity. 

Centroid location algorithm is an outdoor location 
algorithm based on network connectivity [5]. It used all 
beacon nodes in unknown node communication range 
as geometric centroid to measure unknown node 
position. Location process is as follows: beacon nodes 
transfer a beacon signal at intervals, and this signal 
includes its ID and location messages. When signal 
quantity which unknown node received from beacon 
nodes at a period of time is extend some presupposed 
threshold, the node will locate in a polygon centroid net 
which is consist of these connected beacons. 

The most merit of centroid location algorithm 
absolutely base on the connectivity of network. It 
carries out simply and little calculation, but it needs 
more beacon nodes. In the large WSN distributing 
dense beacon nodes, this algorithm has these 
advantages. The distributing dense beacon bodes can 
increase probability of forming polygon between 
beacons and unknown nodes. It diminish location 
granularity and then improve of the accuracy of 
location estimation. In addition, little calculation can 
save power dissipation, and increase the effectiveness 
of network nodes. 

IV. WIRELESS SENSOR LOCATION ALGORITHMS BASED 
ON ZIGBEE 

Combining denotation based on receiving signal 
intensity with weighted centroid localization algorithms 
to locate object, it make location very precise. Position 
of determinate event occurs or localization of acquiring 
node takes vital effect for the effectiveness of sensor 
network application.    

Weighted centroid algorithms, mainly based on 
RSSI figure between fixed beacon nodes and unknown 
nodes, calculate weights of each fixed beacon node. 
Show the degree that fixed beacon node decision for 
centroid coordinate by weights, also speak influence 
that fixed beacon node for centroid localization, and 
reflect inner relationship between them.  

There are n fixed beacon nodes in the network, and 
the i fixed beacon node of iB with known 
coordinate ),( ii yx , ni ≤≤1 . Then, estimated 
coordinate of unknown node M is )( ee yx ， . Thus, the 
formulas of weighted centroid algorithm are illustrated 
by (2): 
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iw refers to weight of each fixed beacon node, which 
usually should be a function of distance between 
unknown node and fixed beacon node. If the unknown 
node cannot connect with beacon node iB , iw is zero. 

For wireless sensor network, RSSI is affected by 

environment in a great degree, even RSSI are very 
different for the same node at same position in 
different environment. In addition, at the same 
circumstance, RSSI may be different if the node is at 
a different region or different direction although the 
distance is equal .This means that distance during 
different node is different at the same RSSI in the 
same network topology distribution. Corresponding 
weight should be also different. If calculate unknown 
node location just consider RSSI from unknown 
node to some fixed beacon node, without adding 
other modified method, it may lead to algorithm in a 
great error because RSSI is influenced greatly by 
environment. Therefore, we must consider distance 
of fixed beacon node and signal intensity 
information, and take the both kinds of information 
as reference to revise weight of each fixed beacon 
node.    

Ⅴ.EXPERIMENTAL ANALYSIS 

The function of algorithm is verified by changing the 
density of beacon nodes to verify the location error and 
comparing with the algorithm of the weighted centroid 
localization. Using Matlab integrated mathematics tools 
of software as the basic plate form of algorithm 
simulation, and using it can evaluate the performance 
of the wireless sensor network's location algorithm. 
Simulation area is a rectangle by 30m×40m .  

(1) Influence on the location error in limited areas by 
increasing the number of beacon nodes 

First, by a fixed unknown node (20, 20), through 
increase the number of beacon nodes gradually in 
rectangular areas to detect the location error between 
the weighted centroid algorithm based on RSSI and the 
weighted centroid algorithm.  

 
Fig.1 Localization error comparison on the increasing number of 

beacon node 

In Fig. 1, it shows the location error of the weighted 
centroid algorithm based on RSSI less than the location 
of the weighted centroid algorithm. Moreover, when 
the number of the beacon nodes greater than two nodes, 
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the error of nodes location below 5m. Therefore, during 
the actual measurement, it requires the unknown nodes 
to maintain communication with less than three beacon 
nodes at least thus improving the position accuracy.  

(2) Influence on the location error by changing the 
position of the fixed number of the beacon nodes  

In reality, it is impossible to increase the beacon 
nodes arbitrarily within the restricted scope to improve 
the accuracy. Thus, it is necessary to get a balance 
between the number of beacon nodes and the location 
accuracy. By using a fixed number of beacon nodes and 
changing the location of the beacon nodes, the 
influence on location error can be got as following. 

In the simulation processing, through fixing two 
beacon nodes (0, 0), (40, 30), moving two beacon 
nodes (0, 30) and (30, 40), meanwhile, changing the 
position of the beacon nodes (0, 30) to the beacon 
nodes (-10, 30), (-20, 30), … , (-60, 30) towards the left. 
Meanwhile, changing the position of the beacon nodes 
(40, 0) to the beacon nodes (50, 0), (60, 0) …, (100, 0) 
toward the right. That is to say, the beacon nodes 
composed a chart which changes from the rectangle 
into the serration, when it extends without restriction, it 
will change into a straight line. With the density of a 
fixed number of beacon nodes changes, finally we will 
get the location error of the unknown beacon nodes 
through the Matlab simulation as in Fig. 2. 

 
Fig.2 Localization error comparison on the increasing beacon node 

density 

Fig.2 shows that the locating error increases 
gradually with the distance of the beacon nodes 
increases. By comparison, the accuracy of the 
algorithm of the Moreover, when the number of the 
beacon nodes weighted centroid based RSSI is better 
than the algorithm of the weighted centroid. Especially, 
in coal mine well, the environment is abominable, and 
the arrangement of the beacon nodes of is very difficult, 
the advantage of the algorithm of the weighted centroid 
based on RSSI is more prominent. In the practical 
application, adjusting the arrangement of the beacon 
nodes properly within the scope of the error permitted 
can reduce the use of the beacon nodes. 

（3)Influence of the unknown nodes location on the 
nodes locating error 

Fixing the beacon nodes on the apex of rectangles 
which is 40m by 30m, in this area we select six vertex 
at random which are (10, 20), (20, 20), (30, 20), (10, 
10), (20, 10) and (30, 10) as the location of the 
unknown nodes, and calculate. Figure 3 shows the 
relationship of the location error where fixing the 
unknown nodes on the six vertex.  

When the number of the beacon nodes is unchanged, 
the centroid algorithm has bigger influence on the 
location error of unknown nodes at different positions. 
Contrasting improved algorithm to the algorithm of the 
weighted centroid, for increase field density of the 
fixed beacon nodes as weighting, which makes the 
algorithm become more stable and accurate after 
improving. 

By analysis on localization error from the above 
three aspects, we realize that weighted centroid 
algorithms based on RSSI has better localization 
precision than weighted centroid algorithm. For 
localization tracking applications in mine pit, weighted 
centroid algorithms based on RSSI introduces a 
logarithmic function with a normal distribution to 
describe electromagnetic wave propagation under mine, 
which is more suitable to practical surrounding of 
application. At the same time, when we select 
localization algorithms, we directly adopt receiving 
field density denotation of node itself to location 
measuring and localization calculation by weighted 
centroid algorithms; it is simple and easy to satisfy the 
requirement of wireless sensor network tracking. 

 

Fig.3 Localization error comparison on the fixed number of beacon 
node 

VI.CONCLUSION 

According to targets tracking requires location for 
lower costs and lower communications costs and higher 
accuracy, for miner personnel positioning methods 
making detailed study, raising the algorithm of the 
weighted centroid localization based on RSSI. It has a 
higher precision, which is a lower costs of locating 
solution suitable for miner personnel location and 
proved the advantages of the algorithm by stimulation 
experiments.  
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Abstract—In many domains, dimensionality reduction is 
taken into account in order to avoid the curse of 
dimensionality. This paper proposes a semi-supervised 
dimensionality reduction algorithm (SSDR) by combining 
Locality Preserving Projection (LPP, an unsupervised 
dimensionality reduction algorithm) and Local Fisher 
Discriminant Analysis (LFDA, a supervised dimensionality 
reduction algorithm). SSDR can not only preserve the 
intrinsic structure of the unlabeled data but also solve the 
problem of multimodal in the projected low-dimensional 
space. Experiments show that SSDR is superior to many 
established dimensionality reduction methods. 

Keywords—multimodal,LPP,LFDA,Dimensionality 
Reduciton, Semi-supervisedg 

I.  INTRODUCTION 
In many domains such as content based image 

retrieval (CBIR), face recognition, one is confronted with 
high dimensional data which maybe result in 
dimensionality curse. 

The curse of dimensionality has a bad effect on the 
classification, visualization. However, it is assumed that 
high dimensional data is embedded in a lower 
dimensional manifold. Dimensionality reduction is the 
transformation of high-dimensional data into a meaningful 
representation of reduced dimensionality. According to 
whether supervised information is available or not, 
existing dimensionality reduction methods can be roughly 
categorized into supervised ones and unsupervised ones. 

There are many unsupervised dimensionality 
reduction methods such as Principal Components 
Analysis (PCA) [1], Locality Preserving Projection (LPP) 
[2] and Neighborhood Preserving Embedding (NPE) [3] . 
PCA tends to preserve the global structure of data. LPP 
and NPE tend to preserve the local structure of data. PCA 
finds a linear transformation such that the amount of 
variance of the data in reduced lower dimensional space is 
maximal. LPP seeks an embedding transformation such 
that nearby sample pairs in the original high-dimensional 
space are kept close in the embedding space. NPE 
preserves the local structure which means that each data 
point can be represented as a linear combination of its 
neighbors. 

In the supervised learning scenario where data 
samples are accompanied with supervised information 
such as class labels, pair wise constraints or other prior 
information. Here we focus on the supervised 
information in form of class labels. Fisher Discriminant 
Analysis (FDA) [4] is a popular dimensionality reduction 
method. FDA seeks a linear transformation such that the 
between-class scatter is maximized and the within-class 

scatter is minimized. However, but FDA tends to give 
undesired results if samples in a class form several 
separate clusters, which is called multimodal. Local 
Fisher Discriminant Analysis (LFDA) [5] is proposed to 
improve the performance of FDA. LFDA effectively 
combines the ideas of FDA and LPP. If the samples with 
class label are sufficient, the supervised methods can 
achieve the better performance than the unsupervised 
ones. But, unlabeled training examples are readily 
available but labeled ones are fairly expensive to obtain. 
Therefore, the covariance matrix of each class may not 
be accurately estimated if labeled training examples are 
insufficient. 

In order to solve the problem in supervised and 
unsupervised methods, semi-supervised dimensionality 
reduction is proposed, which is a new issue in semi-
supervised learning, which learns from a combination of 
both labeled and unlabeled data. In this paper, we 
propose a new semi-supervised dimensionality reduction 
algorithm (SSDR) combining LFDA and LPP, which can 
trade between-class separation with locality preservation. 
SSDR can be performed by Eigen decomposition, which 
is efficient and reliable. 

The rest of this paper is organized as follows. In 
Section II, we provide a brief review of FDA, LFDA and 
LPP. In Section III, we introduce the concept of SSDR. 
The experimental results are presented in Section IV. 
Finally, we conclude the paper and provide suggestions 
for future work in Section V. 

II. FDA, LFDA AND LPP  

A. FDA 
FDA is a popular supervised dimensionality 

reduction method. Suppose we have a set of l samples x1, 
x2,…,xl ∈ Rn , belonging to c classes. FDA seeks the 
transformation w which maximizes the following 
objective function 
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where SW and SB are respectively the within-class 
scatter matrix and the between-class scatter matrix, u is 
the total sample mean vector, nk is the number of 
samples in the k-th class, uk is the average vector of the 
k-th class, and xi is the i-th sample in the k-th class.  

The optimal w’s are the eigenvectors corresponding 
to the non-zero eigenvalue of eigen-problem: 

         wSwS wB λ=                                              (4) 

Since the rank of SB is bounded by c-1, there are at 
most c-1 eigenvectors corresponding to non-zero 
eigenvalues. 

FDA can reformulate FDA in a pairwise manner. 
Therefore, (2) and (3) can be expressed as 
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Either of Dw and Db is a diagonal matrix whose 
entries are column (or row, since Ww and Wb are all 
symmetric) sum of Ww and Wb respectively, Dii

w = ∑
jWij

w, Dii
b = ∑jWij

b. So,  (5) can be express as 

 ( ) ( ) wXWDXwXWDX TwwTbb −=− λ                (9) 

B.  LFDA 
In LFDA, we define a affinity matrix Ai;j, which 

weight the values for the sample pairs in the same class. 
The main concept of LFDA is that far apart sample pairs 
in the same class have less influence on SW  and SB. 
Based on the above pairwise expression in part A of 
section II, the local within-class scatter matrix Slw and the 
local between-class scatter matrix SlB are defined as 
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Either of Dlw and Dlb is a diagonal matrix whose 
entries are column (or row, since Wlw and Wlb are all 
symmetric) sum of Wlw and Wlb respectively, Dii

lw = ∑
jWij

lw, Dii
lb = ∑jWij

lb. 
LFDA finds the transformation w which maximizes 

the objective function  
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The optimal w’s are the eigenvectors corresponding 
to the non-zero eigenvalue of eigen-problem: 

( ) ( ) wXWDXwXWDX TlwlwTlblb −=− λ    (15) 

C. LPP 
The primary consideration of LPP is to preserve the 

neighborhood structure of the data set. LPP seeks an 
embedding transformation w such that nearby sample 
pairs in the original high-dimensional space are kept 
close in the embedding space. Given a set of examples, 
we can use a p-nearest neighbor graph G to model the 
relationship between nearby data points. Specifically, we 
put an edge between nodes i and j if xi and xj are “close”, 
i.e., xi and xj are among p nearest neighbors of each 
other. Let the corresponding weight matrix be S, define 
by 
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where Np(xi) denotes the set of p nearest neighbors of 
xi. Therefore, LPP finds a transformation w to make the 
following objective function minimized. 
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where D is a diagonal matrix whose entries are 
column (or row, since S is symmetric) sums of S,Dii=∑
Sij 

The optimal w’s are the eigenvectors corresponding 
to the non-zero eigenvalue of eigen-problem: 

( ) wXDXwXSDX TT λ=−                             (18) 

III. SEMI-SUPERVISED DIMENSIONALITY REDUCTION 
(SSDR)   

If only a small number of labeled samples are 
available, supervised dimensionality reduction methods 
tend to overfit the embedding space to the labeled 
samples; thus their performance can be heavily 
degraded. In such cases, it is effective to utilize 
unlabeled samples which are often available abundantly. 
Based on the above idea, in this section, we propose a 
new semi-supervised dimensionality reduction method 
by combining LFDA and LPP. 

We combine the objective function of LFDA and 
LPP to form a new objective function. SSDR seeks the 
transformation w which maximizes the objective 
function. 
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The optimal w’s are the eigenvectors corresponding 
to the non-zero eigenvalue of eigen-problem: 

( ) ( ) wXSDWDXwXWDX TlwlwTlblb )( −+−=− αλ         (20) 

LFDA is defined only for labeled samples. Therefore, 
when computing the SlB and SlW, we assign zero to Wij

lb 
and Wij

lw if at least one of xi and xj is unlabelled. If both 
of them are labeled, we compute Wij

lb and Wij
lw by (12) 

and (13) as usual. Similarly, LPP is originally defined 
only for unlabeled samples. When computing S, we treat 
all samples as unlabeled. 

IV. EXPERIMENT AND RESULT 
Our experiments are running under Processor: Intel 

Core(TM) Duo T2400 with 1 GB RAM and Matlab 
version 7.0 using Database toolbox.  

To test our algorithm, we use natural images mostly 
from “Corel Image Gallery” [6] , where are about 67000 
images. In this paper, we select 1000 from 10 categories. 
Some sample images are shown in Figure 1. 

We use 48-dimensional Color Texture Moment 

 

 

Figure 1.  Sample image from Corel Image Gallery 
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Figure 2.   Comparation of LPP,LFDA and SSDR 
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(CTM) [7] to represent the images. CTM integrates the 
color and texture characteristics of the image in a 
compact form. CTM adopts local Fourier transform as a 
texture representation scheme and derives eight 
characteristic maps for describing different aspects of co-
occurrence relations of image pixels in each channel of 
the (SVcosH, SVsinH, V) color space. Then CTM 
calculates the first and second moment of these maps as 
a representation of the natural color image pixel 
distribution.  

We use classification accuracy to evaluate the 
performance of SSDR. We compare SSDR with LPP and 
LFDA when the number of samples with class label is 
changed. After dimensionality reduction, nearest 
neighborhood (1-NN) classifier is employed for 
classification. For each data set, we use the first half of 
the data for training (learning the projections) and the 
remaining data for testing. We conduct the experiment 
for twenty times and take the average accuracy 
percentage as the result. Figure 2 shows SSDR can 
achieve the high accuracy. 

V. CONCLUSION 
In this paper, we propose a simple but efficient semi 

supervised dimensionality reduction algorithm called 
SSDR, which combines LPP and LFDA. SSDR can not 
only preserve the intrinsic structure of the unlabeled data 
but also solve the problem of multimodal in the projected 
low-dimensional space. Experiments show that SSDR 

leads to considerable improvements in embedding, 
classification over conventional dimensionality reduction 
methods. 
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