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Abstract

Wavelength Division Multiplexing (WDM) has been shown to be one of the
most promising ways to exploit the enormous bandwidth of a single mode opti-
cal fiber. Networks employing WDM are commonly based on optical passive star
couplers. The major cost and limitations of such networks lie in the interface
(both transmitters and receivers) providing optical-electronic conversion between
stations and communication media. According to current technology, an interface
based on fast tunable wavelength devices is still in an infant stage of development.
On the contrary, fixed wavelength devices are much cheaper and already commer-
cially available. When fixed wavelength devices are used, to reduce the number
of transmitters and receivers in each station several stations may transmit and
receive on the same wavelength. Therefore, Time-Division Multiplexzing (TDM)
is employed for those stations accessing the same wavelength. The resulting net-
works may require taking a multi-hop path to deliver packets from one station
to another (i.e., multi-hop WTDM networks). In this paper we study multi-hop
WTDM networks when each station has only one fixed wavelength transmitter and
one fixed wavelength receiver. We propose a graph model called the Receiving
Graph model to represent these networks such that their inherent properties can be
easily understood and alternative designs can be compared. Furthermore, based
on this model we discussed several design principles for such networks and some
theoretical performance limitations are presented.

Key Words: Interconnection Networks, high-speed networks, Optical Passive
Star, Wavelength and Time Division Multiplexing.
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1 Introduction

Emerging high bandwidth applications, such as voice/video services, distributed data
bases, and network supercomputing, are driving the use of single-mode optical fibers as
the communication media for the future [2][3][4] [26].

However, due to speed limits of electronic network access interfaces, the accessible
bandwidth is far less than the bandwidth available in a single mode fiber. One solution
is to use Wavelength Division Multiplexing (WDM). The WDM scheme exploits the
bandwidth available in an optical fiber by modulating different wavelengths of light in
the electromagnetic spectrum to provide several channels of smaller bandwidth which
match the speed of the electronic interfaces [5] [6][21]. User stations are tapped onto an
optical fiber via optical transmitters and receivers. The transmission from one station to
another is accomplished by tuning the receiver of the receiving station to the transmitter’s
wavelength of the sending station. This allows many concurrent transmissions, one on
each different wavelength, to be performed simultaneously.

A physical star topology is frequently suggested for implementing an optical network
in which optical fibers are interconnected via an optical passive star coupler [18][13]
[17] [16] [15]. Figure 1 shows N stations connected via an optical passive star. Ev-
ery transmitter broadcasts its signal to all the receivers with a splitting loss equal to
1/N introduced by the passive star coupler. As several different wavelength signals are
broadcast simultaneously, a combined signal appears at all receivers. By tuning to an
appropriate wavelength, receivers may extract a desired signal from any of the wave-
lengths. There are several favorable features of this architecture such as one-to-one and
multicast connections can be easily implemented, there is no inner switch blocking, the
signal attenuation is logarithmically increased with N, no required external power source
for the passive star to guarantee reliability and to eliminate interference, and is without
high hardware complexity for the switching fabric as in the electronic crossbhar switch.
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Figure 1: Physical star topology based on an optical passive star coupler



Before a transmission can take place, pre-coordination is required by a transmitter
and receiver to determine the wavelength upon which they will tune. Several transmis-
sions may share the same wavelength along the time domain, so a contention resolution
scheme should be provided to guarantee contention-free transmissions. Several passive
star networks have been proposed and are summarized in Table 1 according to the pro-
tocol type, the number of wavelengths, and the number of transmitters and receivers per
station.

| Networks | Protocols | 7 wave | 7t trans | 7t revr |

LAMDANET[20] Broadcast N 1 fixed N fixed

STAR-TRACK][22] Control track N 1 fixed 1 tunable

FOX (two stars)[7] Slotted N 2 tunable | 2 fixed
ALOHA

HYPASS (two stars)[8] | In-Buffered/ N 1 fixed, 1|1 fixed, 1
Out-control tunable tunable

Knockout Switch[23] Knockout 4N 1 fixed 4 tunable

RAINBOWI[6] Receiver N 1 fixed 1 tunable
polling

ALOHA based [10] Slotted 2N 1 tunable | 1 tunable
ALOHA

ALOHA based[15] Slotted/ 2N 1 fixed, 1|1 fixed, 1
resrv tunable tunable
ALOHA

DT-WDMA[14] Slotted N 2 fixed 1 fixed, 1
ALOHA tunable

Swift[11] WTDM > 2 1 tunable | 2 tunable

Perfect Shuffle[1] WDM pN p fixed p fixed

de Bruijn[24] WDM pN p fixed p fixed

(p, k)-ShuffleNet[9] WTDM N/p 1 fixed 1fixed

Bus-Mesh[18] WTDM <N |1 fixed 1 fixed

Table 1: Requirements for the previously proposed N-station passive star networks.

LAMDANETI[20] requires an array of N receivers at each station so all signals can
be received simultaneously. STAR-TRACK][22] uses a separate electronic control track
to avoid contention prior to transmission. FOX]7] was designed for interconnecting pro-
cessors and memory modules and employs two passive stars, one for data transmission
and the other for acknowledgment. In each star, a fast tunable transmitter and a fixed
wavelength receiver are required by each station. Also, a slotted ALOHA contention
resolution scheme is used. HYPASS[8] also requires two stars, one for data transmission
and one for acknowledgment. In the star for data transmission, a fixed wavelength trans-
mitter and a fast tunable receiver is used in each node. In the star for acknowledgment,
a fast tunable transmitter and a fixed wavelength receiver are deployed for implementing
an output control scheme to avoid contention. The Photonic Knockout Switch[23] uses an



additional electronic network to resolve contention. RAINBOW][6] uses a method of sim-
ple receiver polling to avoid contention. Several alternatives employing ALOHA /Slotted
ALOHA based protocols have been proposed[10][15][14]. All of them require either fast
tunable transmitters or fast tunable receivers for data transmission. Some of them require
an extra receiver-transmitter pair in each station to sense channel availability. With the
increasing optical fiber bandwidth, the cost of pre-coordination and contention resolution
becomes prohibitively high and should be avoided [12][11]. Furthermore, the success of
the above schemes (except LAMDANET) depends on the availability of wide tuning-
range high speed tunable transmitters and receivers. At the present time, most of the
tunable devices are still expensive and in the infancy stage of development. Additionally,
because the tuning range is inversely related to the tuning speed [5], the number of wave-
lengths can be tuned far less than required (O(N)) in many systems. On the contrary,
fixed wavelength transmitters and receivers are much cheaper and stable. Since no tuning
is required, they can be set to any wavelength within the whole low loss spectrum region
(i.e., more wavelengths can be supported). Therefore, they are more suitable for a large
scale network.

One way to remove the requirements of pre-coordination and contention resolution
is to use time-division multiplexing on each wavelength. We call this type of protocol a
Wavelength- and Time-Division Multiplexed protocol (WTDM). Swift, proposed in [11],
uses a WTDM protocol to logically implement a completely connected topology and an
adaptive multihop routing algorithm is incorporated to improve the performance under
light load. However, each station still requires one fast tunable transmitter and two fast
tunable receivers.

By using fixed wavelength devices, a packet sent out by a transmitter can only be
received by a limited subset of stations whose receivers are set to the transmitter’s wave-
length. We say there is a direct connection between two stations if the transmitter’s
wavelength of one node equals the receiver’s wavelength of the other. The pattern of
interconnection forms a connected topology of the network. The communication between
two stations may require going through several intermediate stations. We call this type
of network a multi-hop network. Several multihop WDM networks have been proposed
which use different regular connected topologies such as a re-circulating multistage Per-
fect Shuffle[1] or de Bruijn graph[24]. The use of regular connected topologies provides
several advantages; including simple routing, predictable path length and enhanced max-
imum throughput. Despite that these WDM networks may avoid the limitations of tun-
able transmitters and receivers, there is no wavelength sharing between stations. That
is, each link in a connected topology corresponds to a unique wavelength. This may
cause bandwidth underutilization and the number of fixed wavelength transmitters and
receivers in each station are based on the degree of the connected topology. To avoid
these shortcomings and reduce hardware cost and yet to fully utilize the broadcast ca-
pability of a passive star, we may employ TDM protocol on each channel (wavelength)
to allow several stations to share a wavelength and thereby reduce the number of fixed
wavelength transmitters and receivers in each station. In this paper, we study design
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principles for multi-hop WTDM optical passive star networks with a constraint of one
fixed wavelength transmitter and one fixed wavelength receiver in each station.

Consider a WTDM optical passive star based network in which only one fixed wave-
length transmitter and receiver are used in each station. If we allow each station to
broadcast to the rest of the stations (i.e., the transmitter’s wavelength of each station
should be the same as the receivers’ wavelength of the rest of the stations), then only
one wavelength can be exploited and all transmitters share that wavelength. That is,
the network operates a pure TDM protocol. Although this results a fully connected
topology (i.e., the distance between any two stations is always a single hop away), the
low bandwidth exploited (only one wavelength is used ) may severely restrict its perfor-
mance. In order to exploit higher bandwidth, we have to use more wavelength channels.
That is, fewer transmitters share one wavelength and several wavelengths can be used
for transmission at the same time. The extreme case is to allow each transmitter to use
a different wavelength. Since each station has only one receiver, each station can only
listen to (receive from) one channel. This effectively results in a pure multi-hop WDM
network and its connection pattern is a uni-directional ring. Thus, on average a packet
needs to go through % intermediate stations to reach it destination. The traffic overhead
caused by the long distance (in terms of the number of hops) between stations may be
greater than the advantage gained from higher bandwidth (N wavelengths) exploited.

The (p, k)-ShuffleNet proposed in [9] improves the work of [1] by using a WIDM
protocol and requiring only one fixed wavelength transmitter and one fixed wavelength
receiver in each station (where p and k are the degree and the number of stages of
ShuffleNet topology respectively). The total number of stations N = k- p*. Also the
total number of wavelengths used is N/p. It is also pointed out [9] that for a given set of
stations, by using a ShuffleNet with more stages k (higher diameter), we can exploit more
wavelengths and obtain higher system throughput. However, a larger network diameter
implies a longer packet delay in a wide-area environment where the propagation delay
between stations is much more significant than the packet transmission time and queuing
delay incurred in each hop. Therefore, to minimize the delay, a 2-stage ShuffleNet is
preferred.

In [18] another WTDM network, called Bus- Mesh, was proposed. It requires the
same hardware requirement for each station. The Bus-Mesh network guarantees the
path length between any two stations is bounded by 2 and it is also demonstrated that
Bus-Mesh outperforms the 2-stage ShuffleNet under certain conditions. However, the

number of wavelengths that can be exploited by Bus-Mesh is bounded by v/N.

In a local environment propagation delay may be only a few times as long as the
transmission time. Furthermore, packet delay is also related to the amount of bandwidth
each station can obtain. Therefore, to minimize diameter and sacrifice throughput may
not be the best strategy. Later we will see, in certain cases, connected topologies with a
higher diameter that may offer shorter delay as well as higher throughput.

Specifically, we intend to answer the following questions in this paper.



o Is there a general methodology to design such multi-hop WTDM optical passive
star networks?

o What are the fundamental relationships between several design parameters such as
the number of wavelengths exploited, the connected topology, and the number of
stations in the network?

e What are the best design strategies for multi-hop WTDM networks in different
environments?

e What are the performance limitations of these types of networks?

In order to study and understand multi-hop WTDM networks, a model which can
reveal the inherent properties of such networks is needed. Based on the broadcast nature
of a passive star, we first defined a graph model which is called a receiving graph model.
Based on the model, we are able to answer many performance related questions includ-
ing some theoretical performance limitations of such networks. We also discuss several
design principles for such networks. We propose a general design methodology for such
networks which is based on the relationship between receiving graphs and a given con-
nected topology. Several design alternatives are also presented. It will be shown that
both Bus-Mesh and ShuffleNet are two special cases of the proposed design methodology.

This paper is organized as follows. In Section 2, we briefly describe basic multihop
WTDM networks by using the Bus-Mesh as an illustration. In Section 3 we propose a
graph model, called a receiving graph model, which can represent a WTDM network with
one fixed wavelength transmitter and receiver in each station. Several design parameters
are also identified and the trade-offs between them are discussed. In Section 4, we show
how to construct a receiving graph which represents a particular WTDM network for
a given connected topology. Transmission scheduling and routing algorithms for such
WTDM networks are also described. In Section 5, we define two performance metrics
and derive their approximated analytical models based on general graphs. The design
strategies for optimizing the metrics and the theoretical bounds of the metrics are also
presented. Moreover, we choose m-ary n-cube and Shuffle-exchange as example intercon-
nection topologies to demonstrate constructing WTDM networks. Their effectiveness is
discussed. In Section 6, several practical design issues, such as synchronization, propaga-
tion delay and dynamic bandwidth allocation, are addressed. Possible solutions are also
provided. In the final section, we draw some conclusions.

2 Basic Multi-hop WTDM Network

In this section, we shall illustrate the basic WTDM network by describing the Bus-
Mesh network proposed in [18]. This type of networks is based on a physical optical
passive star as shown in Figure 1. Each station transmits (receives) via a fixed wave-
length transmitter (receiver) which is tapped onto a passive star. We assume that all
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wavelengths have the same bandwidth which is bounded by the maximum signal mod-
ulation /demodulation speed of a station. A basic data unit, called a packet, is of fixed
size. The time domain is divided into time slots of equal duration with a slot long enough
to contain a packet. The time slots are logically arranged into repeating cycles with each
station transmitting once within a cycle at a predetermined wavelength. We call this a
transmission cycle. During each time slot, on each wavelength, only one station is en-
titled to transmit. Each station always sets its receiver to a predetermined wavelength.
Given two stations, say stations a and b, if the transmitter’s wavelength of station a is the
same as the receiver’s wavelength of station b, we say there is a connection from station a
to station b. The pattern of interconnection forms a connected topology of the network.
A straightforward representation of the connected topology is to use a node to represent
a station and a directed link between two nodes to indicate a connection. This is used
in [9][1][24]. However, this method can not effectively capture the unique characteristics
of the network, such as its broadcast characteristics, channel sharing capabilities, and
the number of fixed wavelength transmitters and receivers. Another representation is
proposed in Bus- Mesh [18]. For example, Figure 2 is one way to view the connected
topology of a 12-station Bus-Mesh network. We shall illustrate another view in the next
section.

-

W
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-
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Figure 2: The connected topology of a 12-station 4-wavelength Bus-Mesh network

Wavelengths are logically represented by a set of "buses”. Each station is represented
by a node. Each stations (node) transmits and listens on two different wavelengths
(buses) (Notice that no node is located on the diagonal). For a W-wavelength network,
at least W — 1 stations transmit on (or receive from) each wavelength. Therefore, N >
W x (W —1). In the above case W =4 and N = W x (W — 1) = 12. Table 2 shows
a possible transmission cycle. The column index #; means the relative time slot number
and the row index w; means the wavelength id. An entry & — [,m,n in column ¢; and
row w; means that station £ has the right to transmit at wavelength w; in time slot ¢;
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and this transmission can be simultaneously received by stations [, m, n directly (i.e.,
stations [, m, n have their receivers all tuned to wavelength w; ). The same transmission
cycle is repeated as time goes on. The transmission cycle length is equal to the number
of stations that share the same wavelength. Clearly, since each station has only one
chance to transmit during a cycle, the longer the cycle length is, the smaller portion of
bandwidth a station may use. For instance, in ¢y, stations 0, 3, 6 and 9 are entitled to
transmit, since they tap onto distinct buses (transmit on distinct wavelengths). Fach of
them grants one third of the bandwidth of a single wavelength.

L to | | t |
wol 0—3.69] 1—53.69] 2—3,6,0
w || 3—0,7,10 |4 —0,7,10 | 5— 0,7, 10
we || 6 — 14,11 | 7 = 1,4,11 |8 — 1,4,11
ws || 9 —2.5,8 10 — 2.5,8 | 11 — 2,5,8

Table 2: Transmission cycle for a 12-station 4-wavelength Bus-Mesh network

Each station is also equipped with an output queue to temporarily buffer outgoing
packets. During each transmission turn only one packet from the output queue is sent
out. Fach packet includes a destination station address in its header. Upon receiving a
packet, a station decides whether the packet is addressed to itself or not by examining the
destination station address included in the packet header. If yes, the packet is accepted;
otherwise, the station further decides whether he is responsible for relaying the packet
or not. If not, the station simply discard the packet; otherwise, he will buffer the packet
in his output queue for later transmission. For example, suppose station 2 has a packet
for station 8. After station 2 broadcasts in t5 at wy, stations 3, 6, 9 receive the packet.
Nodes 3 and 6 realize they are not responsible for relaying the packet, so the packet is
discarded. Station 9 buffer the packet in his output queue temporarily. In ¢4, station
9 transmits the packet at wavelength ws. Then stations 2, 5 and 8 will all receive the
packet, but only station 8 will realize the packet is addressed to him. The others discard
the packet. In Bus-Mesh any station can reach any other station within 2 transmissions,
so the diameter is 2. Essentially, it is the minimum diameter in an environment using
one fixed transmitter and one fixed wavelength receiver in each station (we will explain
why later).

From the above example, we can identify several design parameters which potentially
dominate the performance of this network, such as the number of stations, the number
of wavelengths used, the transmission cycle length, the bandwidth reserved for each
station and the diameter. However, Bus-Mesh only represents a specific type of connected
topologies and it is still very hard to compare the performance of different WTDM
networks.



3 Receiving Graph Model

In order to understand WTDM networks in which each station has only one fixed
wavelength transmitter and one fixed wavelength receiver, we need a convenient way to
represent them. Therefore, we propose a graph model called a receiving graph model in
this section.

In the receiving graph model, each station in the network corresponds to a node. Thus,
there are N nodes, where N is the number of stations in the network. (In the follow-
ing context, "node” and "station” are interchangeable, unless specified explicitly.) Since
each node has only one fixed wavelength receiver, according to the receiver’s assigned
wavelength, all nodes can be partitioned into W sets, where W is the number of wave-
lengths used. We shall call each set a receiving node. Thus, a receiving node represents
a set of stations (nodes) which use the same receiver wavelength and is associated with
this unique wavelength. Therefore, we shall label a receiving node with the receiver
wavelength id. If a node transmits on a particular wavelength, there is a directed edge
originating from the node (inside a receiving node) to the receiving node associated with
the transmitter’s wavelength. Since each node can only transmit at one fixed wavelength,
each node has only one outgoing edge pointing to a receiving node. The outgoing degree
of a receiving node equals the number of nodes inside. The incoming degree of a receiving
node equals the number of nodes who share the same transmission wavelength associated
with the receiving node. We call this set of nodes the transmitting group of the wave-
length. Since each node only transmits once in a transmission cycle, the cycle length is
equal to the number of nodes who share this transmission wavelength (i.e., the size of
the associated transmitting group). Note that for simplicity we assume the in-degree of
each receiving node is the same, although it is not necessary to be the case in a WI'DM
network. The transmission cycle can be easily constructed by arranging all the nodes in
the same transmitting group to transmit in any order (However, to be more effective, we
will arrange them in a specific pattern which will be elaborated on later).

Suppose we have N nodes and W wavelengths. Let N nodes be denoted as ng, nq,
.oy ny—1 and W wavelengths wg, wy, ..., ww_1. The receiving node associated with
wavelength w; is denoted as rn;. For example, in Figure 2 all stations receiving from
the same bus form a receiving node. Then the Bus-Mesh can be redrawn like a 4-node
receiving graph shown in Figure 3. The nodes are shown by a box shape (only node
indices are shown) and the receiving nodes are shown by a round shape. The receiving
graph has an outgoing degree of 3 as well as an incoming degree of 3. That means three
nodes receive at the same wavelength and three nodes share the same wavelength (in a
TDM fashion) for transmission. In Table 2 the set of three nodes appearing on the right
hand side of the arrows in the same row corresponds to the receiving node associated
with that row (e.g., the set of ns, ng and ng in row wy corresponds to rng), and the set
of three nodes appearing on the left hand side of the arrows in the same row corresponds
to the transmitting group associated with that row (e.g., the set of ng, ny and ny in row
wg corresponds to the transmitting group of wy).
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Figure 3: The receiving graph representation of the Bus-Mesh shown in Figure 2.

When a node, say ns, has a packet to transmit to another node ,say ng, it has
to transmit on a fixed wavelength (recall each station has only one fixed wavelength
transmitter). This corresponds to starting from n, to follow its out-going edge to a
receiving node. Since there are several nodes inside this receiving node, one of them will
be chosen as an intermediate node to relay this packet to another receiving node. That
is, this node receives the packet and then transmits on its transmission wavelength. This
process is repeated until the receiving node containing the destination node is reached.
To minimize the number of hops traversed, we need to follow the shortest path from the
first receiving node (i.e., the receiving node first reached from n, or the receiving node
corresponding to the transmission wavelength of n,) to the final receiving node (i.e., the
receiving node who contains ng).

If we ignore the nodes inside each receiving node and consider that there is a directed
edge from a receiving node (rn,) to another receiving node (rn;) as long as there is a
node inside rn, which has an out-going edge to rny, this results in a simplified receiving
graph. Therefore, the maximum shortest path length (in terms of the number of hops
traversed) between any two nodes equals one plus the diameter of the simplified receiving
graph. Surprisingly, the simplified receiving graph of Bus-Mesh is a completely connected
graph. As we know the diameter of a completely connected graph is one, this explain
why the minimum number of hops traversed for a packet transmitted from one node to
another in Bus-Mesh is bounded by two.

Based on the concept of a receiving graph, we can easily come up with several alter-
native designs which may use a different number of wavelengths for a WITDM network
with 12 nodes. For instance, we can construct a receiving graph by using only two wave-
lengths (as shown in Figure 4). In this case each receiving node contains 6 nodes. Using
3 wavelengths, then each receiving node contains 4 nodes (as shown in Figure 5). Using
6 wavelengths, then each receiving nodes contains 2 nodes (as shown in Figure 6). The
corresponding transmission cycles are also shown in the figures. The length of each trans-
mission cycle is equal to the outgoing (incoming) degree of the corresponding receiving
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graph. Note: it is clear that each receiving graph corresponds to a WTDM network.

7

i
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\
L [ ot ] b [ s [ fs
wo |0—6,..,11 |1 —6,..,11 |2—=6,..,11 |3—6,..,11 |4 —6,..,11 | 5 —=6,..,11
wy || 6—0,..,5 | 7T—0,..,5 | 8—=0,..,5 | 9—0,..,5 |10 —=0,..,5 | 11 - 0,..,5

Figure 4: The receiving graph using two wavelengths and its transmission cycle.

L] Ly | L | Ly | Ly |
wo | 4—0,1,2.3 | 5—0,1,23 | 8—=0,1,2,3 | 10—-0,1,2,3
wi || 2—4,5,6,7 | 34,567 | 9—456,7 | 11 —4,5,6,7
wy |0 —8,9,10,11 | 1 —8,9,10,11 | 6 —8,9,10,11 | 7 — 8,9, 10, 11

Figure 5: The receiving graph using three wavelengths and its transmission cycle

From the above examples, for WTDM networks with the same number of nodes
it can be seen that there is a trade-off between the number of wavelengths exploited
and the diameter of the simplified receiving graph. As we use fewer wavelengths, the
number of receiving nodes becomes fewer and the number of nodes inside a receiving
node becomes larger. That is, the simplified receiving graph has a higher degree since
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[ t
wo || 1 — 0,11 | 10 — 0,11
wy | 0—1,2 3—1,2
wy || 2— 3,4 5— 3,4
ws | 4— 5,6 7T— 5,6
wy | 6—T7,8 9—17,8
ws | 8—9,10 | 11 — 9,10

Figure 6: The receiving graph using six wavelengths and it transmission cycle.

each node inside the receiving node contributes an edge going to another receiving node.
Thus, the simplified receiving graph becomes much denser and it should have a shorter
diameter. However, the length of the transmission cycle becomes longer (i.e., the size
of the transmitting group or the number of nodes inside a receiving node). That means
the portion of the bandwidth that each node uses is reduced. On the contrary, if more
wavelengths are used, there are more receiving nodes (i.e., the number of wavelengths
used) and the number of nodes inside a receiving node is smaller (i.e., the simplified
receiving graph has a lower degree). Thus, the receiving graph becomes more sparse and
should have a longer diameter. However, the cycle length becomes shorter. That means
each node uses a higher portion of the bandwidth. It is very hard to determine which
one has a better performance. What are the best designs in terms of the number of
wavelengths used, the cycle length and the topology for the simplified receiving graph?
This will be discussed in more details in Section 5.

We should point out that the simplified receiving graph need not be a regular directed
graph as shown in the examples. It can be tailored into a graph for a specific traffic
pattern such that the traffic overhead is minimized. However, this issue is out of the scope
of this paper. In this paper, we focus on a general network communication pattern. That
is, we assume that each node may generate packets for any other node at any given time.
For each wavelength, there is a set of nodes transmitting on it and a set of nodes receiving
from it. We would like each wavelength to be fully and equally utilized. Therefore, we
shall assume the number of nodes transmitting and receiving on a wavelength is the same
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for any wavelength. Let § denote this number. Then

Essentially, this tells us that each receiving node has both § incoming and  outgoing
edges. Therefore, the simplified receiving graph is a regular directed graph of degree 3
and size W.

4 Designing WTDM Networks

In the previous section, we have shown a way to construct a receiving graph based on
a given multi-hop WTDM network. In this section we would like to show a systematic
way to design a multi-hop WTDM based on our understanding of the receiving graph. In
several previous examples, we have mentioned the simplified receiving graph. A simplified
receiving graph is more like a regular graph. Therefore, our approach is to show how to
construct a receiving graph (which corresponds a multi-hop WTDM network) based on
a given regular graph. We shall refer to this process as a virtual graph embedding.

4.1 Virtual Graph Embedding

Assume the number of stations N in the network is a multiple of the number of
exploited wavelengths W (i.e., N = C x a x W, where both C' and « are positive
integers). (More general cases that C is a positive real number will be discussed later.)
We can choose a regular directed graph with W nodes and degree « (i.e., both in-degree
and out-degree of each node is «). To distinguish from the receiving graph, we shall call
the given graph a virtual graph and its nodes virtual nodes. For a given virtual graph, the
process of constructing a receiving graph is referred to as virtual graph embedding. For
each directed edge in the virtual graph, we attach a box-shaped node at the starting point.
Similar to the receiving graph model, each virtual node corresponds to a wavelength used
for receiving. All the box-shaped nodes in a virtual node correspond to all the stations
tuned to this receiving wavelength. Each box-shaped node also has an out-going edge
pointed to a virtual node. That is, the station corresponding to the box-shaped node
transmits on the wavelength corresponding to the virtual node pointed to by its out-going
edge. Therefore, a box-shaped node can be distinguished by (tran_id , rec_id), where
tran_td and rec_id denote its transmission and receiving wavelengths respectively. Then
the resulting graph looks more like a receiving graph. For example, Figure 7(a) shows a
virtual graph of size 3 and degree 2. After the above process, it is transformed into the
graph shown in Figure 7(b).

The number of box-shaped nodes in each virtual node equals the degree of the virtual
graph (i.e., ). Since there are W virtual nodes, the total number of box-shaped nodes is
W x «. This is like a receiving graph of W x a nodes. Since N = C' x W x «a, we need to
duplicate each box-shaped node in each virtual node €' times. Accordingly the outgoing
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@ (b) (c)
Figure 7: The process of virtual graph embedding.

edges from each virtual node are also duplicated C' times. Then the resulting graph can
be considered as a receiving graph of N nodes. However, for a given pair of wavelengths
(tran_id , rec_id) there are C' box-shaped nodes corresponding to it. We shall denote a
box-shaped node by a triplet (stackid , tran_id , recaid), where stack_id is an integer
between 0 and C'— 1. All nodes with the same stack_id are considered in the same group
(stack). Conceptually, we can imagine that a receiving graph is constructed by stacking
C' copies of a virtual graph together and adding a box-shaped node at each edge starting
point.

For example, after the duplication process, the graph shown in Figure 7(b) is trans-
formed to the receiving graph shown in Figure 7(c). It corresponds to a 12-node 3-

wavelength WTDM network.

4.2 Transmission Cycle

So far we have provided a way to determine the transmission and receiving wave-
lengths of each station. In this section we discuss the issues of determining the trans-
mission cycle. As mentioned before, a transmission cycle can be described by means
of a table in which the row index represents the transmission wavelength id number
and the column index represents the relative time slot in the cycle. Each entry tells us
which node is entitled to transmit to which other nodes (which receiving node). We have
W wavelengths, so the table has W rows. At any given time slot at most W packets,
one on each different wavelength, can be transmitted. Each node in each transmitting
group transmits only once in a transmission cycle, so the table has % columns. Let
N =W x C x a, the transmission cycle length (which equals the length of the table),

denoted as A, will be

A:%:Cxa. (1)

Note that since each node receives a signal from a predetermined wavelength, the set of
nodes receiving on a given wavelength is static and known to all the nodes transmitting on
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the wavelength. Furthermore, each node only needs to know the transmission schedule
of its own transmitting group and does not have to know those of other transmitting
groups. Therefore, the only necessary information which needs to be stored in each node
is a row in the transmission cycle.

As mentioned before, since no contention will occur among different wavelength trans-
missions, the schedule of the nodes in the same transmitting group (row) can be in any
order. However, there may exist several paths between two nodes. The waiting time
from a packet arriving at a node till the node is entitled to transmit the packet may
be different form node to node. Therefore, it is desirable to find the path between two
nodes in which a packet can be delivered with the shortest delay. We also would like to
be as fair to each node pair as possible. To do so, we first suggest to how to arrange
the transmission cycle on a stack-by-stack basis. Then we show how to find the shortest
delay path.

Basically, all nodes with the same stack id number are scheduled in a period of
contiguous time slots. We refer to it as transmission subcycle. Since each virtual node
in a stack of a virtual graph is of degree «, the transmission subcycle length, denoted as
Ay, will be
- )

Thus the whole transmission cycle is composed of C' transmission subcycles each of which
is for a different stack of the virtual graph. Within a transmission subcycle, the order

A, =«

of transmissions for all nodes in the same row is arbitrary, but the same pattern is
repeated in every transmission subcycle. That is, provided that transmission subcycles
are numbered from 0 to ' — 1, the order of transmissions for the nodes in a row w;
can be represented by (0,t,79) ... (0,¢t,75-1) (1,t,70) ... (L,t,r6-1) ... (C —1,t,79) ...
(C—1,t,r0-1).

For example, Table 3 shows the transmission cycle of the receiving graph shown in
Figure 7(c), where ”*” means any legal value. All nodes pointing to the same receiving
nodes are located in the same row. Columns ¢y and t; are dedicated for subcycle 0 (stack

0), and columns 5 and t3 for subcycle 1 (stack 1).

Table 3: The transmission cycle of the receiving graph shown in Figure 7(c). It consists
of two transmission subcycles.
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4.3 Routing

In this subsection, two types of routing algorithms are proposed. One aims at minimiz-
ing packet delay and is suitable for special control packets. The other aims at balancing
traffic load and is suitable for general data packets.

In a WTDM network, a k-hop path from a node n,,,,,) to another node n(, ¢, r,
can be generally represented as

Nsa,ters) ™7 Nst,giots) ™7 s2,02,01) 77 Mszuiangn) —7 o

— L 7 N(sq,tqrq)- (3)

Sk—2+Jk—2,Jk—3) Sk—1,TdJk—2)

In the path, each intermediate node receives packets from a wavelength, and then re-
transmits it on another wavelength, so that a node’s receiving wavelength is equal to the
transmission wavelength of the node’s predecessor (except for the source node). In the
corresponding receiving graph, this can be viewed as a path of receiving nodes. Those
receiving nodes correspond to the wavelengths which the nodes transmit on. That is,

PRy, — PN, — Ty eee — TN,y —> TN, — TN (4)

We shall call such a path a (k-1)-hop virtual path. Clearly, any path corresponds to a
virtual path and the length of the path equals the length of its corresponding virtual
path plus one. A virtual path may correspond to several paths. Recall that, for each
edge in a virtual graph, there are ' edges in the receiving graph associated with it and
each belongs to a distinct stack. Thus, a move from a receiving node to another receiving
node can be taken through any one of them. For instance, all the alternative paths from

sy tsrs) 1O T corresponding to the virtual path shown in ( 4) are

Sdrtd,ra)
Nssters) ™7 N(xgrts) =7 M(x,go,gn) 7 W(x,ganga) —7 oo

T Nk ghoaydn—z) 7 Nxradr—2) 7 N(sastara):

where * mean any integer from 0 to ' — 1. (5)

In total, there are C*~! alternative k-hop paths. Furthermore, if there are v alternative
(k — 1)-hop virtual paths between rn, and rn,,, the total number of alternative k-hop
paths between n,_, .. and ng, 4, ,, will be equal to

v- CF1 (6)

Which path should be actually followed? Note that the virtual paths form rn,, to
rn,, can easily be found based on the routing algorithm of a virtual graph. However, each
of the virtual paths corresponds to a set of paths. Despite that all the paths in the same
set can properly deliver packets, because of the timing differences of node transmissions,
the packet delay (the time period from a packet being generated by a source node to it
arriving at a destination node in terms of time slots) may be significantly different for
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different paths. In practice, certain types of packets (e.g., control packets) require fast
delivery and are usually very small. For this type of traffic, we prefer to choose the path
with the shortest delay. However, for general data packets, the system throughput seems
to be more important than the packet delay. Good load balancing can avoid unnecessary
traffic congestion and improve the system throughput. Therefore, for this type of traffic,
we would like to choose the path with the lightest traffic load. In the following we propose
two different routing algorithms: the fast packet delivery routing algorithm for control
type packets and the load balancing routing algorithm for general type packets.

4.3.1 Fast Packet Delivery Routing Algorithm

The basic idea of the fast packet delivery routing algorithm is to first find the shortest
length virtual path and then choose one of the corresponding paths with the shortest
delay. Let VG be a virtual graph and Ryg(-) be the routing algorithm of VG. We
assume the routing algorithm Ryq(-) provides the shortest length virtual path and is
based on destination address routing. That is, given a current receiving node address ¢
and a destination receiving node address d, Ryg(c,d) will return the next receiving node
address in the shortest length path. For instance, the routing for hypercube or shuffle-
exchange belongs to this type. We further assume the signal propagation delay is the same
between any pair of nodes. Consider n(y, ¢, ,.) has a packet for n,,,,. The destination
node address (i.e., n(sdﬂgdﬂ«d)) is included in the packet header. Initially, n(s, ,,,) transmits
the packet on wy,. All nodes in rny, (i.e., n(.xz,)) receive the packet. If 4 (provided in
the packet header) is equal to t;, the destination receiving node is reached. All nodes in
rn;, further compare stack id and transmission wavelength id with those provided in the
packet header. Only n,,,,) (the destination node) accepts the packet and the others
discard the packet. If ry # £,, the same routing algorithm Ry¢(ts,74) is executed in each
of Ny, to decide the next receiving node address. Suppose Rve(ts,rq) = 11. Only
N(x,i1,t,) Nave their associated edges direct to rn; and any one of them can properly relay
the packet, so they will keep the packet for further checking. The others just discard the
packet. Equal propagation delay implies all n;, ;,) receive the packet at the same time.
Upon receiving the packet, each of them simultaneously computes how long it is going
to wait before the next transmission. If the time interval is less than or equal to A,, the
node becomes the winner and is responsible for relaying the packet. Note that since a
transmission cycle is arranged on a stack-by-stack basis and any two nodes (€ ny, 1))
in adjacent stacks are separated by the subcycle length A, there is one and only one
winner. The others discard the packet. The same process is repeated until n(,, ¢,y is
reached.

Clearly, in the above routing algorithm, we always look for the node who is soonest
scheduled for transmission to relay packets. If a node is always available for relaying
the just received packet, the shortest routing delay based on the shortest length virtual
path is guaranteed. This may be the case for light traffic load. However, for moderate
or heavy traffic load, the probability of having one or more packets queued in a node
may be very high. In that case, the algorithm may not be able to guarantee the shortest
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delay path. In general, only certain control packets demand this kind of fast delivery
and their number is relatively small. Therefore, we can give them a higher priority (i.e.,
be transmitted prior to others) over other traffic. They can be delivered without being
blocking or queued in the intermediate nodes.

4.3.2 Load Balancing Routing Algorithm

The principle of the load balancing routing algorithm is that we always choose the
node with least queuing to relay packets. To achieve this, each node must somehow have
knowledge of the situation of other nodes in the same receiving node, such as their queue
lengths. Upon receiving a packet, all the nodes within this community should eventually
come up with a consistent choice and this one is elected to relay the packets. Owing to
the fact that packets are broadcast to each node in the same receiving node and each
node is running the same routing algorithm, and only one packet can be transmitted
during a transmission cycle, each node can figure out how many packets are left in the
others” queues. To implement this, each node is equipped with % counters with each
for a node in its own receiving node (including itself). Whenever a node receives a
packet, the corresponding counters in each node will be incremented by one. Whenever
a transmission cycle passes, each counter is decremented by one, unless it has reached
zero. Based on this counter information, a routing algorithm can be devised to decide
which node should relay packets. This decision should avoid a cycle and at the same
time balance the traffic load. There are several existing adaptive routing algorithms for
regular topologies and we believe that they can be easily modified and adapted into this
environment. We will not discuss them here.

Note that the number of packets actually queued in a specific node may be slightly
higher than the information collected in each node because the packets internally gener-
ated by the node are not taken into account. Therefore, there may exist some potential
of congestion of which others are not aware. However, from the fairness point of view,
each node should share the same responsibility of relaying packets. Furthermore, under
a uniform communication assumption, each node has the same probability of generating
packets. It should also be the case that each node is responsible for controlling the amount
of traffic entering the network to avoid a overloading situation. Therefore, although the
collected information in each node may not really reflect the actual information, we
believe that it is sufficient to provide a balanced loading situation.

4.4 Partial Stack Design

The virtual embedding provides a great deal of flexibility in designing a WTDM
network. Several dimensions of freedom, such as the topology of a virtual graph, the
virtual graph size and degree, and the number of stacks, allow us to design a WTDM
network in a desired manner. Nevertheless, in practice, given N nodes and a virtual
graph of size W and degree o, we may not always be able to find an integral €' such that
N = C x W x a. To remedy this problem, we allow C' to be a positive real number.
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Wo (07072) - (*7*70) (0707 1) - (*7*7 ) (17072) - (*7*7 )
wy || (0,1,0) = (k,,1) | (0,1,2) — (%,%,1) | (1,1,0) — (*,%,1)
wa (07 ’ ) - (*7*7 ) (07271) - (*7*72)

Table 4: The transmission cycle for a 8-node WTDM network using a virtual graph to
do the virtual embedding.

Considering C' is a non-integer, a receiving graph consists of [C'] stacks. Stacks 0 to
[C'] —2 are " complete” stacks of a virtual graph (i.e., without missing any edge (node) in
each stack), and stack [C'] — 1 is a " partial’” stack of the virtual graph (i.e., some edges
(nodes) are missing from the stack). The fractional part of C' represents the ratio of the
existing edges over the original edges. The smaller the ratio is, the larger the number of
edges (nodes) missing from the partial stack.

Likewise, the transmission cycle has [C'] transmission subcycles. Subcycles 0 to
[C'] — 2 are fully scheduled for transmission, and subcycle [C] — 1 is only partially filled
up. Each missing edge in stack [C'] —1 corresponds to an empty slot in subcycle [C'] — 1.
In order to be fair to each transmitting group, missing edges should be evenly distributed
among all the rows (transmitting groups). By doing so, the number of empty slots left
in each row of subcycle [C'] — 1 is about the same. These empty slots can be assigned
to any node in the same row on a demand or uniform-distribution basis. For example,
consider an 8-node WI'DM network using the virtual graph shown in Figure 7(a). To
do the virtual embedding, we have W = 3, « = 2 and C' = 1.33. The corresponding
transmission cycle is shown in Table 4. It consists of two subcycles. Subcycle 0 is
corresponding to a complete stack, and subcycle 1 a partial stack. There is one empty
slot left for rows wy and w; and two for row w;y. The empty slots can be assigned to any
node in the same row for transmission.

For the cases of (' < 1, we have only one partial stack of the virtual graph. Because
some edges are missing, the routing algorithm of the virtual graph can not be directly
applied. In order to properly deliver packets, certain supplementary procedures should
be employed in those nodes such that the missing edges can be substituted by alternative
routes. Of course, this will introduce extra complexity in routing and the path length
may increase. Therefore, ' < 1 is not a good design choice.

On the other hand, for the cases of ' > 1, we have at least one complete stack
of the virtual graph. That is, each edge in the virtual graph corresponds to at least
one edge in the receiving graph. Recall that in ( 5), a path between two nodes can go
through any stack combination. Therefore, for each virtual path, there is at least one
path corresponding to the virtual path. That means the routing algorithm of the virtual
graph will not be affected. For the sake of routing simplicity, the constraint of C' > 1 is
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very important. Thus, in the following discussion we will enforce this constraint.

5 Design Strategies

In the previous section, we discussed how to design a WTDM network based on
a set of given parameters such as the number of nodes, the number of wavelengths,
and a given virtual graph. In this section, we will further evaluate the performance of
WTDM networks in terms of these parameters. We assume that there are N stations
and W wavelengths available. We would like to know what is the best virtual graph that
can be used to design WTDM networks. Since we are looking for the performance of
WTDM networks constructed from any virtual graph (not any particular type of graphs),
a general and formulation of performance is needed. Thus, two performance metrics are
considered: the average network throughput for high-load and the average packet delay
for low-load. Under a light traffic load, the packet delay is more crucial. Under a heavy
traffic load, the network throughput becomes more important. We believe that these two
metrics are capable of characterizing the performance of WI'DM networks in a general
sense. Furthermore, they provide some guidelines in choosing the best virtual graph.

First let us define some terms related to general virtual graphs. The length (number of
hops) of a path between two nodes in a graph is the number of edges along the path. The
distance (denoted as H) between two nodes is the minimum length of the paths between
them. The diameter (denoted as D) is defined as the the longest distance between any
pair of nodes. Since the number of nodes in a virtual graph corresponds to the number of
wavelengths used in the virtual embedding process, we shall denote the number of nodes
and the degree of a virtual graph as W and « respectively. For ease of discussion, we
assume the virtual graph is a simple graph (A simple graph refers to a graph with no
duplicated edges) with no self-loop and 2 < o < (W — 1)? (The case of a = 1 results
in a unidirectional ring and is of no interest to us). Considering a particular node in a
given virtual graph, the maximum number of nodes which are one hop away from this
node is «, and the maximum number of nodes which are two hops away is o?, and so on.

Therefore,

aPt — 1
W§1+0z—|—0z2—|—0z3—|—...—|—0zD:71. (7)
a—
It follows that
D >log,(W(a—1)+1)—12>log, W — 1. (8)

Suppose we consider the case of equality holding for ( 7), then the average distance,
denoted as H, can be written as follows.

oo Tl
W —1
B DaPt+2 — (D + 1)ozD+1 + «
B (W —1)(a —1)2
Z (loga W)(Oé B 1) B Oé‘ (9)
a?
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As we mentioned before, the length of a virtual path plus one equals the length of the
corresponding physical path in the resulting receiving graph. Thus, the average distance
of a pair of nodes in a WT'DM network, denoted as Hgrg can be approximated as follows.

(log, W)(a —1) —

Hpe > >

+ 1. (10)

(a4

5.1 Average Network Throughput for High-Load

The average network throughput for high-load, denoted as Thpt, is defined as the
number of packets which can be successfully delivered from a source node to a destination
node in one slot. For a given receiving graph, if we assume the routing algorithm can
always find the shortest length path, T'hpt can be approximated by the total exploited
wavelengths W (since W packets are carried in each slot-time ; one per wavelength)
divided by the average distance of a pair of nodes Hgrg. For simplicity we assume each
intermediate node has infinite number of buffer spaces. Then we have

Hpe
Wa? ()
(log, W)(a — 1) —a + a2

Let the above upper bound be denoted as T'hpt, and the number of available wavelengths
be denoted as W,,. Meanwhile, recall that N = C x a x W and 2 < o < (W —1).
Therefore, our objective is to

Maximize T hpt,

N=CxaxW,
2<a<<W-—-1,

W < Wy and C' > 1,

where N, W, € Zt and C € R™.

(12)

subject to

That is, for given N nodes and W,,; wavelengths, we would like to decide the number of
stacks [C'] and a virtual graph with degree o and W nodes such that T'hpt, is maximized.

From ( 11) we can observe that, for a fixed W, as « increases, the divisor, Hgg,
decreases. Thus Thpt, increases. For a given «, as W increases, both dividend, W,
and divisor, Hgq, increase. However, the growth of W is much faster than Hgrg. Thus,
overall T'hpt, increases as W increases. Intuitively, we should choose W and « as large

as possible to maximize T'hpt,. This also implies that C' should be as small as possible.
Since N = C' x a x W implies o < & « should be bounded by min{W — 1, % .

W
First we consider the case of W, — 1 < le (i.e., Wou < VN when N is large).
This implies W — 1 < % and 2 < o < min{W — 1, % = W — 1. To maximize Thpt,,
we should choose « as large as possible, that is, a=W — 1. It follows that (' = %,
and Thpt, ~ WVZ—; (when W is large). Clearly, for this case, the larger the W is,
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the higher the « is. Therefore, Thpt, is maximized at W = W,,;, a = W,,; — 1 and
C' = 1. Furthermore, the maximum Thpt, can be obtained in this range of W,,; when

Wo — 1= % (Wau &~ VN when N is large) and Thpt, = ]]Vv—i = O(\/N)

Next we consider the case of Wy, —1 > WLZ (i.e., Wy > VN when N is large). Since

the range of W < V/N has been discussed before, the range of interest left is W,,; >
W > V/N. Within this range, it implies W — 1 > % and 2 < a < min{W —1, % = %
Similarly, to maximize T'hpt,, « should be chosen as large as possible. That is oz:%.
This will force C' to be 1. T'hpt, can be proven to be O(%) Clearly, this value

N
og N N-—-+
AV W

is greater than the T'hpt, in the previous case.

Since, there is a inversely linear relationship between « and W, increasing W may
cause the reduction of a and vis versa. The o and W which maximize T'hpt, are not
easy to be determined at this point. However, they can be found by substituting « as
% into ( 11) to solve the W which maximizes T'hpt,. Then the corresponding « can be
obtained. Unfortunately, it is fairly complicated to derive the exact formulas for such
a and W. Thus, instead we use numerical computation to calculate these values. For
example, in Table 5, we assume W,,; is as big as possible (i.e., W,,; = N) and list the
best design choices in terms of €', a and W for different network sizes. C is very close
to one in all cases. Surprisingly, the best values of « for various N are either 2 or 3. To
be more precise it is 2 for small to moderate size networks (e.g., N=500 or 1,000) and 3
for large size networks (e.g., N=5,000 or 10,000). On the other hand, the best values of

W are % for small size networks and % for large size networks.

| N | (Coa,W) ]
500 (1, 2, 250)
1,000 (1, 2, 500)

5,000 | (1.00004, 3, 1666)
10,000 | (1.0001, 3, 3333)

Table 5: The optimal designs in terms of €', o, W for different N’s.

In practice, the number of available wavelengths W, is several hundred (e.g., 256)
and much less than % (when N is in thousands). Therefore, in general, we should first
increase W as close to W,,; as possible, and then choose « as large as possible. This will
force C' to be one. We summarize the optimal design strategies and the corresponding
Thpt,’s subject to different W ranges in Table 6. The general design principle can be

stated as follows.

N

o [irst, exploit as many wavelengths as possible as long as it is no greater than 3

for small NV or % for large N,

22



e Then choose degree « as large as possible (This will force C' as small as possible).

Raﬂge of Wavl ‘ 3 S Wavl S \/N ‘ \/N < Wavl ‘
Best choice C = m, ¢ =1, a = ma W =
av 72

min{ W, %} (for small N)
a=Wo -1, W=W,u|C =1, a = —X ., W =

min{Wavh%} ’

min{ W, % (for large )
Thpt, Wasl = O(W,ou1) O(—2—)

log, N—«

Table 6: The optimal design choices for maximizing T hpt,,.

5.2 Average Minimum Packet Delay

We define the packet delay for a packet as the time period from being generated by
a source node to arriving at a destination node. The minimum packet delay for a packet
is the time delay including the necessary waiting time for transmissions, but no queuing
in the intermediate nodes along the path. That is, once a packet arrives at a node, it
can always be transmitted in the node’s next transmission turn. We denote this value
as L. Basically, L involves several factors, such as the transmission cycle length A, the
subcycle length A,, the average distance Hgrs and the propagation delay. We assume
the propagation delay, denoted as 7, is the same from any node to any other node, and
the fast delivery routing algorithm proposed in the previous section is enforced. FEnvision
that a network has very light traffic load and a node generates a packet to send. The first
delay incurred by the node is waiting for its transmission turn. On average, it has to wait
half cycle (i.e., % slots). After transmission, the signal takes 7 slots to propagate to the
receiver end. Upon receiving the packet, the node responsible for transmitting the packet
then has to wait for its next transmission turn. Since the fast delivery routing is used and
very light traffic load is assumed, the node will be scheduled for transmitting the packet
within the next A;-slot period. Therefore, on average it has to wait half subcycle (i.e.,
% slots). The same delay is needed for each intermediate node. Finally, the destination
node receives the packet. No extra waiting time is needed in the destination node. In
general, the average L can be approximated as

A Ay —— A,
Average [ = g-l-(T—l- 5 JHRra — 5
N a . log I/V(oz—l)—oz—l—oz2 «
> &y (2 _Q 1
> N 2 . -

Let the above lower bound be denoted as L;. Similarly, considering the constraints
on parameters, the objective function can be specified as

Minimize L;
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N=CxaxW,
2<a<<W-—-1,
subject to W < W, (14)
C>1and™>0.
where NN W, oo € Zt. 7€ Z and C € RT.

That is, given N nodes, W,,; wavelengths and propagation delay 7, we would like to
decide the values of o, W and ' such that the corresponding receiving graph can result
with the minimum 7Z;.

From ( 13), an observation can be made on o and W, respectively. First, for a given
W, as « increases, the subcycle A, in the second and third terms increases, but Hgrg in
the second term decreases. In general, the decreasing of Hgq is much faster than the
increasing of o. That will make the second and third terms decrease , and so does L;.
Therefore, for a given W, we prefer to increase o as much as possible. Note that C' is
reduced as much as possible. Next, for a given «, as W increases, A in the first term
decreases, but Hgg in the second term increases. Clearly, the decreasing of A is much
faster than the increasing of Hre. However, since the propagation delay 7 is also involved
in the second term and if it is large, the value of the second term may be magnified.
Intuitively, for a small 7, we prefer to enlarge the first term (i.e., choose W as large as
possible) to reduce the cycle length. Thus L; is reduced. This will force C' = 1. On
the other hand, as 7 is getting larger, L; becomes more sensitive to Hge. Therefore, we
should choose a moderate W to maintain a small Hr and, meanwhile without sacrificing
too much on the cycle length. One extreme case is when 7 is very large, then the second
term dominates L;. In this case, we should maintain the shortest Hrg to minimize L.
Clearly, the shortest Hrs can be obtained when we embed a completely connected virtual
graph (i.e., W = a + 1). Essentially, this corresponds Bus-Mesh proposed in [18].

In order to find the design choice which results in the minimum L;, as we did in
the analysis of T'hpt,, two ranges of W,,; are examined, separately. For the range of
3< Wou < \/N, 2 <a<W-—1. To minimize L;, a should be as large as possible, that
is, « = W — 1. Another range is VN < Wou < % Thus 2 < a < % To minimize
L;, again « should be as large as possible, that is, @ = &-. Then the question which

follows is "what is the value of W which minimizes ;7" Amjgain, it is hard to derive the
mathematical formulas for such W, so we use numerical computation to analyze the
behavior of ;. Specifically, we examine the cases of 7 < 100 slots, which, we believe,
can cover most realistic environments. Assuming W,,; = N, we observe that in all cases
the best W occurs within the range of VN < W < % Note that within this range the
best a = % and C' = 1. Moreover, we are interested in knowing what is the best o we
should choose for a given 7. Then W and C can be determined too. This relationship
can be derived by plugging W = % into ( 13). And then let %Ll = 0 to solve 7 in terms
of a and N. The function, denoted as fy(«) = 7, will return a 7 value which is most
suitable for a given a. In other words, fy'(7) will return the best « for a given 7. Then

the best W = f_]l\f( ) and C' = 1. For example, we show the curves of fy(-) for N=500,
N T
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1000, 5000 and 10000 in Figure 8. As we predicted before, for small 7, the cycle length
A is playing an important role, so we should increase W as large as possible. This will
limit o to a small number. Note that this design strategy agrees with that of maximizing
T hpt,. On the other hand, as 7 increases, the average distance Hrg becomes crucial, so
W should be decreased and « should be increased. As can be seen that when 7 is small,
a’s are pretty much the same for different sizes of network, but when 7 becomes larger
the differences of o become more significant.

80 N=500 —
N=1000 ----
N=5000 ----
N=10000

Prop. del ay

40

Figure 8: The curves of 7 vs. the best « for different network sizes.

Note that for ShuffleNet[9], it was pointed out that for long propagation delay (e.g.,
7=50 slots) 2-stage design is preferred, since the diameter is bounded by 3. However,
the effect of cycle length is not considered. In Figure 8, we show that the best design
may not necessarily occur at a short diameter (i.e., a large « value), instead at some
moderate number. Clearly, fy(-) is related to the topologies of the virtual graph as well
as the routing algorithm. The one shown here is for the purpose of demonstrating the
trade-off between parameters. In reality, fx(-) can be derived for a specific topology like
ShuffleNet. In summary, we outline the design strategies for different W,,; ranges and
the corresponding L;’s in Table 7. In general, in order to minimize L, for given 7(< 100),
W, and N we should obey the following rules:

o First, figure out the best a corresponding to the given 7. That is, to compute
N ().

e Second, exploit as many wavelengths as possible as long as it is no greater than
N

et

e Third, choose « as large as possible. This also indicates that C' should be as small

as possible.

5.3 Examples of Regular Virtual Graphs

We have discussed the strategies for designing WTDM networks from a general virtual
graph. In practice, there may exist no regular graph corresponding to the best choice of
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Range of W,

‘ 3§Wavl§\/ﬁ ‘ Wavl>\/ﬁ

Best choice C = W, a= W —1,|C=1 a= W? W =
av av min N T)s av
W =W min{ f5' (1), Wau}
L O(W]sz +7) O(r - w +log, N + «)

Table 7: The optimal design choices for minimizing L;.

W and «. Different types of graphs may have various limitations on these parameters.
However, we believe that the design principles described in the previous subsection can
still be applied to special types of regular graphs. In this subsection, we choose two well-
known types of regular graph, m-ary n-cube and Shuffle- exchange (Shuffle-exchange has
also been referred to as de Bruijn graph in [24]), as examples to demonstrate this. These
two types of regular graph have several desirable features, such as simple routing, small
diameter, and flexibility of expanding.

The address ¢ of a node in an m-ary n-cube can be represented by a radix-m n-digit
number. That is, ¢ can be denoted by (7,_12,-9...71%0 ). Thus, an m-ary n- cube has m”"
nodes and nodes are connected according to the following rule. Any pair of nodes are
directly connected if their addresses differ in only one digit. The node addresses along
a path can be viewed as a sequence of addresses in which two consecutive addresses
differ in only one digit. If the addresses of two nodes differ in & digits, a shortest path
connecting these two nodes can be obtained by going from one node to the next (starting
from the source node) and each move reduces the number of distinct positions between
the addresses of the current and destination nodes by one. Since there are k distinct
positions between the addresses of the source and destination nodes, after & moves the
destination node should be reached. There are k different nodes that can be moved to
from the current node if the number of distinct positions between the addresses of the
current node and the destination node is k. We have k! alternative shortest paths in
total. Also the addresses of any two nodes may differ at most in n digits, so the diameter
is n. Moreover, consider one digit of the address of a node. There are (m — 1) other
nodes and their addresses differ in that digit with the address of the node. Since there
are n digits in total, the degree of each node « is equal to (m —1) xn. The corresponding
receiving graph has C' x (m — 1) x n physical nodes in a receiving node and the total
number of physical nodes NV is

N=CxaxW=Cx(m—1)xnxm". (15)

Assuming N is of moderate size, N wavelengths are available and our design goal is
to maximize T'hpt,, according to the strategy mentioned in the previous subsection, we
should first exploit the number of wavelengths W as close to % as possible. It can be
proven that the maximum W (i.e., m") occurs when m = 2 and C' = 1. In this case,
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a=m—1)xn=n W=m"=2" and N =n x 2". Clearly, 2" is much smaller than
%. From another point of view, the maximum T'hpt, occurs at o = 2. However, a can
be at best reduced to n for an m- ary n-cube. Therefore, the best throughput that a
WTDM based on an m-ary n-cube can achieve falls below the theoretical upper bound.

Likewise, the address of a node in a Shuffle-exchange can be represented by a radix-
m n-digit number, and in total there are m” nodes. However, node a=(a,—1a,—2...a1a0)m,
has a direct link to node b=(b,,—1b,—2...b1bg ), if and only if a,,—2a,,_5...ag equals b, _1b,,_5...b;.
Thus, every node has m outgoing degree. Essentially, a path is corresponding to a se-
quence of node addresses in which a node address (except the source node) comes from
shifting out the leftmost digit of the predecessor’s address and padding in an appropriate
digit value to the right. To find the shortest path is more complicate than that of m-ary
n-cube, but still can be performed in O(n) ( see [24]). It can be proven that there is
only one unique shortest path between any pair of nodes. In the worst case, two node
addresses differ in n digits. Thus, diameter is also n. Since each node has m outgoing de-
gree, the corresponding receiving graph will have C' x m physical nodes in each receiving
node and the total number of physical nodes N is

N=CxaxW=Cxmxm". (16)

Again, assuming N is of moderate size, W,,; = N and the design goal is to maximize
Thpt,. The largest W we can obtain is when ' = 1 and m = 2. In that case, W = m" =
2" o =m =2and N = 2", In fact, thisis the best design to maximize T'hpt,. For this
reason, we conclude that Shuffle-exchange virtual graph is more preferred than m- ary
n-cube virtual graph in terms of design flexibility. However, if the number of available
wavelengths is much less than %, we might consider using m-ary n-cube because of its

easier routing algorithm and provision of multiple alternative shortest paths.

6 Conclusion and Discussion

In this paper we have focused on the optical networks which are based on passive
star couplers. In order to reduce the hardware interface cost and to exploit higher band-
width, each station is assumed to have only one fixed wavelength transmitter and one
fixed wavelength receiver. We have demonstrated the tradeoffs between different design
parameters and also proposed a systematic way to design optimal WTDM networks. In
the following we will briefly discuss two other design issues related to this type of optical
network: 1) how to reduce propagation delay for multi-hop optical networks, and 2) how
to perform dynamic bandwidth allocation.

In any network environment, propagation delay is an important factor which influ-
ences network performance. With increasing channel bandwidth and higher operational
speed of interface devices, the communication delay between a pair of nodes will be dic-
tated by propagation delay. This delay may become unacceptable in multihop optical
networks since the traversal of several hops may be required before a packet reaches to
its final destination [19].
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Figure 9: An 18-node local area network with a central passive star switch.

Furthermore, with a passive star network, each node is located at a different distance
from the center of the star, so the propagation delay from each node to the star is
different. In order to properly operate WTDM media access protocol, a method of signal
synchronization, which guarantees non-conflicting arrivals of several signals at the optical
star, is needed. Nevertheless, when the network covers a wide area and involves thousands
of nodes, such global synchronization is a formidable task [19].

Because of these reasons, we can take the Centralized Passive Star Switch Approach
proposed in [19]. The architecture of a centralized passive star switch is shown in Figure
9. The transmitters and receivers are separated from nodes and placed within a switching
center. Dedicated wires (either electronic or optical) are installed between the nodes and
the switching center. There is an adapter connected to each wire. An adapter is the
interface between a node and the passive star which is resided in the switching center. It
also performs all routing decisions within the switching center. In this way, a packet is
relayed within the switching center without going through the nodes, so the packet delay
caused by signal propagation can be greatly reduced. Moreover, the synchronization of
time slots becomes much easier since it can be performed within the centralized switching
center. According to the design strategy of minimizing L;, the small propagation delay
within the switch center suggests embedding a virtual graph with as many nodes (i.e.,
wavelengths) as possible. This also improves Thpt,.

Dynamic bandwidth allocation is another important feature. It is especially desirable
in a skewed traffic load situation. Multihop WTDM networks can provide a certain degree
of dynamic bandwidth allocation through exploiting alternative paths. However, if the
number of alternative paths is limited, the amount of channel bandwidth that can be
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reallocated is also limited. Moreover, in some cases (e.g., virtual circuit), it is desirable to
ask all packets to follow the same path to avoid resequencing overhead at the destination
node. Therefore, another way of exploiting higher bandwidth for a node is needed.

One possible way (which requires one extra fixed wavelength receiver in each node) is
to allow dynamic bandwidth sharing among the nodes in the same transmitting group.
As long as a slot is unused by a node, other nodes in the same transmitting group can use
it on a contention basis. In order to sense the status (including un-used or collision) of a
slot, one extra fized wavelength receiver tuned to the transmitter’s wavelength is required
in each node. Several dynamic bandwidth allocation Time-Division Multiplexed protocols
based on a single broadcasting bus have been proposed [25] and they can be adopted in
this type of WTDM networks directly.
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