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1 IntroductionEmerging high bandwidth applications, such as voice/video services, distributed databases, and network supercomputing, are driving the use of single-mode optical �bers asthe communication media for the future [2][3][4] [26].However, due to speed limits of electronic network access interfaces, the accessiblebandwidth is far less than the bandwidth available in a single mode �ber. One solutionis to use Wavelength Division Multiplexing (WDM). The WDM scheme exploits thebandwidth available in an optical �ber by modulating di�erent wavelengths of light inthe electromagnetic spectrum to provide several channels of smaller bandwidth whichmatch the speed of the electronic interfaces [5] [6][21]. User stations are tapped onto anoptical �ber via optical transmitters and receivers. The transmission from one station toanother is accomplished by tuning the receiver of the receiving station to the transmitter'swavelength of the sending station. This allows many concurrent transmissions, one oneach di�erent wavelength, to be performed simultaneously.A physical star topology is frequently suggested for implementing an optical networkin which optical �bers are interconnected via an optical passive star coupler [18][13][17] [16] [15]. Figure 1 shows N stations connected via an optical passive star. Ev-ery transmitter broadcasts its signal to all the receivers with a splitting loss equal to1=N introduced by the passive star coupler. As several di�erent wavelength signals arebroadcast simultaneously, a combined signal appears at all receivers. By tuning to anappropriate wavelength, receivers may extract a desired signal from any of the wave-lengths. There are several favorable features of this architecture such as one-to-one andmulticast connections can be easily implemented, there is no inner switch blocking, thesignal attenuation is logarithmically increased with N , no required external power sourcefor the passive star to guarantee reliability and to eliminate interference, and is withouthigh hardware complexity for the switching fabric as in the electronic crossbar switch.
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Before a transmission can take place, pre-coordination is required by a transmitterand receiver to determine the wavelength upon which they will tune. Several transmis-sions may share the same wavelength along the time domain, so a contention resolutionscheme should be provided to guarantee contention-free transmissions. Several passivestar networks have been proposed and are summarized in Table 1 according to the pro-tocol type, the number of wavelengths, and the number of transmitters and receivers perstation. Networks Protocols # wave # trans # rcvrLAMDANET[20] Broadcast N 1 �xed N �xedSTAR-TRACK[22] Control track N 1 �xed 1 tunableFOX (two stars)[7] SlottedALOHA N 2 tunable 2 �xedHYPASS (two stars)[8] In-Bu�ered/Out-control N 1 �xed, 1tunable 1 �xed, 1tunableKnockout Switch[23] Knockout 4N 1 �xed 4 tunableRAINBOW[6] Receiverpolling N 1 �xed 1 tunableALOHA based [10] SlottedALOHA 2N 1 tunable 1 tunableALOHA based[15] Slotted/resrvALOHA 2N 1 �xed, 1tunable 1 �xed, 1tunableDT-WDMA[14] SlottedALOHA N 2 �xed 1 �xed, 1tunableSwift[11] WTDM � 2 1 tunable 2 tunablePerfect Shu�e[1] WDM pN p �xed p �xedde Bruijn[24] WDM pN p �xed p �xed(p; k)-Shu�eNet[9] WTDM N=p 1 �xed 1�xedBus-Mesh[18] WTDM < pN 1 �xed 1 �xedTable 1: Requirements for the previously proposed N -station passive star networks.LAMDANET[20] requires an array of N receivers at each station so all signals canbe received simultaneously. STAR-TRACK[22] uses a separate electronic control trackto avoid contention prior to transmission. FOX[7] was designed for interconnecting pro-cessors and memory modules and employs two passive stars, one for data transmissionand the other for acknowledgment. In each star, a fast tunable transmitter and a �xedwavelength receiver are required by each station. Also, a slotted ALOHA contentionresolution scheme is used. HYPASS[8] also requires two stars, one for data transmissionand one for acknowledgment. In the star for data transmission, a �xed wavelength trans-mitter and a fast tunable receiver is used in each node. In the star for acknowledgment,a fast tunable transmitter and a �xed wavelength receiver are deployed for implementingan output control scheme to avoid contention. The Photonic Knockout Switch[23] uses an3



additional electronic network to resolve contention. RAINBOW[6] uses a method of sim-ple receiver polling to avoid contention. Several alternatives employing ALOHA/SlottedALOHA based protocols have been proposed[10][15][14]. All of them require either fasttunable transmitters or fast tunable receivers for data transmission. Some of them requirean extra receiver-transmitter pair in each station to sense channel availability. With theincreasing optical �ber bandwidth, the cost of pre-coordination and contention resolutionbecomes prohibitively high and should be avoided [12][11]. Furthermore, the success ofthe above schemes (except LAMDANET) depends on the availability of wide tuning-range high speed tunable transmitters and receivers. At the present time, most of thetunable devices are still expensive and in the infancy stage of development. Additionally,because the tuning range is inversely related to the tuning speed [5], the number of wave-lengths can be tuned far less than required (O(N)) in many systems. On the contrary,�xed wavelength transmitters and receivers are much cheaper and stable. Since no tuningis required, they can be set to any wavelength within the whole low loss spectrum region(i.e., more wavelengths can be supported). Therefore, they are more suitable for a largescale network.One way to remove the requirements of pre-coordination and contention resolutionis to use time-division multiplexing on each wavelength. We call this type of protocol aWavelength- and Time-Division Multiplexed protocol (WTDM). Swift, proposed in [11],uses a WTDM protocol to logically implement a completely connected topology and anadaptive multihop routing algorithm is incorporated to improve the performance underlight load. However, each station still requires one fast tunable transmitter and two fasttunable receivers.By using �xed wavelength devices, a packet sent out by a transmitter can only bereceived by a limited subset of stations whose receivers are set to the transmitter's wave-length. We say there is a direct connection between two stations if the transmitter'swavelength of one node equals the receiver's wavelength of the other. The pattern ofinterconnection forms a connected topology of the network. The communication betweentwo stations may require going through several intermediate stations. We call this typeof network a multi-hop network. Several multihop WDM networks have been proposedwhich use di�erent regular connected topologies such as a re-circulating multistage Per-fect Shu�e[1] or de Bruijn graph[24]. The use of regular connected topologies providesseveral advantages; including simple routing, predictable path length and enhanced max-imum throughput. Despite that these WDM networks may avoid the limitations of tun-able transmitters and receivers, there is no wavelength sharing between stations. Thatis, each link in a connected topology corresponds to a unique wavelength. This maycause bandwidth underutilization and the number of �xed wavelength transmitters andreceivers in each station are based on the degree of the connected topology. To avoidthese shortcomings and reduce hardware cost and yet to fully utilize the broadcast ca-pability of a passive star, we may employ TDM protocol on each channel (wavelength)to allow several stations to share a wavelength and thereby reduce the number of �xedwavelength transmitters and receivers in each station. In this paper, we study design4



principles for multi-hop WTDM optical passive star networks with a constraint of one�xed wavelength transmitter and one �xed wavelength receiver in each station.Consider a WTDM optical passive star based network in which only one �xed wave-length transmitter and receiver are used in each station. If we allow each station tobroadcast to the rest of the stations (i.e., the transmitter's wavelength of each stationshould be the same as the receivers' wavelength of the rest of the stations), then onlyone wavelength can be exploited and all transmitters share that wavelength. That is,the network operates a pure TDM protocol. Although this results a fully connectedtopology (i.e., the distance between any two stations is always a single hop away), thelow bandwidth exploited (only one wavelength is used ) may severely restrict its perfor-mance. In order to exploit higher bandwidth, we have to use more wavelength channels.That is, fewer transmitters share one wavelength and several wavelengths can be usedfor transmission at the same time. The extreme case is to allow each transmitter to usea di�erent wavelength. Since each station has only one receiver, each station can onlylisten to (receive from) one channel. This e�ectively results in a pure multi-hop WDMnetwork and its connection pattern is a uni-directional ring. Thus, on average a packetneeds to go through N2 intermediate stations to reach it destination. The tra�c overheadcaused by the long distance (in terms of the number of hops) between stations may begreater than the advantage gained from higher bandwidth (N wavelengths) exploited.The (p; k)-Shu�eNet proposed in [9] improves the work of [1] by using a WTDMprotocol and requiring only one �xed wavelength transmitter and one �xed wavelengthreceiver in each station (where p and k are the degree and the number of stages ofShu�eNet topology respectively). The total number of stations N = k � pk. Also thetotal number of wavelengths used is N=p. It is also pointed out [9] that for a given set ofstations, by using a Shu�eNet with more stages k (higher diameter), we can exploit morewavelengths and obtain higher system throughput. However, a larger network diameterimplies a longer packet delay in a wide-area environment where the propagation delaybetween stations is much more signi�cant than the packet transmission time and queuingdelay incurred in each hop. Therefore, to minimize the delay, a 2-stage Shu�eNet ispreferred.In [18] another WTDM network, called Bus- Mesh, was proposed. It requires thesame hardware requirement for each station. The Bus-Mesh network guarantees thepath length between any two stations is bounded by 2 and it is also demonstrated thatBus-Mesh outperforms the 2-stage Shu�eNet under certain conditions. However, thenumber of wavelengths that can be exploited by Bus-Mesh is bounded by pN .In a local environment propagation delay may be only a few times as long as thetransmission time. Furthermore, packet delay is also related to the amount of bandwidtheach station can obtain. Therefore, to minimize diameter and sacri�ce throughput maynot be the best strategy. Later we will see, in certain cases, connected topologies with ahigher diameter that may o�er shorter delay as well as higher throughput.Speci�cally, we intend to answer the following questions in this paper.5



� Is there a general methodology to design such multi-hop WTDM optical passivestar networks?� What are the fundamental relationships between several design parameters such asthe number of wavelengths exploited, the connected topology, and the number ofstations in the network?� What are the best design strategies for multi-hop WTDM networks in di�erentenvironments?� What are the performance limitations of these types of networks?In order to study and understand multi-hop WTDM networks, a model which canreveal the inherent properties of such networks is needed. Based on the broadcast natureof a passive star, we �rst de�ned a graph model which is called a receiving graph model.Based on the model, we are able to answer many performance related questions includ-ing some theoretical performance limitations of such networks. We also discuss severaldesign principles for such networks. We propose a general design methodology for suchnetworks which is based on the relationship between receiving graphs and a given con-nected topology. Several design alternatives are also presented. It will be shown thatboth Bus-Mesh and Shu�eNet are two special cases of the proposed design methodology.This paper is organized as follows. In Section 2, we brie
y describe basic multihopWTDM networks by using the Bus-Mesh as an illustration. In Section 3 we propose agraph model, called a receiving graph model, which can represent a WTDM network withone �xed wavelength transmitter and receiver in each station. Several design parametersare also identi�ed and the trade-o�s between them are discussed. In Section 4, we showhow to construct a receiving graph which represents a particular WTDM network fora given connected topology. Transmission scheduling and routing algorithms for suchWTDM networks are also described. In Section 5, we de�ne two performance metricsand derive their approximated analytical models based on general graphs. The designstrategies for optimizing the metrics and the theoretical bounds of the metrics are alsopresented. Moreover, we choose m-ary n-cube and Shu�e-exchange as example intercon-nection topologies to demonstrate constructing WTDM networks. Their e�ectiveness isdiscussed. In Section 6, several practical design issues, such as synchronization, propaga-tion delay and dynamic bandwidth allocation, are addressed. Possible solutions are alsoprovided. In the �nal section, we draw some conclusions.2 Basic Multi-hop WTDM NetworkIn this section, we shall illustrate the basic WTDM network by describing the Bus-Mesh network proposed in [18]. This type of networks is based on a physical opticalpassive star as shown in Figure 1. Each station transmits (receives) via a �xed wave-length transmitter (receiver) which is tapped onto a passive star. We assume that all6



wavelengths have the same bandwidth which is bounded by the maximum signal mod-ulation/demodulation speed of a station. A basic data unit, called a packet, is of �xedsize. The time domain is divided into time slots of equal duration with a slot long enoughto contain a packet. The time slots are logically arranged into repeating cycles with eachstation transmitting once within a cycle at a predetermined wavelength. We call this atransmission cycle. During each time slot, on each wavelength, only one station is en-titled to transmit. Each station always sets its receiver to a predetermined wavelength.Given two stations, say stations a and b, if the transmitter's wavelength of station a is thesame as the receiver's wavelength of station b, we say there is a connection from station ato station b. The pattern of interconnection forms a connected topology of the network.A straightforward representation of the connected topology is to use a node to representa station and a directed link between two nodes to indicate a connection. This is usedin [9][1][24]. However, this method can not e�ectively capture the unique characteristicsof the network, such as its broadcast characteristics, channel sharing capabilities, andthe number of �xed wavelength transmitters and receivers. Another representation isproposed in Bus- Mesh [18]. For example, Figure 2 is one way to view the connectedtopology of a 12-station Bus-Mesh network. We shall illustrate another view in the nextsection.
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and this transmission can be simultaneously received by stations l, m, n directly (i.e.,stations l, m, n have their receivers all tuned to wavelength wj ). The same transmissioncycle is repeated as time goes on. The transmission cycle length is equal to the numberof stations that share the same wavelength. Clearly, since each station has only onechance to transmit during a cycle, the longer the cycle length is, the smaller portion ofbandwidth a station may use. For instance, in t0, stations 0, 3, 6 and 9 are entitled totransmit, since they tap onto distinct buses (transmit on distinct wavelengths). Each ofthem grants one third of the bandwidth of a single wavelength.t0 t1 t2w0 0! 3; 6; 9 1! 3; 6; 9 2! 3; 6; 9w1 3 ! 0; 7; 10 4 ! 0; 7; 10 5! 0; 7; 10w2 6 ! 1; 4; 11 7 ! 1; 4; 11 8! 1; 4; 11w3 9! 2; 5; 8 10 ! 2; 5; 8 11 ! 2; 5; 8Table 2: Transmission cycle for a 12-station 4-wavelength Bus-Mesh networkEach station is also equipped with an output queue to temporarily bu�er outgoingpackets. During each transmission turn only one packet from the output queue is sentout. Each packet includes a destination station address in its header. Upon receiving apacket, a station decides whether the packet is addressed to itself or not by examining thedestination station address included in the packet header. If yes, the packet is accepted;otherwise, the station further decides whether he is responsible for relaying the packetor not. If not, the station simply discard the packet; otherwise, he will bu�er the packetin his output queue for later transmission. For example, suppose station 2 has a packetfor station 8. After station 2 broadcasts in t2 at w0, stations 3, 6, 9 receive the packet.Nodes 3 and 6 realize they are not responsible for relaying the packet, so the packet isdiscarded. Station 9 bu�er the packet in his output queue temporarily. In t0, station9 transmits the packet at wavelength w3. Then stations 2, 5 and 8 will all receive thepacket, but only station 8 will realize the packet is addressed to him. The others discardthe packet. In Bus-Mesh any station can reach any other station within 2 transmissions,so the diameter is 2. Essentially, it is the minimum diameter in an environment usingone �xed transmitter and one �xed wavelength receiver in each station (we will explainwhy later).From the above example, we can identify several design parameters which potentiallydominate the performance of this network, such as the number of stations, the numberof wavelengths used, the transmission cycle length, the bandwidth reserved for eachstation and the diameter. However, Bus-Mesh only represents a speci�c type of connectedtopologies and it is still very hard to compare the performance of di�erent WTDMnetworks. 8



3 Receiving Graph ModelIn order to understand WTDM networks in which each station has only one �xedwavelength transmitter and one �xed wavelength receiver, we need a convenient way torepresent them. Therefore, we propose a graph model called a receiving graph model inthis section.In the receiving graph model, each station in the network corresponds to a node. Thus,there are N nodes, where N is the number of stations in the network. (In the follow-ing context, "node" and "station" are interchangeable, unless speci�ed explicitly.) Sinceeach node has only one �xed wavelength receiver, according to the receiver's assignedwavelength, all nodes can be partitioned into W sets, where W is the number of wave-lengths used. We shall call each set a receiving node. Thus, a receiving node representsa set of stations (nodes) which use the same receiver wavelength and is associated withthis unique wavelength. Therefore, we shall label a receiving node with the receiverwavelength id. If a node transmits on a particular wavelength, there is a directed edgeoriginating from the node (inside a receiving node) to the receiving node associated withthe transmitter's wavelength. Since each node can only transmit at one �xed wavelength,each node has only one outgoing edge pointing to a receiving node. The outgoing degreeof a receiving node equals the number of nodes inside. The incoming degree of a receivingnode equals the number of nodes who share the same transmission wavelength associatedwith the receiving node. We call this set of nodes the transmitting group of the wave-length. Since each node only transmits once in a transmission cycle, the cycle length isequal to the number of nodes who share this transmission wavelength (i.e., the size ofthe associated transmitting group). Note that for simplicity we assume the in-degree ofeach receiving node is the same, although it is not necessary to be the case in a WTDMnetwork. The transmission cycle can be easily constructed by arranging all the nodes inthe same transmitting group to transmit in any order (However, to be more e�ective, wewill arrange them in a speci�c pattern which will be elaborated on later).Suppose we have N nodes and W wavelengths. Let N nodes be denoted as n0, n1,..., nN�1 and W wavelengths w0, w1, ..., wW�1. The receiving node associated withwavelength wi is denoted as rni. For example, in Figure 2 all stations receiving fromthe same bus form a receiving node. Then the Bus-Mesh can be redrawn like a 4-nodereceiving graph shown in Figure 3. The nodes are shown by a box shape (only nodeindices are shown) and the receiving nodes are shown by a round shape. The receivinggraph has an outgoing degree of 3 as well as an incoming degree of 3. That means threenodes receive at the same wavelength and three nodes share the same wavelength (in aTDM fashion) for transmission. In Table 2 the set of three nodes appearing on the righthand side of the arrows in the same row corresponds to the receiving node associatedwith that row (e.g., the set of n3, n6 and n9 in row w0 corresponds to rn0), and the setof three nodes appearing on the left hand side of the arrows in the same row correspondsto the transmitting group associated with that row (e.g., the set of n0, n1 and n2 in roww0 corresponds to the transmitting group of w0).9
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graph. Note: it is clear that each receiving graph corresponds to a WTDM network.
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for any wavelength. Let � denote this number. Then� = NW :Essentially, this tells us that each receiving node has both � incoming and � outgoingedges. Therefore, the simpli�ed receiving graph is a regular directed graph of degree �and size W .4 Designing WTDM NetworksIn the previous section, we have shown a way to construct a receiving graph based ona given multi-hop WTDM network. In this section we would like to show a systematicway to design a multi-hop WTDM based on our understanding of the receiving graph. Inseveral previous examples, we have mentioned the simpli�ed receiving graph. A simpli�edreceiving graph is more like a regular graph. Therefore, our approach is to show how toconstruct a receiving graph (which corresponds a multi-hop WTDM network) based ona given regular graph. We shall refer to this process as a virtual graph embedding.4.1 Virtual Graph EmbeddingAssume the number of stations N in the network is a multiple of the number ofexploited wavelengths W (i.e., N = C � � � W , where both C and � are positiveintegers). (More general cases that C is a positive real number will be discussed later.)We can choose a regular directed graph with W nodes and degree � (i.e., both in-degreeand out-degree of each node is �). To distinguish from the receiving graph, we shall callthe given graph a virtual graph and its nodes virtual nodes. For a given virtual graph, theprocess of constructing a receiving graph is referred to as virtual graph embedding. Foreach directed edge in the virtual graph, we attach a box-shaped node at the starting point.Similar to the receiving graph model, each virtual node corresponds to a wavelength usedfor receiving. All the box-shaped nodes in a virtual node correspond to all the stationstuned to this receiving wavelength. Each box-shaped node also has an out-going edgepointed to a virtual node. That is, the station corresponding to the box-shaped nodetransmits on the wavelength corresponding to the virtual node pointed to by its out-goingedge. Therefore, a box-shaped node can be distinguished by (tran id , rec id), wheretran id and rec id denote its transmission and receiving wavelengths respectively. Thenthe resulting graph looks more like a receiving graph. For example, Figure 7(a) shows avirtual graph of size 3 and degree 2. After the above process, it is transformed into thegraph shown in Figure 7(b).The number of box-shaped nodes in each virtual node equals the degree of the virtualgraph (i.e., �). Since there are W virtual nodes, the total number of box-shaped nodes isW ��. This is like a receiving graph of W �� nodes. Since N = C�W ��, we need toduplicate each box-shaped node in each virtual node C times. Accordingly the outgoing13
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(1,2,1)Figure 7: The process of virtual graph embedding.edges from each virtual node are also duplicated C times. Then the resulting graph canbe considered as a receiving graph of N nodes. However, for a given pair of wavelengths(tran id , rec id) there are C box-shaped nodes corresponding to it. We shall denote abox-shaped node by a triplet (stack id , tran id , rec id), where stack id is an integerbetween 0 and C� 1. All nodes with the same stack id are considered in the same group(stack). Conceptually, we can imagine that a receiving graph is constructed by stackingC copies of a virtual graph together and adding a box-shaped node at each edge startingpoint.For example, after the duplication process, the graph shown in Figure 7(b) is trans-formed to the receiving graph shown in Figure 7(c). It corresponds to a 12-node 3-wavelength WTDM network.4.2 Transmission CycleSo far we have provided a way to determine the transmission and receiving wave-lengths of each station. In this section we discuss the issues of determining the trans-mission cycle. As mentioned before, a transmission cycle can be described by meansof a table in which the row index represents the transmission wavelength id numberand the column index represents the relative time slot in the cycle. Each entry tells uswhich node is entitled to transmit to which other nodes (which receiving node). We haveW wavelengths, so the table has W rows. At any given time slot at most W packets,one on each di�erent wavelength, can be transmitted. Each node in each transmittinggroup transmits only once in a transmission cycle, so the table has NW columns. LetN = W � C � �, the transmission cycle length (which equals the length of the table),denoted as �, will be � = NW = C � �: (1)Note that since each node receives a signal from a predeterminedwavelength, the set ofnodes receiving on a given wavelength is static and known to all the nodes transmitting on14



the wavelength. Furthermore, each node only needs to know the transmission scheduleof its own transmitting group and does not have to know those of other transmittinggroups. Therefore, the only necessary information which needs to be stored in each nodeis a row in the transmission cycle.As mentioned before, since no contention will occur among di�erent wavelength trans-missions, the schedule of the nodes in the same transmitting group (row) can be in anyorder. However, there may exist several paths between two nodes. The waiting timefrom a packet arriving at a node till the node is entitled to transmit the packet maybe di�erent form node to node. Therefore, it is desirable to �nd the path between twonodes in which a packet can be delivered with the shortest delay. We also would like tobe as fair to each node pair as possible. To do so, we �rst suggest to how to arrangethe transmission cycle on a stack-by-stack basis. Then we show how to �nd the shortestdelay path.Basically, all nodes with the same stack id number are scheduled in a period ofcontiguous time slots. We refer to it as transmission subcycle. Since each virtual nodein a stack of a virtual graph is of degree �, the transmission subcycle length, denoted as�s, will be �s = � = NC �W : (2)Thus the whole transmission cycle is composed of C transmission subcycles each of whichis for a di�erent stack of the virtual graph. Within a transmission subcycle, the orderof transmissions for all nodes in the same row is arbitrary, but the same pattern isrepeated in every transmission subcycle. That is, provided that transmission subcyclesare numbered from 0 to C � 1, the order of transmissions for the nodes in a row wtcan be represented by (0; t; r0) ... (0; t; r��1) (1; t; r0) ... (1; t; r��1) ... (C � 1; t; r0) ...(C � 1; t; r��1).For example, Table 3 shows the transmission cycle of the receiving graph shown inFigure 7(c), where "�" means any legal value. All nodes pointing to the same receivingnodes are located in the same row. Columns t0 and t1 are dedicated for subcycle 0 (stack0), and columns t2 and t3 for subcycle 1 (stack 1).t0 t1 t2 t3w0 (0; 0; 2) ! (�; �; 0) (0; 0; 1)! (�; �; 0) (1; 0; 2)! (�; �; 0) (1; 0; 1)! (�; �; 0)w1 (0; 1; 0) ! (�; �; 1) (0; 1; 2)! (�; �; 1) (1; 1; 0)! (�; �; 1) (1; 1; 2)! (�; �; 1)w2 (0; 2; 0) ! (�; �; 2) (0; 2; 1)! (�; �; 2) (1; 2; 0)! (�; �; 2) (1; 2; 1)! (�; �; 2)Table 3: The transmission cycle of the receiving graph shown in Figure 7(c). It consistsof two transmission subcycles. 15



4.3 RoutingIn this subsection, two types of routing algorithms are proposed. One aims at minimiz-ing packet delay and is suitable for special control packets. The other aims at balancingtra�c load and is suitable for general data packets.In a WTDM network, a k-hop path from a node n(ss;ts;rs) to another node n(sd;td;rd)can be generally represented asn(ss;ts;rs) ! n(s1;j1;ts) ! n(s2;j2;j1) ! n(s3 ;j3;j2) ! :::! n(sk�2;jk�2 ;jk�3) ! n(sk�1 ;rd;jk�2) ! n(sd;td;rd): (3)In the path, each intermediate node receives packets from a wavelength, and then re-transmits it on another wavelength, so that a node's receiving wavelength is equal to thetransmission wavelength of the node's predecessor (except for the source node). In thecorresponding receiving graph, this can be viewed as a path of receiving nodes. Thosereceiving nodes correspond to the wavelengths which the nodes transmit on. That is,rnts ! rnj1 ! rnj2 :::! rnjk�3 ! rnjk�2 ! rnrd: (4)We shall call such a path a (k-1)-hop virtual path. Clearly, any path corresponds to avirtual path and the length of the path equals the length of its corresponding virtualpath plus one. A virtual path may correspond to several paths. Recall that, for eachedge in a virtual graph, there are C edges in the receiving graph associated with it andeach belongs to a distinct stack. Thus, a move from a receiving node to another receivingnode can be taken through any one of them. For instance, all the alternative paths fromn(ss;ts;rs) to n(sd;td;rd) corresponding to the virtual path shown in ( 4) aren(ss;ts;rs) ! n(�;j1;ts) ! n(�;j2;j1) ! n(�;j3;j2) ! :::! n(�;jk�2;jk�3) ! n(�;rd;jk�2) ! n(sd;td;rd):where � mean any integer from 0 to C � 1: (5)In total, there are Ck�1 alternative k-hop paths. Furthermore, if there are v alternative(k � 1)-hop virtual paths between rnts and rnrd, the total number of alternative k-hoppaths between nss;ts;rs and nsd;td;rd will be equal tov � Ck�1 (6)Which path should be actually followed? Note that the virtual paths form rnts tornrd can easily be found based on the routing algorithm of a virtual graph. However, eachof the virtual paths corresponds to a set of paths. Despite that all the paths in the sameset can properly deliver packets, because of the timing di�erences of node transmissions,the packet delay (the time period from a packet being generated by a source node to itarriving at a destination node in terms of time slots) may be signi�cantly di�erent for16



di�erent paths. In practice, certain types of packets (e.g., control packets) require fastdelivery and are usually very small. For this type of tra�c, we prefer to choose the pathwith the shortest delay. However, for general data packets, the system throughput seemsto be more important than the packet delay. Good load balancing can avoid unnecessarytra�c congestion and improve the system throughput. Therefore, for this type of tra�c,we would like to choose the path with the lightest tra�c load. In the following we proposetwo di�erent routing algorithms: the fast packet delivery routing algorithm for controltype packets and the load balancing routing algorithm for general type packets.4.3.1 Fast Packet Delivery Routing AlgorithmThe basic idea of the fast packet delivery routing algorithm is to �rst �nd the shortestlength virtual path and then choose one of the corresponding paths with the shortestdelay. Let V G be a virtual graph and RV G(�) be the routing algorithm of V G. Weassume the routing algorithm RV G(�) provides the shortest length virtual path and isbased on destination address routing. That is, given a current receiving node address cand a destination receiving node address d, RV G(c; d) will return the next receiving nodeaddress in the shortest length path. For instance, the routing for hypercube or shu�e-exchange belongs to this type. We further assume the signal propagation delay is the samebetween any pair of nodes. Consider n(ss;ts;rs) has a packet for n(sd;td;rd). The destinationnode address (i.e., n(sd;td;rd)) is included in the packet header. Initially, n(ss;ts;rs) transmitsthe packet on wts. All nodes in rnts (i.e., n(�;�;ts)) receive the packet. If rd (provided inthe packet header) is equal to ts, the destination receiving node is reached. All nodes inrnts further compare stack id and transmission wavelength id with those provided in thepacket header. Only n(sd;td;rd) (the destination node) accepts the packet and the othersdiscard the packet. If rd 6= ts, the same routing algorithm RV G(ts; rd) is executed in eachof n(�;�;ts) to decide the next receiving node address. Suppose RVG(ts; rd) = i1. Onlyn(�;i1;ts) have their associated edges direct to rni1 and any one of them can properly relaythe packet, so they will keep the packet for further checking. The others just discard thepacket. Equal propagation delay implies all n(�;i1;ts) receive the packet at the same time.Upon receiving the packet, each of them simultaneously computes how long it is goingto wait before the next transmission. If the time interval is less than or equal to �s, thenode becomes the winner and is responsible for relaying the packet. Note that since atransmission cycle is arranged on a stack-by-stack basis and any two nodes (2 n(�;i1;ts))in adjacent stacks are separated by the subcycle length �s, there is one and only onewinner. The others discard the packet. The same process is repeated until n(sd;td;rd) isreached.Clearly, in the above routing algorithm, we always look for the node who is soonestscheduled for transmission to relay packets. If a node is always available for relayingthe just received packet, the shortest routing delay based on the shortest length virtualpath is guaranteed. This may be the case for light tra�c load. However, for moderateor heavy tra�c load, the probability of having one or more packets queued in a nodemay be very high. In that case, the algorithm may not be able to guarantee the shortest17



delay path. In general, only certain control packets demand this kind of fast deliveryand their number is relatively small. Therefore, we can give them a higher priority (i.e.,be transmitted prior to others) over other tra�c. They can be delivered without beingblocking or queued in the intermediate nodes.4.3.2 Load Balancing Routing AlgorithmThe principle of the load balancing routing algorithm is that we always choose thenode with least queuing to relay packets. To achieve this, each node must somehow haveknowledge of the situation of other nodes in the same receiving node, such as their queuelengths. Upon receiving a packet, all the nodes within this community should eventuallycome up with a consistent choice and this one is elected to relay the packets. Owing tothe fact that packets are broadcast to each node in the same receiving node and eachnode is running the same routing algorithm, and only one packet can be transmittedduring a transmission cycle, each node can �gure out how many packets are left in theothers' queues. To implement this, each node is equipped with NW counters with eachfor a node in its own receiving node (including itself). Whenever a node receives apacket, the corresponding counters in each node will be incremented by one. Whenevera transmission cycle passes, each counter is decremented by one, unless it has reachedzero. Based on this counter information, a routing algorithm can be devised to decidewhich node should relay packets. This decision should avoid a cycle and at the sametime balance the tra�c load. There are several existing adaptive routing algorithms forregular topologies and we believe that they can be easily modi�ed and adapted into thisenvironment. We will not discuss them here.Note that the number of packets actually queued in a speci�c node may be slightlyhigher than the information collected in each node because the packets internally gener-ated by the node are not taken into account. Therefore, there may exist some potentialof congestion of which others are not aware. However, from the fairness point of view,each node should share the same responsibility of relaying packets. Furthermore, undera uniform communication assumption, each node has the same probability of generatingpackets. It should also be the case that each node is responsible for controlling the amountof tra�c entering the network to avoid a overloading situation. Therefore, although thecollected information in each node may not really re
ect the actual information, webelieve that it is su�cient to provide a balanced loading situation.4.4 Partial Stack DesignThe virtual embedding provides a great deal of 
exibility in designing a WTDMnetwork. Several dimensions of freedom, such as the topology of a virtual graph, thevirtual graph size and degree, and the number of stacks, allow us to design a WTDMnetwork in a desired manner. Nevertheless, in practice, given N nodes and a virtualgraph of size W and degree �, we may not always be able to �nd an integral C such thatN = C �W � �. To remedy this problem, we allow C to be a positive real number.18



t0 t1 t2 t3w0 (0; 0; 2) ! (�; �; 0) (0; 0; 1) ! (�; �; 0) (1; 0; 2) ! (�; �; 0)w1 (0; 1; 0) ! (�; �; 1) (0; 1; 2) ! (�; �; 1) (1; 1; 0) ! (�; �; 1)w2 (0; 2; 0) ! (�; �; 2) (0; 2; 1) ! (�; �; 2)Table 4: The transmission cycle for a 8-node WTDM network using a virtual graph todo the virtual embedding.Considering C is a non-integer, a receiving graph consists of dCe stacks. Stacks 0 todCe�2 are "complete" stacks of a virtual graph (i.e., without missing any edge (node) ineach stack), and stack dCe � 1 is a "partial" stack of the virtual graph (i.e., some edges(nodes) are missing from the stack). The fractional part of C represents the ratio of theexisting edges over the original edges. The smaller the ratio is, the larger the number ofedges (nodes) missing from the partial stack.Likewise, the transmission cycle has dCe transmission subcycles. Subcycles 0 todCe� 2 are fully scheduled for transmission, and subcycle dCe� 1 is only partially �lledup. Each missing edge in stack dCe�1 corresponds to an empty slot in subcycle dCe�1.In order to be fair to each transmitting group, missing edges should be evenly distributedamong all the rows (transmitting groups). By doing so, the number of empty slots leftin each row of subcycle dCe � 1 is about the same. These empty slots can be assignedto any node in the same row on a demand or uniform-distribution basis. For example,consider an 8-node WTDM network using the virtual graph shown in Figure 7(a). Todo the virtual embedding, we have W = 3, � = 2 and C = 1:33. The correspondingtransmission cycle is shown in Table 4. It consists of two subcycles. Subcycle 0 iscorresponding to a complete stack, and subcycle 1 a partial stack. There is one emptyslot left for rows w0 and w1 and two for row w2. The empty slots can be assigned to anynode in the same row for transmission.For the cases of C < 1, we have only one partial stack of the virtual graph. Becausesome edges are missing, the routing algorithm of the virtual graph can not be directlyapplied. In order to properly deliver packets, certain supplementary procedures shouldbe employed in those nodes such that the missing edges can be substituted by alternativeroutes. Of course, this will introduce extra complexity in routing and the path lengthmay increase. Therefore, C < 1 is not a good design choice.On the other hand, for the cases of C � 1, we have at least one complete stackof the virtual graph. That is, each edge in the virtual graph corresponds to at leastone edge in the receiving graph. Recall that in ( 5), a path between two nodes can gothrough any stack combination. Therefore, for each virtual path, there is at least onepath corresponding to the virtual path. That means the routing algorithm of the virtualgraph will not be a�ected. For the sake of routing simplicity, the constraint of C � 1 is19



very important. Thus, in the following discussion we will enforce this constraint.5 Design StrategiesIn the previous section, we discussed how to design a WTDM network based ona set of given parameters such as the number of nodes, the number of wavelengths,and a given virtual graph. In this section, we will further evaluate the performance ofWTDM networks in terms of these parameters. We assume that there are N stationsand W wavelengths available. We would like to know what is the best virtual graph thatcan be used to design WTDM networks. Since we are looking for the performance ofWTDM networks constructed from any virtual graph (not any particular type of graphs),a general and formulation of performance is needed. Thus, two performance metrics areconsidered: the average network throughput for high-load and the average packet delayfor low-load. Under a light tra�c load, the packet delay is more crucial. Under a heavytra�c load, the network throughput becomes more important. We believe that these twometrics are capable of characterizing the performance of WTDM networks in a generalsense. Furthermore, they provide some guidelines in choosing the best virtual graph.First let us de�ne some terms related to general virtual graphs. The length (number ofhops) of a path between two nodes in a graph is the number of edges along the path. Thedistance (denoted as H) between two nodes is the minimum length of the paths betweenthem. The diameter (denoted as D) is de�ned as the the longest distance between anypair of nodes. Since the number of nodes in a virtual graph corresponds to the number ofwavelengths used in the virtual embedding process, we shall denote the number of nodesand the degree of a virtual graph as W and � respectively. For ease of discussion, weassume the virtual graph is a simple graph (A simple graph refers to a graph with noduplicated edges) with no self-loop and 2 � � � (W � 1)2 (The case of � = 1 resultsin a unidirectional ring and is of no interest to us). Considering a particular node in agiven virtual graph, the maximum number of nodes which are one hop away from thisnode is �, and the maximum number of nodes which are two hops away is �2, and so on.Therefore, W � 1 + �+ �2 + �3 + :::+ �D = �D+1 � 1�� 1 : (7)It follows that D � log�(W (�� 1) + 1) � 1 � log�W � 1: (8)Suppose we consider the case of equality holding for ( 7), then the average distance,denoted as H, can be written as follows.H = PDi=1 i � �iW � 1= D�D+2 � (D + 1)�D+1 + �(W � 1)(� � 1)2� (log�W )(�� 1)� ��2 : (9)20



As we mentioned before, the length of a virtual path plus one equals the length of thecorresponding physical path in the resulting receiving graph. Thus, the average distanceof a pair of nodes in a WTDM network, denoted as HRG can be approximated as follows.HRG � (log�W )(�� 1) � ��2 + 1: (10)5.1 Average Network Throughput for High-LoadThe average network throughput for high-load, denoted as Thpt, is de�ned as thenumber of packets which can be successfully delivered from a source node to a destinationnode in one slot. For a given receiving graph, if we assume the routing algorithm canalways �nd the shortest length path, Thpt can be approximated by the total exploitedwavelengths W (since W packets are carried in each slot-time ; one per wavelength)divided by the average distance of a pair of nodes HRG. For simplicity we assume eachintermediate node has in�nite number of bu�er spaces. Then we haveThpt = WHRG� W�2(log�W )(�� 1)� � + �2 : (11)Let the above upper bound be denoted as Thptu and the number of available wavelengthsbe denoted as Wavl. Meanwhile, recall that N = C � � � W and 2 � � � (W � 1).Therefore, our objective is to Maximize Thptusubject to 8>>><>>>: N = C � ��W;2 � � �W � 1;W � Wavl and C � 1;where N;W;� 2 Z+ and C 2 R+: (12)That is, for given N nodes and Wavl wavelengths, we would like to decide the number ofstacks dCe and a virtual graph with degree � andW nodes such that Thptu is maximized.From ( 11) we can observe that, for a �xed W , as � increases, the divisor, HRG,decreases. Thus Thptu increases. For a given �, as W increases, both dividend, W ,and divisor, HRG, increase. However, the growth of W is much faster than HRG. Thus,overall Thptu increases as W increases. Intuitively, we should choose W and � as largeas possible to maximize Thptu. This also implies that C should be as small as possible.Since N = C � ��W implies � � NW , � should be bounded by minfW � 1; NW g.First we consider the case of Wavl � 1 � NWavl (i.e., Wavl � pN when N is large).This implies W � 1 � NW and 2 � � � minfW � 1; NW g = W � 1. To maximize Thptu,we should choose � as large as possible, that is, �=W � 1. It follows that C = NW (W�1),and Thptu � W 3W 2�1 (when W is large). Clearly, for this case, the larger the W is,21



the higher the � is. Therefore, Thptu is maximized at W = Wavl, � = Wavl � 1 andC = 1. Furthermore, the maximum Thptu can be obtained in this range of Wavl whenWavl � 1 = NWavl (Wavl � pN when N is large) and Thptu = N 32N�1 = O(pN ).Next we consider the case ofWavl�1 > NWavl (i.e.,Wavl > pN when N is large). Sincethe range of W � pN has been discussed before, the range of interest left is Wavl �W > pN . Within this range, it impliesW � 1 > NW and 2 � � � minfW � 1; NW g = NW .Similarly, to maximize Thptu, � should be chosen as large as possible. That is �= NW .This will force C to be 1. Thptu can be proven to be O( Nlog NW N� NW ). Clearly, this valueis greater than the Thptu in the previous case.Since, there is a inversely linear relationship between � and W , increasing W maycause the reduction of � and vis versa. The � and W which maximize Thptu are noteasy to be determined at this point. However, they can be found by substituting � asNW into ( 11) to solve the W which maximizes Thptu. Then the corresponding � can beobtained. Unfortunately, it is fairly complicated to derive the exact formulas for such� and W . Thus, instead we use numerical computation to calculate these values. Forexample, in Table 5, we assume Wavl is as big as possible (i.e., Wavl = N) and list thebest design choices in terms of C, � and W for di�erent network sizes. C is very closeto one in all cases. Surprisingly, the best values of � for various N are either 2 or 3. Tobe more precise it is 2 for small to moderate size networks (e.g., N=500 or 1,000) and 3for large size networks (e.g., N=5,000 or 10,000). On the other hand, the best values ofW are N2 for small size networks and N3 for large size networks.N (C, �, W )500 (1, 2, 250)1,000 (1, 2, 500)5,000 (1.00004, 3, 1666)10,000 (1.0001, 3, 3333)Table 5: The optimal designs in terms of C, �, W for di�erent N 's.In practice, the number of available wavelengths Wavl is several hundred (e.g., 256)and much less than N3 (when N is in thousands). Therefore, in general, we should �rstincrease W as close to Wavl as possible, and then choose � as large as possible. This willforce C to be one. We summarize the optimal design strategies and the correspondingThptu's subject to di�erent W ranges in Table 6. The general design principle can bestated as follows.� First, exploit as many wavelengths as possible as long as it is no greater than N2for small N or N3 for large N , 22



� Then choose degree � as large as possible (This will force C as small as possible).Range of Wavl 3 � Wavl � pN pN < WavlBest choice C = NWavl(Wavl�1) , C = 1, � = NminfWavl;N2 g , W =minfWavl; N2 g (for small N)� = Wavl � 1, W = Wavl C = 1, � = NminfWavl;N3 g , W =minfWavl; N3 g (for large N)Thptu W 3avlW 2avl�1 = O(Wavl) O( Nlog�N��)Table 6: The optimal design choices for maximizing Thptu.5.2 Average Minimum Packet DelayWe de�ne the packet delay for a packet as the time period from being generated bya source node to arriving at a destination node. The minimum packet delay for a packetis the time delay including the necessary waiting time for transmissions, but no queuingin the intermediate nodes along the path. That is, once a packet arrives at a node, itcan always be transmitted in the node's next transmission turn. We denote this valueas L. Basically, L involves several factors, such as the transmission cycle length �, thesubcycle length �s, the average distance HRG and the propagation delay. We assumethe propagation delay, denoted as � , is the same from any node to any other node, andthe fast delivery routing algorithm proposed in the previous section is enforced. Envisionthat a network has very light tra�c load and a node generates a packet to send. The �rstdelay incurred by the node is waiting for its transmission turn. On average, it has to waithalf cycle (i.e., �2 slots). After transmission, the signal takes � slots to propagate to thereceiver end. Upon receiving the packet, the node responsible for transmitting the packetthen has to wait for its next transmission turn. Since the fast delivery routing is used andvery light tra�c load is assumed, the node will be scheduled for transmitting the packetwithin the next �s-slot period. Therefore, on average it has to wait half subcycle (i.e.,�s2 slots). The same delay is needed for each intermediate node. Finally, the destinationnode receives the packet. No extra waiting time is needed in the destination node. Ingeneral, the average L can be approximated asAverage L = �2 + (� + �s2 )HRG � �s2� N2W + (� + �2 )(log�W (�� 1)� �+ �2�2 )� �2 : (13)Let the above lower bound be denoted as Ll. Similarly, considering the constraintson parameters, the objective function can be speci�ed asMinimize Ll23



subject to 8>>>>>><>>>>>>: N = C � ��W;2 � � �W � 1;W � Wavl;C � 1 and � � 0:where N;W;� 2 Z+; � 2 Z and C 2 R+: (14)That is, given N nodes, Wavl wavelengths and propagation delay � , we would like todecide the values of �, W and C such that the corresponding receiving graph can resultwith the minimum Ll.From ( 13), an observation can be made on � and W , respectively. First, for a givenW , as � increases, the subcycle �s in the second and third terms increases, but HRG inthe second term decreases. In general, the decreasing of HRG is much faster than theincreasing of �. That will make the second and third terms decrease , and so does Ll.Therefore, for a given W , we prefer to increase � as much as possible. Note that C isreduced as much as possible. Next, for a given �, as W increases, � in the �rst termdecreases, but HRG in the second term increases. Clearly, the decreasing of � is muchfaster than the increasing of HRG. However, since the propagation delay � is also involvedin the second term and if it is large, the value of the second term may be magni�ed.Intuitively, for a small � , we prefer to enlarge the �rst term (i.e., choose W as large aspossible) to reduce the cycle length. Thus Ll is reduced. This will force C = 1. Onthe other hand, as � is getting larger, Ll becomes more sensitive to HRG. Therefore, weshould choose a moderateW to maintain a smallHRG and, meanwhile without sacri�cingtoo much on the cycle length. One extreme case is when � is very large, then the secondterm dominates Ll. In this case, we should maintain the shortest HRG to minimize Ll.Clearly, the shortestHRG can be obtained when we embed a completely connected virtualgraph (i.e., W = �+ 1). Essentially, this corresponds Bus-Mesh proposed in [18].In order to �nd the design choice which results in the minimum Ll, as we did inthe analysis of Thptu, two ranges of Wavl are examined, separately. For the range of3 � Wavl � pN , 2 � � �W � 1. To minimize Ll, � should be as large as possible, thatis, � = W � 1. Another range is pN < Wavl � N2 . Thus 2 � � � NW . To minimizeLl, again � should be as large as possible, that is, � = NW . Then the question whichfollows is "what is the value of W which minimizes Ll?" Again, it is hard to derive themathematical formulas for such W , so we use numerical computation to analyze thebehavior of Ll. Speci�cally, we examine the cases of � � 100 slots, which, we believe,can cover most realistic environments. Assuming Wavl = N , we observe that in all casesthe best W occurs within the range of pN < W � N2 . Note that within this range thebest � = NW and C = 1. Moreover, we are interested in knowing what is the best � weshould choose for a given � . Then W and C can be determined too. This relationshipcan be derived by plugging W = N� into ( 13). And then let @@�Ll = 0 to solve � in termsof � and N . The function, denoted as fN (�) = � , will return a � value which is mostsuitable for a given �. In other words, f�1N (� ) will return the best � for a given � . Thenthe best W = Nf�1N (�) and C = 1. For example, we show the curves of fN (�) for N=500,24



1000, 5000 and 10000 in Figure 8. As we predicted before, for small � , the cycle length� is playing an important role, so we should increase W as large as possible. This willlimit � to a small number. Note that this design strategy agrees with that of maximizingThptu. On the other hand, as � increases, the average distance HRG becomes crucial, soW should be decreased and � should be increased. As can be seen that when � is small,�'s are pretty much the same for di�erent sizes of network, but when � becomes largerthe di�erences of � become more signi�cant.
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N=10000Figure 8: The curves of � vs. the best � for di�erent network sizes.Note that for Shu�eNet[9], it was pointed out that for long propagation delay (e.g.,�=50 slots) 2-stage design is preferred, since the diameter is bounded by 3. However,the e�ect of cycle length is not considered. In Figure 8, we show that the best designmay not necessarily occur at a short diameter (i.e., a large � value), instead at somemoderate number. Clearly, fN (�) is related to the topologies of the virtual graph as wellas the routing algorithm. The one shown here is for the purpose of demonstrating thetrade-o� between parameters. In reality, fN (�) can be derived for a speci�c topology likeShu�eNet. In summary, we outline the design strategies for di�erent Wavl ranges andthe corresponding Ll's in Table 7. In general, in order to minimize Ll for given � (� 100),Wavl and N we should obey the following rules:� First, �gure out the best � corresponding to the given � . That is, to computef�1N (� ).� Second, exploit as many wavelengths as possible as long as it is no greater thanNf�1N (�).� Third, choose � as large as possible. This also indicates that C should be as smallas possible.5.3 Examples of Regular Virtual GraphsWe have discussed the strategies for designing WTDM networks from a general virtualgraph. In practice, there may exist no regular graph corresponding to the best choice of25



Range of Wavl 3 � Wavl � pN Wavl > pNBest choice C = NWavl(Wavl�1) , � = Wavl � 1,W = Wavl C = 1, � = Nminff�1N (�);Wavlg , W =minff�1N (� );WavlgLl O( NWavl + � ) O(� � log�N� + log�N + �)Table 7: The optimal design choices for minimizing Ll.W and �. Di�erent types of graphs may have various limitations on these parameters.However, we believe that the design principles described in the previous subsection canstill be applied to special types of regular graphs. In this subsection, we choose two well-known types of regular graph, m-ary n-cube and Shu�e- exchange (Shu�e-exchange hasalso been referred to as de Bruijn graph in [24]), as examples to demonstrate this. Thesetwo types of regular graph have several desirable features, such as simple routing, smalldiameter, and 
exibility of expanding.The address i of a node in an m-ary n-cube can be represented by a radix-m n-digitnumber. That is, i can be denoted by (in�1in�2:::i1i0)m. Thus, an m-ary n- cube has mnnodes and nodes are connected according to the following rule. Any pair of nodes aredirectly connected if their addresses di�er in only one digit. The node addresses alonga path can be viewed as a sequence of addresses in which two consecutive addressesdi�er in only one digit. If the addresses of two nodes di�er in k digits, a shortest pathconnecting these two nodes can be obtained by going from one node to the next (startingfrom the source node) and each move reduces the number of distinct positions betweenthe addresses of the current and destination nodes by one. Since there are k distinctpositions between the addresses of the source and destination nodes, after k moves thedestination node should be reached. There are k di�erent nodes that can be moved tofrom the current node if the number of distinct positions between the addresses of thecurrent node and the destination node is k. We have k! alternative shortest paths intotal. Also the addresses of any two nodes may di�er at most in n digits, so the diameteris n. Moreover, consider one digit of the address of a node. There are (m � 1) othernodes and their addresses di�er in that digit with the address of the node. Since thereare n digits in total, the degree of each node � is equal to (m�1)�n. The correspondingreceiving graph has C � (m � 1) � n physical nodes in a receiving node and the totalnumber of physical nodes N isN = C � ��W = C � (m� 1) � n�mn: (15)Assuming N is of moderate size, N wavelengths are available and our design goal isto maximize Thptu, according to the strategy mentioned in the previous subsection, weshould �rst exploit the number of wavelengths W as close to N2 as possible. It can beproven that the maximum W (i.e., mn) occurs when m = 2 and C = 1. In this case,26



� = (m� 1) � n = n, W = mn = 2n, and N = n� 2n. Clearly, 2n is much smaller thanN2 . From another point of view, the maximum Thptu occurs at � = 2. However, � canbe at best reduced to n for an m- ary n-cube. Therefore, the best throughput that aWTDM based on an m-ary n-cube can achieve falls below the theoretical upper bound.Likewise, the address of a node in a Shu�e-exchange can be represented by a radix-m n-digit number, and in total there aremn nodes. However, node a=(an�1an�2:::a1a0)m,has a direct link to node b=(bn�1bn�2:::b1b0)m, if and only if an�2an�3:::a0 equals bn�1bn�2:::b1.Thus, every node has m outgoing degree. Essentially, a path is corresponding to a se-quence of node addresses in which a node address (except the source node) comes fromshifting out the leftmost digit of the predecessor's address and padding in an appropriatedigit value to the right. To �nd the shortest path is more complicate than that of m-aryn-cube, but still can be performed in O(n) ( see [24]). It can be proven that there isonly one unique shortest path between any pair of nodes. In the worst case, two nodeaddresses di�er in n digits. Thus, diameter is also n. Since each node has m outgoing de-gree, the corresponding receiving graph will have C�m physical nodes in each receivingnode and the total number of physical nodes N isN = C � � �W = C �m�mn: (16)Again, assuming N is of moderate size, Wavl = N and the design goal is to maximizeThptu. The largest W we can obtain is when C = 1 and m = 2. In that case, W = mn =2n, � = m = 2 and N = 2n+1. In fact, this is the best design to maximize Thptu. For thisreason, we conclude that Shu�e-exchange virtual graph is more preferred than m- aryn-cube virtual graph in terms of design 
exibility. However, if the number of availablewavelengths is much less than N2 , we might consider using m-ary n-cube because of itseasier routing algorithm and provision of multiple alternative shortest paths.6 Conclusion and DiscussionIn this paper we have focused on the optical networks which are based on passivestar couplers. In order to reduce the hardware interface cost and to exploit higher band-width, each station is assumed to have only one �xed wavelength transmitter and one�xed wavelength receiver. We have demonstrated the tradeo�s between di�erent designparameters and also proposed a systematic way to design optimal WTDM networks. Inthe following we will brie
y discuss two other design issues related to this type of opticalnetwork: 1) how to reduce propagation delay for multi-hop optical networks, and 2) howto perform dynamic bandwidth allocation.In any network environment, propagation delay is an important factor which in
u-ences network performance. With increasing channel bandwidth and higher operationalspeed of interface devices, the communication delay between a pair of nodes will be dic-tated by propagation delay. This delay may become unacceptable in multihop opticalnetworks since the traversal of several hops may be required before a packet reaches toits �nal destination [19]. 27
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Figure 9: An 18-node local area network with a central passive star switch.Furthermore, with a passive star network, each node is located at a di�erent distancefrom the center of the star, so the propagation delay from each node to the star isdi�erent. In order to properly operate WTDM media access protocol, a method of signalsynchronization, which guarantees non-con
icting arrivals of several signals at the opticalstar, is needed. Nevertheless, when the network covers a wide area and involves thousandsof nodes, such global synchronization is a formidable task [19].Because of these reasons, we can take the Centralized Passive Star Switch Approachproposed in [19]. The architecture of a centralized passive star switch is shown in Figure9. The transmitters and receivers are separated from nodes and placed within a switchingcenter. Dedicated wires (either electronic or optical) are installed between the nodes andthe switching center. There is an adapter connected to each wire. An adapter is theinterface between a node and the passive star which is resided in the switching center. Italso performs all routing decisions within the switching center. In this way, a packet isrelayed within the switching center without going through the nodes, so the packet delaycaused by signal propagation can be greatly reduced. Moreover, the synchronization oftime slots becomes much easier since it can be performed within the centralized switchingcenter. According to the design strategy of minimizing Ll, the small propagation delaywithin the switch center suggests embedding a virtual graph with as many nodes (i.e.,wavelengths) as possible. This also improves Thptu.Dynamic bandwidth allocation is another important feature. It is especially desirablein a skewed tra�c load situation. MultihopWTDM networks can provide a certain degreeof dynamic bandwidth allocation through exploiting alternative paths. However, if thenumber of alternative paths is limited, the amount of channel bandwidth that can be28
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