
Virtual Wire for Managing Virtual DynamicBackbone in Wireless Ad Hoc NetworksBo Ryu� Jason Ericksony Jim Smallcomby Son Daox�Teledesic, Bellevue, WAy Raytheon Systems Company, El Segundo, CAx HRL Laboratories, Malibu, CAAbstractWe present a novel distributed algorithm that employs theconcept of virtual wire for the purpose of achieving reliableand scalable routing in wireless mobile ad hoc networks.Virtual wire allows for a virtual backbone to be dynami-cally maintained such that it is composed of reliable, rela-tively stable, and high-bandwidth links even under an envi-ronment with highly 
uctuating wireless channels. The re-sulting structure, called Virtual Dynamic Backbone (VDB)which resembles a cellular-like infrastructure and is similarto spine [3] (but di�erent in its construction and function-ality), serves as a common backbone for unicast and mul-ticast routing. This cellular-like structure, combined withvirtual wire and e�cient link quality estimation algorithm,yields a number of attractive properties such as: (i) simpli-�ed unicast and multicast routing, (ii) fast recovery underlink quality degradation, (iii) bandwidth-e�cient 
ooding,and (iv) easier QoS management. Most importantly, weachieve all these advantages with a small overhead, makingthis algorithm highly applicable for bandwidth-scarce wire-less environment.1 IntroductionHighly dynamic wireless ad hoc networks refer to those inwhich link quality frequently 
uctuates due to continuousnode mobility and/or jamming. It is a challenging task todevelop routing protocols aimed at such networks that arereliable and scalable with small overhead. Recently, inter-est in developing such ad hoc routing protocols from thenetworking research community has been growing consider-ably, yielding various proposals [3, 4, 5, 6, 7, 8, 9, 10, 11]both within and outside the Mobile Ad hoc NETworking(MANET) working group of the Internet Engineering TaskForce (IETF). In general, each of these algorithms is de-signed to address some, but not all, of the following require-ments:� unicast routing� multicast routing

� QoS routing� low overhead� responsiveness (under frequent topology changes)� reliability (such as link quality-based routing)� scalabilityIn this work, we explore a potential solution to achieveall of the above requirements by introducing the conceptof virtual wire, and incorporating it into Virtual DynamicBackbone (VDB). A VDB, which is equivalent to "Spine"[2, 3, 1] in terms of its structure (but di�erent in its cre-ation and maintenance), is a small set of connected mobilenodes such that when formed, each node is either part of,or one-hop away from the VDB. For example, in Fig. 1, theset f3,4,7,8,11,12,13,17g comprises a VDB. The advantages
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Figure 1: An example of virtual dynamic backbone (VDB).provided by VDB include:1. Bandwidth used for 
ooding (or global broadcast) isminimized;2. Multicast routing is simpli�ed since the VDB serves asa multicast backbone;3. QoS routing can be simpli�ed since a VDB is composedof relatively stable nodes and links.Virtual Wire is de�ned as a virtual link made up of astream of very small messages, namely Virtual Wire Mes-sages (VWMs), generated and locally broadcast by each andevery node. At this point, these VWMs just look like bea-con messages used in many ad hoc routing protocols. Butthe key novelty is that VDB nodes further forward theseVWMs, making them multi-hop broadcast messages. Du-plicates are detected and dropped via sequence number and
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9Figure 2: An illustration of Virtual Wire. Each and everynode generates virtual wire messages (VWMs) at the samerate, say r. Two VDB nodes (nodes 4 and 5) forward re-ceived VWMs to their neighbors as local broadcast. Thismakes VDB nodes transmit VWMs at higher rate (than r)which generally depends on the number of neighbors andthe maximum distance each VWM can travel over VDB. Inthis example, nodes 4 and 5 transmit VWMs at the rateof 8r. Assuming the size of a VWM being 20 bytes andr = 0.1 VWM/sec, the bandwidth overhead per each VDBnode (4 and 5 in this example) is only 128 bits/sec. Dupli-cate VWMs are detected using sequence number checkingand dropped so that forwarding is done only once for eachVWM.source address so that forwarding is done only once for eachVWM. Non-VDB nodes do not engage in forwarding. Fig-ure 2 illustrates this novel concept. At �rst, virtual wire ap-pears unacceptably wasteful for bandwidth-scarce environ-ment such as wireless ad hoc networks since it is broadcastintensive. However, note that VDB nodes aggregate VWMsgenerated/forwarded by its neighbors, resulting in transmit-ting VWMs at a much higher rate. This allows each nodeto generate VWMs at a low rate (e.g., one VWM every 10sec), substantially reducing the overhead caused by VWMs.In addition, we limit the distance (hops) VWMs travel overthe VDB (say 3-5 hops) in its design. Consequently, theresulting overhead is considerably lower than it �rst seems.Virtual wire brings several key bene�ts:1. it signi�cantly simpli�es routing since there is no needto exchange routing tables2. it provides a means to measure and maintain the mostup-to-date link quality not only between adjacent nodesbut also between those that are more than a single hopaway;3. it is used to create and maintain a stable VDB, i.e.,no other messages are needed for managing VDB;4. it can be easily extended to support asymmetric rout-ing as well; and5. it makes the VDB look like a cellular network, makingnode mobility much more manageable.The last bene�t follows from the fact that each node continu-ously monitors VWMs transmitted by each of its neighbors,which permits early detection of link quality degradationand allows the node to take appropriate actions before thelink actually breaks down. In Fig. 2, suppose a non-VDB

node 6 moves away from its VDB attachment point (node5) and towards another VDB node 4. As it gets closer tonode 4, it will hear VWMs transmitted by node 4 betterthan those by node 5. This will allow node 6 to choose node4 as the new VDB attachment point even if the link qualitybetween node 6 and node 5 remains marginal. We call thisvirtual hando�, following the same notion of hando� in acellular network.This paper is organized as follows. Section 2 de�nes somenotations used throughout this paper. Section ?? describesthree key components of the distributed algorithm that cre-ates and manages a VDB using VWMs: backbone selectionprocess, backbone connection process, and backbone main-tenance process. Section 4 describes an overview of sup-porting unicast and multicast routing over VDB. Section 5discusses various issues related to the algorithm such as over-head, routing optimality and scalability, QoS support, andsupport for asymmetric routing. Finally, Section 6 summa-rizes the work.2 Notations and Basic Rules� At any time, each node is in one of the three colors:black (B) when it becomes a part of VDB (VDB node),green (G) when it has at least one black node as itsneighbor with acceptable link quality, and white (W)when it has no black node as its neighbor. Only blacknodes forward packets.� LQab represents the link quality from node a to nodeb observed at b (i.e., outbound link quality from a tob at a, or inbound link quality from a to b at b).� �(v) denotes the number of neighbors of node v withacceptable inbound-only or both inbound and outboundlink qualities, referred to as degree. When v is white,only inbound link quality with its neighbors is takeninto account for calculating �(v). When green, depend-ing on the color of its neighbors, either inbound-only(for white and green neighbors) or both inbound andoutbound (for black neighbors) link qualities must beacceptable to be counted for �(v). When black, bothlink qualities are taken into account except for whiteneighbors.� Each node generates Virtual Wire Messages (VWMs)at independent and identically distributed random in-tervals following truncated exponential distribution.This permits unbiased sampling of link quality.� A VWM contains the following �elds:{ Source Node ID (S): The address of the nodewhich originates this VWM.{ Forwarding Node ID (F): The address of theVDB node by which this message is forwarded.{ VAP Node ID (V): The address of the black nodewhich the forwarding node requests to become orremain as its VAP.{ Link Quality Node ID (N ): The address of thenode to which link quality feedback is providedby the forwarding node.{ Link Quality Feedback (LQ): Link quality feed-back for node N . If N = n and F = f , this �eldis taken from LQnf of the node f 's NIT, inboundlink quality for neighbor n at f . Once this value



is received by node n, it becomes the outboundlink quality for its neighbor f .{ Hop Count (HC): The number of hops that thismessage has been forwarded.{ Time-To-Live (TTL): The maximum number ofhops that this message can be forwarded.{ Source Sequence Number: In combination withthe source node ID, this uniquely identi�es a VWMper source node.{ Transmitter Sequence Number: In combinationwith the forwarding node ID, this uniquely iden-ti�es a VWM per forwarding node.{ Color (C): Color of the node transmitting thismessage. (one of White, Green, or Black){ Degree (�): Degree of the forwarding node� N1(v) denotes the one-hop neighbors of a node v.� Let u 2 N1(v). The node v maintains a table calledneighborhood information table (NIT) which containsits one-hop neighbors (N1(v)), color of each neigh-bor, �(u), inbound and outbound link qualities (LQ),and the expected VWM (transmitter) sequence num-ber from the corresponding neighbor.For the purpose of illustration, Figure 3 shows an ex-ample of node coloring and two-way link quality. Thenode 3 will have the NIT as given in Table 1.
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LQ31Figure 3: An example of node coloring and two-way linkquality notation.u (2 N1(3)) Color �(u) LQu3 LQ3u Seq. Nr1 G 2 15 10 312 G 3 14 12 3274 G 3 15 15 155 G 3 10 13 88Table 1: Neighborhood information table (NIT) of node 3corresponding to Fig. 3. A 16-level link quality ranging from0 to 15 is assumed.� Each node (say u), black or green, has at least oneblack neighbor v via which u is attached to VDB (ex-cept the case where VDB consists of a single node).We refer to this black node v as virtual attachmentpoint (VAP) of u, or v = V (u).1 As will be discussedin Section 4.1, VAPs play the role of next-hop routersin an IP network; each node choose the VAP that givesthe "best" route to the destination where "best" de-pends on routing metrics used. As will be discussed inSection 4.1, each node keeps a list of primary gatewaysas its VAP list (V APlist).1v is also called a dominator of u [3].

� Once a node receives a VWM, it computes its inboundlink quality for each of its neighbors [12]. Once a nodeturns green or black, it maintains outbound link qual-ity with each of its VAPs based on the LQ updateprovided by its respective VAP.� Each black node determines whether it needs to remainas a VAP (black) serving its neighbors by maintain-ing VAP timer TV AP . Whenever a black node detectsits address in the VAP Node ID �eld of the receivedVWM, it resets TV AP to VAP_TIMEOUT. If no requestis received until TV AP expires, the black node changesits color to green (after choosing its own VAP from itsNIT).3 Management of Virtual Dynamic BackboneBecause VDB nodes heavily engage in forwarding VWMs,it is desirable to keep the size of VDB as small as possibleto conserve bandwidth. In the context of graph theory, thisis equivalent to �nding a Minimum Connected DominatingSet (MCDS) [2]. Below, we propose a distributed algorithmthat creates and maintains a VDB that does not requireglobal (or partially global) exchange of local topology infor-mation. This algorithm consists of three components: Back-bone Selection Process yielding a dominating set, BackboneConnection Process connecting disjoint VDBs, and Back-bone Maintenance Process dealing with node mobility andlink quality 
uctuation. Simulation results, which will bereported elsewhere, show that this algorithm yields a VDBclose to an MCDS in its size.3.1 Backbone Selection Process (BSP)In a nutshell, BSP chooses nodes with the maximum degreein their neighborhood as VDB nodes. This process is re-peatedly performed at each node until the colors of all theneighbors in its NIT and itself are either green or black.This process can be realized as follows.When a node turns on its power, it starts building itsNIT based on the received VWMs from its neighbors. Eachtime it receives a VWM, it updates its NIT and resets TBSPif a change in NIT occurs (in terms of color and/or degree).The timer TBSP is used to trigger BSP. As soon as its TBSPexpires, it node decides whether it is eligible to be part ofVDB by comparing its degree with that of its one-hop neigh-bors. If its degree is highest, it changes its color to blackand starts forwarding VWMs. Minimum ID is used to breaktie between neighbors with the highest � of equal value.If a white node w detects a black neighbor b (eithera new neighbor or color change of an existing neighbor)with (LQbw; LQwb) � LQ_THRESHOLD before TBSP expires,w changes its color to green and starts sending its VWMswith its VAP Node ID set to b, i.e., V = b since b = V (w).Once it changes to green, w checks if there is at least onewhite neighbor. If so, it resets TBSP since it may need tosupport that white node by becoming black. After TBSPexpires, if it still has at least one white neighbor and itsdegree is highest among the remaining neighbors excludingblack neighbor(s), it changes to black. We illustrate the BSPin Figure 4.The BSP algorithm above yields the following crucialproperty: for any black node, there exists another black nodeto which the distance is at most three hops. In other words,after BSP is complete, a black node can reach another blacknode with at most three hops (i.e. two green nodes be-tween them). Stated di�erently, a partially formed VDB can
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(b)Figure 4: Illustration of Backbone Selection Process. (a)every node is white; (b) after neighborhood discovery andbackbone selection processes, nodes 4, 8, 13, and 17 be-come black in the �rst round. Then, after the second round,nodes 3 and 7 become black to support nodes 2 and 11,respectively.be connected to a nearby VDB if one or two green nodesbetween them turn black. For example, in Fig. 4, a par-tially formed VDB f3,4g can reach another partially formedVDB f13g via node 12, and reach VDB f7,8,17g via nodes11 and 12. This property can be readily proved by reject-ing the conclusion (no black node exists within more thanthree hops from a black node) and �nding that an assump-tion is violated (a node cannot be green without a blackneighbor). This property is essential for connecting disjointVDBs, which is described in the next section.3.2 Backbone Connection Process (BCP)The set of black nodes resulting from the BSP may notbe connected. For example, there may be disjoint groupsof backbone nodes where only nodes inside the group areconnected. The BCP is employed to connect these disjointVDBs. As mentioned before, it can be easily proven that theBSP will guarantee that at most two green nodes will existbetween two nearby disjoint backbone nodes. This meansthat each green node is responsible for detecting whether itneeds to become black to connect disjoint groups of back-bone nodes.The main idea behind the BCP is that if VDB were con-nected, a green node g will hear two identical VWMs (interms of source ID and source sequence number) from eachof its neighbors: direct VWM, and forwarded VWM via itsblack neighbors. This is from the property that VWMs areforwarded by VDB nodes. Once a node becomes green, itbegins to closely monitor all the VWMs originating from allof its one-hop neighbors. If g detects that more than a �xednumber of duplicate VWMs have not been received for aneighbor n via one of its black neighbor b, g is eligible tobecome black by connecting n and b.Note that each VWM carries the source node sequencenumber �eld. A green node maintains a sequence number ta-ble (SNT) whose entry consists of two �elds: neighbor nodeID, and the source sequence numbers of VWMs for whichno duplicates have been received (yet) from this neighbor.When a green node receives a VWM, it �rst checks if thesource sequence number of this VWM exists in its corre-sponding SNT entry. If so, indicating that it is a dupli-cate, the green node discards from the SNT all the sequencenumbers that are equal to or smaller than the current one.Otherwise, indicating that it is either a new one or it hasbeen previously discarded, the green node adds this sequencenumber to the corresponding SNT entry. If it accumulatesmore than the �xed number of sequence numbers (say 5), the

green node is eligible to be part of the VDB by connectingthis neighbor and the black neighbor it is monitoring.Figure 5 illustrates BCP. First, node 12 detects that itis not receiving VWMs generated by node 4 (13) via 13 (4),and thus becomes black. In the same way, node 11 detectsthat nodes 12 and 7 are disconnected.
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Figure 5: Illustration of Backbone Connection Process.Node 11 (or 12 whichever detects �rst) asks node 12 to be-come black to connect nodes 7 and 12.3.3 Backbone Maintenance Process (BMP)As nodes freely move, join (power-on), or leave (power-o�)the network, it is very likely that the size of VDB becomessub-optimal (i.e., too many black nodes compared to theentire network size, leading to high redundancy and unnec-essary bandwidth consumption due to VWM forwarding).For example, some black nodes may not be quali�ed to bepart of the VDB any more, or some green nodes are morequali�ed to become black than their VAPs. Since it is crucialto keep the size of VDB very small to reduce the overhead ofVWM forwarding, the BMP must enable unnecessary blacknodes to be detached from VDB, and quali�ed green nodesto join VDB. This will be achieved by ensuring that VDBconsists of nodes with high degree. Another goal of BMPis to prevent dramatic changes in the VDB structure. If acolor or degree change of a node triggers too many route orcolor changes of nearby nodes, it will undermine bene�ts ofhaving VDB since packets in transit may get dropped or itmay lead to longer routes or packet drops.We �rst consider conditions that keep the size of VDBsmall:� If a green node's VAP is deleted from its NIT, it is alsoremoved from the V APlist. When V APlist becomesempty, the green node chooses a black neighbor (orgreen if none) with the highest degree as its new VAP,subject to LQ constraint.� If no neighbors depend on a black node b as their VAP,the VAP timer TV AP will expire. Then, b turns greenafter choosing one of its black (or green if none) neigh-bors with highest degree and acceptable two-way LQas its VAP.� If a green node g detects either a new green or blackneighbor who has higher degree than its current VAP(s),g asks this neighbor to become its VAP subject to two-way LQ constraint.Second, in order to keep the structure of VDB stable un-der high node mobility and link quality 
uctuation, we intro-duce the concept of \virtual hando�". The virtual hando�is considered between a green node and each of its VAPsonly.



When a green node n detects that the inbound link qual-ity for its VAP drops below LQ_THRESHOLD, n deletes thisVAP from its V APlist. If this was the last VAP and thereis another black neighbor with increasing LQ and above thethreshold, choose this black neighbor as its new VAP. Ifthere is no other black neighbor, choose a green neighborwith the highest degree as its new VAP subject to inboundlink quality condition.Finally, when two adjacent black nodes begin to lose itslink, the BCP will cure this soon-to-be broken link if greennodes are available around them. In this way, a VDB al-ways attempts to connect itself locally when disjoint VDBsoccur. Hence, the BCP algorithm is an important part ofmaintaining a stable VDB.4 Routing4.1 Unicast RoutingSince VWMs carry source and forward node IDs, each nodecan readily maintain a unicast routing table based on thereceived VWMs forwarded by its black neighbors. Upon re-ceiving a VWM, each node updates the corresponding rout-ing entry: destination, primary gateway, secondary gateway,routing metric, and stale timer (Tst). The source of the re-ceived VWM becomes the destination, the black node whichhas forwarded this VWM with the (second) best routingmetric becomes the primary (secondary) gateway, and Tstrepresents the remaining time after which this route becomesstale. Note that routes for one-hop neighbors do not haveprimary gateways since they can be reached directly. Cur-rently, Hop Count is the only cost metric for routing subjectto link quality between gateway and sender. In the future,other metrics such as delay or bandwidth will be taken intoaccount when determining routes with QoS support.An example of a routing table at node 17 in Figure 6is given in Table 2. It is assumed that the TTL value for
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Destination (D) Primary SecondaryG HC Tst G HC Tst18 - 1 15 7 2 2119 - 1 23 - - -20 - 1 25 - - -7 - 1 28 8 2 298 - 1 22 7 2 2711 7 2 9 8 3 1512 7 3 18 8 4 109 8 2 13 7 3 2210 8 2 22 7 3 256 8 2 26 7 3 22Table 2: Example of a routing table at node 17 correspond-ing to Fig. 6 for destinations with up to three hops away.h better than the secondary but larger than primaryroute, the secondary route is replaced with f and h.� If both primary and secondary routes for s exist, andthe received VWM contains a new gateway f with hbetter than the primary route, the primary route isreplaced with f and h, and the now-old primary routereplaces the secondary route, including the stale timer.� If both primary and secondary routes for s exist, andthe received VWM does not contain a new gatewaybut has better hop count, only the hop count of thecorresponding route is updated.� For all route updates, corresponding stale timer TSTis set to ROUTE_STALE_TIMEOUT (except when the oldprimary route becomes the secondary route).� When a VAP is removed from the NIT, all the cor-responding routes with this VAP as gateway (eitherprimary or secondary) are also removed. If the routebeing removed is primary, then the corresponding sec-ondary route becomes primary.Since VWMs are TTL-limited, the above approach givesroutes to destinations which are likely to be located closely.To address routing for the destinations whose VWMs arenot heard, each node maintains a small table called routecache, separate from the routing table, which contains routeinformation (gateway and hop count) for destinations whoare not in the routing table (since destination is too faraway).A Route Query Message (RQM) is used to �nd a routeto the destination when it is not in its routing table and noroute cache exists. This message is broadcast over VDB.Any black node receiving an RQM keeps a record of (S,F , D) for a �xed amount of time (D is the node ID ofthe destination). If no corresponding Route Response Mes-sage (RRM) is received during that time, this record isthrown away. The �rst black node which has the destinationwithin its routing table returns then Route Response Mes-sage (RRM). Another words, if an RQM is received with (S,F) = (s, f), the corresponding RRM is generated with (D,N ) = (s, f). All the intermediate black nodes receiving anRRM con�gures the route and stores in its Route Cache.4.2 Multicast RoutingWith VDB, multicast support is readily achieved since VDBcan be used as multicast backbone. Any multicast tree con-structed is a subset of VDB. There are two components for



Status ActionsV APup not set, and Forward if �rst MJM for G.V APdown con�gured Otherwise, do not forward.Only V APdown con�gured Do not forwardOnly V APup con�gured Forward if �rst MJM for G.Otherwise, do not forward.Both V APup and Do not forward.V APdown con�guredTable 3: MJM forwarding rules at CP .multicast support over VDB: (i) group membership man-agement, and (ii) routing.In an IP network, local group management is done by In-ternet Group Membership Protocol. We use a similar tech-nique for our purpose. A multicast group is identi�ed as aunique multicast address. For each multicast group, a blacknode maintains local group membership information basedon two special messages: group join (MJM) and leave mes-sages (MLM).We adopt the \broadcast-and-prune" approach of Dis-tance Vector Multicast Routing Protocol (DVMRP) of In-ternet to achieve multicast support over VDB. Each blacknode maintains multicast routing table consisting of four�elds: group address, local members, upstream multicastVAP (V APup), and downstream multicast VAP(V APdown).Note that the notion of \up" and \down" is with respect tothe node that generates the �rst MJM, regardless of whetherit is a source or receiver of the group. This implies thatthere is only one V APup but may be multiple V APdowns fora given group. However, our multicast routing algorithm isdesigned such that any member can act as a source.1. When a node wishes to join a group G, it generatesMJM with (group ID, connection point) = (G;CP )where a connection point is chosen from V APlist.2. When a black node b receives an MJM for a group Gfrom its neighbor for which it serves as CP , b updatesits local membership table. Depending on the multi-cast routing table status, b decides whether to forwardthis message further as summarized in Table 3.3. Any black node b2 receiving a forwarded MJM by aneighbor black node b1 updates its multicast routingtable described in Table 4.Status ActionsV APup = b1 and forwardNone of V APup and over VDB if no local members.V APdown con�gured Otherwise, V APdown = b1 anddo not forward.V APdown = b1 and forward toOnly V APup con�gured V APup if no local members.Otherwise, V APdown = b1 anddo not forward.Only V APdown(s) present Add b1 to V APdown list if new.Do not forward.Both V APup and Add b1 to V APdown listV APdown present if new. Do not forward.Table 4: MJM forwarding rules at other black nodes.

4. When a node n changes its VAP via which that it hasjoined a group G, it must generate a new MJM tothe new VAP. The old VAP will remove this neighborwhen it is deleted from its NIT.5. When a node n leaves a group G, it generates MLM toits CP b via which it has joined G. Upon receiving thismessage, b deletes n from its local membership table.If n is the last local member for D and b is at the endof the tree (i.e, only one multicast VAP is con�gured),it prunes itself from the tree by forwarding the leavemessage to that multicast VAP and delete it from themulticast routing table. Otherwise (either there arestill local members or more than one multicast VAPpresent), it does not forward the MLM.6. If a black node b1 receives a forwarded MLM from oneof its multicast VAPs, say b2, it removes b2 from itsmulticast routing table. If b1 has local members for Gor there are remaining multicast VAPs (either up ordown), the received MLM is not forwarded. Otherwise,b1 forwards it to other remaining multicast VAPs.7. With the information of local membership, upstreamgateway, and downstream gateway(s) maintained asdescribed above, a multicast routing is done by simplyforwarding multicast packets to appropriate multicastVAPs.We illustrate these rules in Figure 7. Suppose node 1is the �rst member to join group G. The join messageMJM initiated by node 1 is broadcast over VDB, and allthe black nodes except node 3 con�gure their V APup ac-cordingly [Fig. 7-(a)]. Now, node 6 joins G via node 7. Sincenode 7 already has V APup = 5 con�gured for G, it sendsthis join message only to node 5, which in turn forwards itto its V APup, which is node 3 [Fig. 7-(b)]. Node 10 nowjoins as the third member of the group. Node 9 forwardsthis join message to its V APup = 7, which con�gures node 9as its V APdown. This time, node 7 does not need to forwardthis join message further since it already did when its localmember (node 6) joined [Fig. 7-(c)]. Figure 7-(d) shows howa multicast datagram is forwarded over VDB with node 1as a source. Each intermediate node in the tree receivingmulticast packets from one direction forwards them to theother direction. If there are multiple V APdowns and mul-ticast packets arrive via one of them, they are forwardedto both V APup and all other V APdowns. Nodes that haveonly one multicast VAP con�gured (edges of the tree) donot forward multicast datagrams.2 When node 1 leaves G,it sends the MLM to node 3 [Fig. 7-(d)]. Since node 1 isthe last local member and node 3 knows it is at the edgeof the tree, node 3 no longer needs to be part of the tree.Hence, it forwards the leave message to its downstream VAP(node 5) and deletes it from the table. Similar to node 3,node 5 removes itself from the tree by forwarding the re-ceived MLM to node 7 and delete 7 from the table. Node 7unassigns node 5 as its upstream VAP, but does not forwardthis leave message further since it has a local member. Afterthis step, the multicast tree for G consists of nodes 7 and9 only. Finally, when nodes 6 and 10 leave the group, allthe multicast routing tables of nodes 7 and 9 become empty.The multicast routing table for node 8 becomes empty aftertimeout since it has not been part of the tree.2Note that both nodes 6 and 7 can also transmit multicast data-grams over the same tree.
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(f)Figure 7: An example of setting up and tearing down amulticast tree over VDB (Gr: group address, Mbr: localmembers, Vu: upstream VAP, Vd: downstream VAP).

5 IssuesIn this section, we sketch several key issues requiring furtherstudy.5.1 OverheadThe overhead resulting from the use of virtual wire can bedecomposed into two components: bandwidth consumptionand power consumption. We brie
y analyze each overhead.Suppose the size of VWM is 20 bytes (as implementedin [12]) and each node generates VWMs at the rate of 1per 10 sec. If a TTL value is chosen such that each blacknode forwards VWMs generated by about 100 to 300 nodes,the bandwidth consumed by VWMs per each black node isgiven by 1:6 � 4:8 kbps. This overhead appears acceptableas long as this constitutes less than 5-10 % of the raw chan-nel bandwidth, considering the bene�ts achieved by the useof VWMs. The more important overhead concern is the casein which mobility and link quality dynamics result in a clus-ter of black nodes. If N black nodes are adjacent to eachother, the bandwidth required for forwarding VWMs will beproportional to N . In this case, there is a good chance thatVWMs will take the most bandwidth available, leaving littlefor actual data routing. We are looking at several techniquesthat can prevent this from happening.Another important issue concerning VWM overhead ispower consumption, especially for black nodes. Since eachblack node needs to process and forward 10-30 VMWs persecond, power consumption is likely to be an important fac-tor to be considered. But with the advance in low-powerDSP technology in recent years, this may be addressed viapower-e�cient implementation of radios.5.2 Routing Sub-Optimality, Redundancy, and ScalabilityThe algorithm presented in the earlier sections is fully dis-tributed, i.e., no global, or even partially global informationis exchanged between nodes to construct and maintain aVDB. We chose this approach over centralized (or partiallycentralized) algorithms (such as link state routing) since theexchange of global information requires some form of reli-able delivery of topology/routing updates, which may notbe trivial in highly dynamic environment. By managing aVDB based on local information and unreliable multi-hopforwarding of VWMs, we avoid the use of reliable packetdelivery. The trade-o� is that the size of VDB may be sub-optimal, resulting in sub-optimal routing. We are currentlyinvestigating the performance of the algorithm in terms ofthe size of VDB constructed for a variety of topologies.Secondly, algorithm also does not prevent having a loopin the constructed VDB. Note, however, that this loop doesnot pose a problem since each black node detects duplicateVWMs and drops them. In fact, a loop in the VDB givesa certain degree of redundancy and better routes for somenodes. For example, in Fig. 5 suppose nodes 5 and 6 areadjacent and the BCP makes both of them black for con-necting nodes 3 and 8, in addition to nodes 11 and 12. Thisgives a good redundancy in case the link between nodes 7and 11 break down. Furthermore, this redundant VDB linkgives a better route between nodes 3 and 8. Without theVDB link between nodes 5 and 6, packets from node 3 tonode 8 must travel via nodes 4, 12, 11, and 7, resulting twomore hops than the path via nodes 5 and6.Finally, the use of unreliable delivery adopted in our al-gorithm better supports scalability in terms of the network



Spine VDB w/ Virtual WireAlgorithm An approximation to MCDS An heuristic algorithm based onlocal information onlyLQ Granularity 2 (On/O�) arbitrary (� 2)Signaling Requires reliable delivery of global Unreliable multi-hop broadcast of(or partially global) broadcast over spine VWMsRouting Optimality Yes NoRouting Routing over Spine for backup only Always route over VDBall the time (except direct neighbors)Bandwidth Overhead Low MediumTable 5: A comparison between VDB and Spine. (MCDS: Minimum Connected Dominating Set)size. Since each node always has the most up-to-date infor-mation on which nodes it can reach and the algorithm makesa VDB recover locally, we expect this routing algorithm tosupport a very large ad hoc network (on the order of 1000nodes) even without using any hierarchy in routing. Sim-ulation study will reveal this claim, which will be reportedelsewhere.5.3 Asymmetric RoutingThe algorithm presented here can be readily extended tosupport asymmetric routing. The current algorithm as-sumes a good bi-directional link between two nodes, whichmay not be always the case. A simple extension of allowingdi�erent VAPs for inbound and outbound links (direction-sensitive VAPs) is expected to address link asymmetry. Thisis under study, and the resulting algorithm will be reportedelsewhere.5.4 QoS SupportSince a VDB consists of good links, QoS support is expectedto be manageable since all the routing is done over VDB.Seamless QoS support when a change in VDB structure oc-curs is currently under investigation5.5 Comparison with "Spine"Since our VDB is very close to "Spine" [1] in its structure,we make a comparison in Table 5 and delineate the majordi�erences.6 ConclusionIn summary, the algorithm presented here combines virtualwire into virtual dynamic backbone, yielding an ad hoc net-work architecture which consists of mobile hosts and mobilebase stations connected via virtual links. We argue that thisarchitecture is suitable for highly dynamic wireless ad hocnetworks since it signi�cantly simpli�es routing and mobilitymanagement even under frequently 
uctuating link quality.A fully distributed algorithm that creates and manages aVDB is presented, and algorithms for unicast and multi-cast routing over VDB are described. Finally, various is-sues concerning the algorithm in terms of overhead, routingsub-optimality, redundancy, scalability, QoS support, andasymmetric routing have been raised.We are currently undertaking extensive simulation forevaluating its performance under various topology and nodemobility scenarios, the results of which will be reported else-where.
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