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1 Introduction

The Internet is one of the most successful technologies in last century. Within less than four decades (start-

ing from the first packet-switched computer network, ARPAnet), it has evolved into an extremely popular

commercial infrastructure, and has a significant impact on almost all aspects of our lives and our society.

With the dramatic advances in multimedia technologies and the increasing popularity of real-time applica-

tions, recently, quality of service (QoS) support in the Internet has been in a great demand. However, due

to many historical reasons, today’s Internet primarily provides best-effort connectivity service. To enhance

the best-effort service model to provide QoS, researchers have proposed many seminal architectures, repre-

sented by IntServ [26] and DiffServ [25]. Unfortunately, due to many critical factors, realizing these QoS

architectures in the Internet is unlikely to be feasible in the long run. In addition, there are no right economic

models for these proposed architectures: although some ISPs might be interested in providing QoS in their

own domains, there are no strong incentives for them to support QoS for users in other domains which are

not their customers. Then, a challenging question faced by the researchers in the community is: what would

be a practical solution for QoS support in the Internet?

In the past few years, overlay networks have emerged as an alternative mechanism for supporting value-

added services such as fault tolerance [9], multicasting [38], and security [72]. Many of these overlays are

end-user overlays, namely, overlays are constructed purely among the end hosts without support from any

other intermediate nodes. Due to the difficulties of supporting end-to-end QoS purely in end-user overlays,

some recent works [47, 58, 92, 144] propose to use backbone overlays for QoS support, where overlays are

managed by a third party provider, such as an ISP. In this project, we adopt the approach of backbone over-

lays, and propose an integrated QoS overlay architecture, referred to as IQORA, for scalable, efficient, and

practical QoS support. In IQORA, we advocate the notion of a QoS overlay network (referred to as QSON)

as the backbone service domain. A QSON consists of service nodes or proxies, which are strategically

deployed by a QSON provider (or a higher tier ISP). The design of QSON relies on well-defined business

relationships between the QSON provider, network service providers (i.e., the underlying network domains

which we also refer to as lower tier ISPs, or underlying ISPs for short), and end users: the QSON provider

dimensions its overlay network according to end user requests, purchases bandwidth from the network ser-

vice providers based on their service level agreements (SLAs), and sells its QoS services to end users via
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service contracts. Outside QSON, end hosts in access domains subscribe to QSON by connecting to some

special proxies (called edge proxies) advertised by the QSON provider.

The proposed IQORA architecture combines the benefits from overlay networks and QoS-aware IP net-

works. On the one hand, it does not require the global deployment of QoS-aware routers. On the other hand,

it can take advantage of the information obtained from intermediate nodes (proxies or service nodes) to fa-

cilitate QoS support. In addition, it offers many other advantages. First, unlike end user overlays (which can

only support one application), a QSON provider can support a variety of applications simultaneously. This

provides an additional incentive for ISPs to adopt IQORA. Second, it simplifies the management of resources

in the underlying networks, since network service providers only need to provide services to limited number

of QSON providers instead of millions or billions of individual users. This is facilitated because QSON

decouples the end user service management and network resource management and is based on well-defined

business relationships via SLAs with network service providers and service contracts with end users. This

level of traffic aggregation, in the long run, will make IntServ-like architectures practical. A good analogy

to this scenario is the relationship between manufacturers, dealers, and consumers in our daily life.

To make IQORA a reality, effective QSON provisioning which consists of dynamic management of end

user QoS flows in an efficient and robust manner based on the SLAs with the underlying ISPs is the key. To

accomplish QSON provisioning, many challenging issues need to be addressed. These include: 1. How to

efficiently route end user QoS flows along the overlay paths (between proxies)? 2. How to detect in a timely

manner overlay path failure and service degradation due to the higher failure probability of overlay paths?

3. How to efficiently restore the failed paths or upgrade a degraded path to a better one? To answer these

questions, effective and efficient QoS overlay routing, QoS overlay monitoring, and QoS overlay restoration

schemes are desired.

The level of research conducted in the areas of QoS routing, QoS monitoring and QoS restoration varies

greatly. QoS routing has been the subject of several research efforts, whereas, relatively few efforts have

been devoted to QoS monitoring and QoS restoration. Irrespective of the level of effort, a common drawback

of the existing techniques addressing these issues is that they suffer from weak scalability when used in the

context of inter-domain connections. In the case of an overlay network, a QoS connection will routinely

involve multiple domains, due to which the existing routing, monitoring and restoration techniques cannot

be used as is. A yet another drawback is that the research in these three areas has progressed independently,

leading to point solutions which are inconsistent and which causes further inefficiencies in the utilization of

resources. For QSON provisioning, an integrated efficient solution to QoS routing, QoS monitoring and QoS

restoration is in great demand since it is a capital-intensive investment.

The proposed research effort seeks to develop comprehensive, scalable and efficient schemes to provide

solutions to integrated QSON provisioning, which comprises of three sub-problems, namely, QoS overlay

routing, QoS overlay monitoring and QoS overlay restoration. The schemes for each individual sub-problem

have been designed by considering the architecture of IQORA in a unified manner. Additionally, the QoS

overlay routing scheme is designed with an eye towards facilitating QoS overlay monitoring and QoS over-
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lay restoration, and the QoS overlay monitoring and QoS overlay restoration schemes are designed to benefit

from the support provided by the QoS overlay routing scheme. By considering routing, monitoring and

restoration in an integrated manner during the process of designing the schemes, the overheads can be miti-

gated further [48]. Through extensive simulations and analysis, we propose to evaluate the schemes for their

associated overheads and performance measures for various settings of the design parameters and traffic pat-

terns. We also propose to build a testbed of IQORA in Internet2 [1] and PlanetLab [2], in order to study the

feasibility and to experimentally investigate the performance in real environments.

The layout of this technical report is as follows: Section 2 reviews the related research in QoS archi-

tectures, and QoS routing, monitoring, and restoration techniques. Section 3 describes the service overlay

network architecture, IQORA. Section 4 presents the proposed QSON provisioning schemes. Section 5 dis-

cusses the preliminary set of performance and efficiency analysis studies. Section 6 finally summarizes the

proposed work.

2 Related research

The related research in QoS architectures and QoS routing, QoS monitoring, and QoS restoration techniques

is reviewed in this section.

2.1 QoS Architectures

Qos architectures have evolved from IntServ, to DiffServ, to the recently proposed overlay model. In this

subsection, we briefly review some representative architectures along with their pros and cons.

Integrated Service Architecture: Integrated Service Architecture (IntServ) [26] is designed to provide

different types of QoS guarantees for data flows. It establishes connections through the network using a re-

source reservation protocol, such as RSVP [164], and an admission control mechanism, such as [65], based

on network information. Then, the resource state information for each flow needs to be maintained at routers

in order to ensure that sufficient resources are available during the lifetime of the flow. Since the number of

data flows in the Internet can be very huge, the main criticism of IntServ is its weak state scalability.

Differentiated Service Architecture: Differentiated Service architecture (DiffServ) [25] is proposed for

scalable service differentiation in the Internet. It categorizes data flows into a number of classes. Data in

the same class receives same QoS. In a DiffServ domain, packets crossing a link and requiring the same

behavior (e.g., scheduling treatment and drop probability, or in other words, in the same class) constitute a

Behavior Aggregate (BA). At the ingress nodes, the packets are classified and marked with a Diff-Serv Code

Point (DSCP) according to their Behavior Aggregate. At each transit node, the DSCP is used to determine

the behavior for each packet. By flow aggregation, DiffServ is much more scalable than IntServ, however, it

can only provide very coarse-granularity services.
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End-User Overlays for Value-added Services: Several end-user overlays have been designed to support

value-added services. Resilient Overlay Networks (RONs) are proposed to detect and recover from Internet

path failures [9]. They route packets on paths optimized for application-specific metrics. RON nodes ac-

tively monitor the quality of the paths to their neighbors and decide where to route packets based on collected

information and application requirements. Amir et al propose an overlay architecture, called Spine overlay

architecture [7,8], which uses the hop-by-hop reliability approach on overlay links to reduce the latency and

jitter of reliable connections. By applying TCP-like loss recovery and congestion control on each overlay

link, this approach can detect packet loss faster and recover the packets locally. Though highly flexible,

end-user overlays usually could not provide end-to-end QoS guarantees, since these type of overlays typi-

cally cross many intermediate domains, and the uncontrolled domain peering structure is unlikely to provide

direct QoS support to the end users. Moreover, it is difficult to design an effective economic model for ISPs

to adopt end user overlays.

Backbone QoS Overlays Some recent works [47, 58, 92, 144] propose to use backbone overlays for QoS

support, and the backbone overlays are managed by a third party provider. In Service Overlay Networks or

SONs [47], bandwidth is provisioned with certain QoS guarantees from individual network domains to build

a logical end-to-end service delivery. While SONs rely on underlying networks to provide QoS services,

OverQoS [144] presents a Controlled Loss Virtual Link (CLVL) abstraction to provide Internet QoS (e.g.,

statistical bandwidth and loss rate assurance) using overlay networks and performing bundle loss control

on each virtual link. QRON [92] introduced the concept of overlay brokers (OBs) and a general unified

framework for an overlay network. Another proposal called QUEST (QoS assured composEable Service

InfrasTructure) [58] went further and presented solutions to compose qualified service paths with multiple

QoS constraints and load balancing from SLA contracts of individual service components. It should be

noted that these backbone overlay research efforts either focus on one aspect of the overlay provisioning

(e.g., bandwidth dimensioning [47], or overlay path composition [58]) or dedicate to introducing an overlay

architecture (e.g., [92] and [144]). None of these efforts address the issue of integrated provisioning of

backbone QoS overlays.

2.2 QoS Routing

QoS routing has been researched extensively, and in this section we describe the aspects that are pertinent to

the proposed research. QoS routing consists of determining a path through the network which has adequate

resources to satisfy the QoS requirements of a connection, while simultaneously achieving global efficiency

in network resource utilization. QoS routing can be classified into unicast routing and multicast routing [28,

33, 36, 41, 43, 51, 77, 78, 82, 83, 91, 102, 103, 106, 122, 128, 133, 135, 142, 143, 145, 147, 152, 155, 158, 159,

161, 163, 166]. It can be further classified as intra-domain routing and inter-domain routing. To facilitate

QoS routing, the state of every link in the network must be expressed in terms of a set of QoS metrics such
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as delay, bandwidth, jitter and cost [64]. The metrics of the links along a path are composed to obtain QoS

metrics of the path. A QoS connection expresses its QoS requirements in the form of constraints on one or

more path QoS metrics [33]. These constraints are then compared to the QoS metrics of the paths through

the network in order to select one that satisfies the constraints.

QoS routing techniques can be categorized into source routing and distributed routing. In the case

of source routing, the source node is responsible for determining a suitable path by applying graph algo-

rithms [24, 29, 45] to the network topology and link states that are stored at the source node [33, 131, 154].

The link state protocol [12,117,129,132,134] is used to maintain link states. It broadcasts link state informa-

tion through the network which consumes an enormous amount of resources. As a result, there is a tradeoff

between the frequency of link state broadcasts, the staleness of the link states, and the optimality of the

paths [11,14,15,18,69–71,73,74,80,81,87,94,95,98,101,132,162]. Another drawback of source routing is

that it has to employ heuristic algorithms to solve the k-constrained routing problem [3,13,16,20,22,31,35,

37,42,44,50,53,54,60,66,78,79,85,86,96,97,104,105,107,112–115,120,122,136,139,150,153–157,163].

Distributed routing is achieved by probe flooding, where the source node floods probes through the network

towards the destination node searching for suitable paths [32, 33, 57, 62, 119, 137]. The overheads incurred

in flooding probes can be reduced by bounded and selective flooding [27, 34, 84, 90, 119]. If multiple suit-

able paths which satisfy the constraints exist, then the shortest path is chosen to achieve global efficiency

in network resource utilization [17, 34, 84, 111, 130, 138, 160], a reduction in delay and a reduction in the

probability of path degradation.

The overheads associated with source and distributed routing are aggravated to a large extent when

used for inter-domain routing in networks of large size. Aggregation techniques for source routing have

been proposed to alleviate this issue [57, 63, 88, 89, 99, 116, 123, 124, 149], but it may lead to inaccuracies,

crankback, and reaggregation [21,30, 52,59]. The scalability of inter-domain routing via probe flooding can

be improved by precomputing only the shortest paths [84, 111, 130]. However, even the number of shortest

paths in the case of a large network is likely to be very high.

When a QoS connection is to be routed through an overlay network, it will typically cross multiple

domains. For each one of the domains the QSON provider may have a different level of SLA, resulting

in a different level of resource availability. When the level of available resources is high, the inefficiencies

introduced by aggregation (if aggregation techniques are used) may not be significant. However, in order to

maximize the revenue, the QSON provider may be interested in admitting as many connections as possible

which may result in a low level of resource availability. In such cases, aggregation will lead to inaccurate and

sub-optimal solutions. If distributed routing via probe flooding is to be used, then flooding probes across all

the possible paths through the network will consume resources that could be otherwise used for supporting

additional connections to increase revenue. Due to these reasons, the existing inter-domain techniques cannot

be used for routing in an overlay network.
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2.3 QoS Monitoring

Once a suitable path is determined, the required level of resources are reserved along this path for the entire

lifetime of the connection, and then this path is used to route the packets of the connection. Despite the

reservation of resources, the connection may still experience degradation in the QoS due to the weakening

or the failure of one or more nodes/links along the path. QoS monitoring is concerned with monitoring an

established connection so that QoS degradation can be predicted prior to occurrence, or at least detected as

soon as possible after it has occurred

QoS monitoring can be classified into two categories, namely, end-to-end monitoring and distributed

monitoring. In end-to-end monitoring, traffic measurements for each monitored connection are recorded

only at the source and the destination nodes. Techniques to record and analyze these measurements have

been developed [4–6, 55, 56, 68, 108, 109, 126, 140]. End-to-end monitoring, is not capable of localizing the

degradation and hence any corrective action such as restoring the connection to an alternate suitable path

also needs to be taken end-to-end. End-to-end corrective actions are not scalable, especially for inter-domain

connections.

QoS distributed monitoring seeks to localize the degradation by recording measurements at several in-

termediate nodes along the path. Several issues need to be addressed in the context of QoS distributed

monitoring. These include: (i) specification and the number of the monitors, (ii) location of the monitors

from which to obtain traffic measurements, (iii) collection and analysis of the measurements, (iv) obtaining

synchronized measurements corresponding to the same part of the flow from different monitors, and (v) uni-

formly distributing the monitors along a connection. A QoS distributed monitoring technique by Jiang et.

al. [67, 68, 148] seeks to address some of these issues, but it suffers from many limitations. It assumes that

the source node has complete information about the identities of all the nodes along an established QoS

connection, which is unlikely in the case of inter-domain connections where the node identities may not be

revealed to the source node to preserve security. The approach does not consider the issue of how to specify

the monitors and how they should be distributed for uniform monitoring of a connection. Also, a separate

technique needs to be employed to obtain synchronized measurements from the monitors. Further, additional

traffic is generated to facilitate the monitoring process which consumes resources.

In the case of a connection that is routed over an overlay network, it is important to localize the degra-

dation to a single domain. This is necessary because as mentioned in the Section 2.2, each domain in the

network may be managed by a potentially different network service provider. Identification of the domain

of degradation enables the QSON provider to attribute the degradation to a single network service provider.

The SLA with the lower tier ISP who manages the domain in which the degradation has occurred can be

renegotiated if necessary. Also, the affected domain can be avoided while routing future connections till the

ISP has corrected the cause of degradation. In addition, the QSON provider can apply remedial action to

the disrupted connections locally within the affected domain, without causing an impact on the SLAs with

the ISPs which manage other domains. It is also important that as few resources as possible be consumed in

order to facilitate the monitoring process.
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2.4 QoS Restoration

When QoS degradation is expected or its occurrence has been detected, the connection should be restored to

an alternate suitable path, and this is referred to as QoS restoration. QoS restoration can be performed using

a proactive or a reactive approach. Current research has primarily focused on proactive approaches [76], in

which resources are reserved along a primary and one or more secondary or backup paths [100, 127]. In

the event of failure(s), the connection is restored along one of the secondary paths. To support the proactive

approach, the QoS routing technique that is employed has to support multipath routing [39,40,121,151,165].

The secondary paths may extend end-to-end between the source and destination nodes [46,93,110,141,146],

and may be totally or maximally disjoint with respect to primary path [61, 118, 146]. Alternatively, the sec-

ondary paths or bridges may extend between an upstream and a downstream node of the failed node/link [23,

75, 76, 110], and this is referred to as line restoration. These upstream and the downstream nodes should

avoid all the nodes along the original path except the two neighbors of the failed node/link in order to

avoid backhauling [10,162]. Using the proactive approach, a connection can be restored with minimal delay.

However, it results in a waste of resources due to duplicate reservations. Also it cannot guarantee restoration,

since in the case of line restoration, bridges protect single nodes/links, but cannot protect sets of neighboring

nodes/links, and in the case of end-to-end restoration, simultaneous failures could occur along both the pri-

mary and the secondary paths. Thus, reactive restoration which consists of rapidly determining and restoring

the connection to an alternate suitable path after the occurrence of a failure/degradation is necessary.

Reactive restoration could also be performed end-to-end, or between the two neighbor nodes of the failed

node (line restoration). End-to-end restoration incurs a long delay which increases with the distance between

the source and the destination nodes. Also, in this case, the impact of the failure is distributed along the failed

and the alternate path. Thus, end-to-end restoration is not the best alternative for restoring an inter-domain

connection. Reactive line restoration is faster than end-to-end restoration, since it restores only a portion

of the disrupted connection. Also, it keeps the impact of the failure in a small area surrounding the failed

node/link. However, in this case, it is necessary to determine an alternate path for restoration which does not

cause backhauling, which can increase the delay. If all the possible alternate paths cause backhauling, then

it precludes the disrupted connection from being restored altogether. It is not clear how the upstream and the

downstream nodes for line restoration must be chosen to minimize the probability of backhauling. Also, in

the event of multiple node/link failures it is not evident if line restoration should be performed for each one

of the failed nodes, or just once covering the entire set of failed nodes. In addition, line restoration may also

require higher capacity than end-to-end or path restoration.

From the perspective of QSON provider, proactive approaches waste precious resources which could

be used to admit additional QoS connections. Due to this reason, reactive restoration is perhaps the only

alternative in an overlay network. Also, the reactive restoration scheme should try to limit the impact of the

degradation in one domain from spreading across other domains. Simultaneously, it should also eliminate

the possibility of backhauling, since backhauling results in a waste of resources.
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Figure 1: The Architecture of IQORA

3 The Integrated QoS Overlay Architecture

We propose an integrated QoS overlay architecture (IQORA) for scalable, efficient, and practical QoS sup-

port. In IQORA, a QSON (QoS overlay network) is constructed as the backbone service domain, which

consists of many strategically deployed proxies by the QSON provider. The overlay paths between proxies

are composed based on the service level agreements (SLAs) between the QSON provider and the underlying

ISPs. Outside QSON, end hosts in access domains subscribe to QSON by proper paths connecting to some

edge proxies advertised by the QSON provider. A high level illustration of IQORA is shown in Figure 1.

Though QSON is an overlay network across multiple domains, from the end user point of view, it is ac-

tually a single logical domain. End-user flows are managed by QSON, and the underlying ISPs only see

“aggregated” flows traversing overlay paths.

To realize IQORA, effective QSON provisioning is necessary. First, end users subscribe to QSON dy-

namically, and it is critical to efficiently route end-user QoS flows along overlay paths in QSON and max-

imize the bandwidth utilization since QSON is a capital-intensive investment. Secondly, due to the higher

failure rate of overlay paths, timely detection on overlay path failure and service degradation is desired.

Lastly, once paths fail or services degrade, QSON has to be equipped with restoration schemes to recover

the failed paths or switch degraded paths to better ones. Stated succinctly, we want to address the issue of

efficient QoS overlay routing, QoS overlay monitoring, and QoS overlay restoration schemes for providing

an integrated service to end users.

In the proposed research project, we will develop and evaluate QoS overlay routing, QoS overlay moni-

toring, and QoS overlay restoration schemes. These schemes will be designed by considering the architec-

8



ture of the IQORA in a unified manner. Towards this end, we first introduce some concepts and terminology,

which will be used in the description of the preliminary versions of the QoS overlay schemes in the next

section.

3.1 Physical Network Structure

The underlying physical network structure from which QSON will be constructed is consistent with the

structure of the present Internet, which is composed of domains. We assume that each one of the domains is

managed by a network service provider (also referred to as underlying ISP in this technical report). QSON

proxies are strategically deployed between domains. Each proxy may belong to multiple domains. In each

domain, we refer to QSON proxies as border nodes, and all other nodes as internal nodes. An internal node

can only be linked to internal nodes or QSON proxies within its domain, whereas a QSON proxy can be

linked to any node (internal nodes or QSON proxies) in the domains it belongs to. For example, in Figure 1,

QSON proxy P2 belongs to both domain D1 and domain D2. We refer to domains hosting end users as

access domains, such as D0, D6, D7, and other domains used for data delivery as transit domains, such as

D1 through D5. The (QSON) proxies in access domains are called (QSON) edge proxies, which are usually

advertised to end users by the QSON provider. In addition, we refer to the (QSON) edge proxy in the source

(or destination) access domain as source (or destination) (QSON) edge proxy. Furthermore, the two proxies

in a transit domain along a path from the source to the destination, are referred to as ingress proxy and egress

proxy in the forward direction. For example, in Figure 1, if a connection originates in access domain D0

and terminates in access domain D6, P1 is a source QSON edge proxy, and P7 is a destination QSON edge

proxy. Also, in the above example P1 and P2 are respectively the ingress and egress proxies for domain D1.

3.2 Logical Network Structure

In order to route end-user requests through the overlay network, for each domain the QSON provider needs

to know about the possible alternate paths between ingress/egress proxy pairs, and the amount of bandwidth

available on these paths. It does not need to know the topology of the underlying ISP domain. The QSON

provider thus enters into a SLA with an underlying ISP, where the SLA specifies the set of alternate paths

between all the pairs of proxies that belong to ISP’s domain, and the amount of bandwidth allocated by

the ISP to the QSON provider on each one of the paths. The initial amount of bandwidth purchased by

the QSON provider can be adjusted based on the demands of the end users of the QSON by modifying the

SLA. The logical view of the QSON thus consists of paths between pairs of proxies in each domain, and

each one of these paths may be annotated by the bandwidth allocated by the ISP to the QSON. For each

path through the domain, the ISP may also provide the QSON information about the number of hops along

the path. Information regarding the number of hops along paths can be used to guide the selection of one

path if multiple suitable paths exist, so that higher efficiency in resource utilization, lower delay, and lower

probability of path degradation can be achieved. Each path will also be annotated with the number of hops
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Figure 2: A Logical View of QSON

along the path in addition to the bandwidth. The logical network structure from the point of view of the

QSON is shown in Figure 2.

3.3 Network State in QSON

The QSON uses the bandwidth allocated along the paths between the proxies to route end-user connections.

As a result, as end-user connections arrive and depart, the amount of available bandwidth along each one

of the paths between the proxies changes dynamically. In the QSON, each proxy maintains the amount of

available bandwidth on all the paths to other proxies in the domain1 that are included in the SLA. Each

proxy also maintains a list of (logical) paths to the other proxies which are in the network but which do not

belong to the same domain(s). A (logical) path between the pair of proxies which do not belong to the same

domain consists of a sequence of proxy nodes. For example, in Figure 1, proxy P1 has a list of (logical)

paths P1P2P4, P1P2P4P7, P1P3P5, P1P3P5P6, P1P3P5P6P7, P1P3P8, P1P3P8P6, and P1P3P8P6P7.

4 Proposed QSON Provisioning Schemes

In this section we describe the preliminary versions of QoS overlay routing, QoS overlay monitoring and

QoS overlay restoration schemes. During the proposed research project the preliminary versions of the

schemes will be refined based on the results obtained from the performance and efficiency analysis studies

(See Section 5).

4.1 QoS Overlay Routing

An end-user QoS connection originates at the source node in the source access domain, traverses one or

more QSON proxies in the transit domains, and terminates at the destination node in the destination access

domain. In order to route such a QoS connection, an end-to-end path which satisfies the QoS constraints

is obtained by composing the paths through the source and destination access domains and one or more
1Here we assume all the domains participating in IQORA are QoS aware. The case of non-QoS aware domains or incremental

deployment, is discussed in Section 5.

10



transit domains in the QSON as explained below. We assume that the end-user connection expresses its QoS

constraints in terms of bandwidth, since the QSON provider can only provide the bandwidth requested by a

user in a guaranteed manner.

To route a QoS connection, the source node forwards probes along all the existing paths to the source

QSON edge proxy within its domain. These probes are loaded with the bandwidth constraints of the con-

nection. Each probe computes the bottleneck bandwidth of the path it traverses in the forward direction.

Therefore, for each path between the source node and the source edge proxy, a probe will reach the source

edge proxy. The source edge proxy then selects a suitable path among the possibly multiple paths. A suitable

path between the source node and the source edge proxy is the one that has sufficient bandwidth to satisfy

the constraints of the connection. If multiple suitable paths are available, then one can be selected either

randomly, or based on other criteria such as the number of hops along the path, or the actual bottleneck

capacity of the path.

Departing from the source access domain, the probe is forwarded by the source edge proxy to other

proxies in the same domain as the source edge proxy. The proxies chosen to forward the probes are such that

they lie along the possible multi-domain (logical) paths leading to the destination edge proxy. To choose the

possible multi-domain paths, we suggest a criteria of coarse-grained delay threshold. This delay threshold

can be expressed in terms of the number of proxies along the path. A possible multi-domain (logical) path is

thus a path where the number of proxies along a path is less than a pre-specified limit. Before forwarding the

probe to the next proxy, the source edge proxy composes the bandwidth of the path carried by the probe with

the bandwidth of a suitable path between itself and the next proxy, and loads the probe with this bandwidth. A

suitable path in a transit domain can be selected based on criteria similar to those described for the selection

of a path in the source access domain. Additional administrative factors included in the SLA between the

QSON and the underlying ISP (for the domain) may also be considered in the selection. For example, some

paths through the domain may have a higher cost, in which case these paths may not be chosen unless

it is absolutely necessary. If multiple possible paths to the destination edge proxy exist through a single

egress proxy, then the probe is forwarded only once to the egress proxy. If no path between the chosen

ingress/egress proxy pair has sufficient bandwidth to satisfy the bandwidth requirements, the probe is pruned

and not forwarded further or pruned. The probe is then forwarded to the next proxy along the selected path.

After the next proxy receives the probe, it repeats the same process as that of the source edge proxy. This

continues until the probe reaches the destination edge proxy. In summary, for each domain along a possible

logical path, the ingress proxy forwards the probe to the egress proxy in the domain. Before forwarding the

probe, the ingress proxy updates the bandwidth of the path carried by the probe with the bandwidth of a

suitable path between itself and the egress proxy.

When a probe reaches the destination edge proxy, it carries the bandwidth of a path between the source

node and itself. The destination edge proxy then forwards the probe to the destination node along all the

paths (probe flooding as in the source access domain). Thus, each probe that reaches the destination node

carries the bandwidth of a path between the source and the destination nodes. The destination node then
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compares the QoS metrics of the path(s) (i.e., the bottleneck bandwidth) with the bandwidth requirement of

the connection and selects one. The final path selection may also be based upon other administrative factors

enforced by the QSON.

Renegotiation: During the routing of an end-user connection, if the QSON provider encounters a situation

where the available bandwidth along all the possible logical paths between the source and the destination

edge proxies is less than the bandwidth requirements of the connection, the provider has two options. In the

first option it can choose to block the connection. This option though simple is not desirable. In the second

option, it chooses a possible path and determines the domain(s) in which the available bandwidth is less than

the bandwidth requested by the connection. It can then negotiate with the ISPs to upgrade the bandwidth in

those domains.

An Example: We explain the above QSON routing scheme with the help of an example. Referring to

Figure 1, we consider a connection originating at the source node Ns in domain D0 which is to be routed to

the destination node Nd in domain D6. The QoS constraints of the connection are expressed in terms of the

required bandwidth, say b units. In order to route this connection, the source node Ns floods probes along

the path NsR0R1 towards source edge proxy P1. At node Ns, the bandwidth of the path NsR0 is compared

with b units, and since this bandwidth is higher than b units, the probe is forwarded to node R0. At node

R0, the bandwidth of the path NsR0R1 is composed, and upon determining that it is greater than b units,

the probe is forwarded to node R1. The same process is repeated at node R1, and the probe is forwarded

to the source edge proxy P1. At proxy P1, three possible paths which satisfy the pre-specified limit on

the number of proxies (delay-constrained threshold) exist to proxy P7, which is the destination edge proxy.

These three paths are P1P2P4P7, P1P3P5P6P7, and P1P3P8P6P7. For the first path, proxy P1 composes

the bandwidth of the path NsR0R1P1 with the bandwidth of the suitable path between itself and P2, finds

that the bandwidth of the entire path NsR0R1P1P2 to be greater than b units and hence forwards the probe

to proxy P2. The probe is forwarded to proxy P2 along the chosen suitable path. The destination edge proxy

can be reached along the second and the third path by a single egress proxy, namely, As a result, a single

probe is forwarded to proxy P3, by proxy P1 by composing the bandwidth of the path NsR0R1P1 with that

of the suitable path between P1 and P3 and upon determining that it is greater than b units. When the probe

reaches proxy P2, the same process is repeated for the path between P2 and P4, and upon determining that

the overall path between Ns and P4 satisfies the bandwidth constraints, the probe is forwarded to proxy

P4. At proxy P3, however, it is determined that the bottleneck bandwidth of the paths between P3 and the

egress proxies P5 and P8 is not sufficient to satisfy the bandwidth constraints of the connection. As a result,

the probe that reaches proxy P3 is pruned and not forwarded any further. The probe that reaches proxy P4

continues to traverse to the destination proxy P7 since the bottleneck bandwidth of the path traversed by the

probe satisfies the QoS constraints. When a probe reaches the destination proxy P7, probes are once again

flooded to the destination node Nd along all the existing paths.
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Flow State: For an end user connection, once a path is determined by the proposed routing scheme,

resources (i.e., bandwidth) will be reserved along the path (using RSVP-like resource reservation proto-

col [164]). To route packets, obviously, each proxy needs to retain information of its next logical hop (i.e.,

next proxy). In addition, to facilitate monitoring and restoration, each proxy is also expected to maintain

the flow state information which consists of the proxy that is two hops away, the source edge proxy, and the

destination edge proxy in the path. For example, proxy P3 along the path P1P3P8P6P7, will maintain the

following state: next proxy P8, two-hop proxy P6, source edge proxy P1 and destination edge proxy P7. We

will discuss how this additional flow state information is used to facilitate the design of QSON monitoring

and QSON restoration schemes in next two sections.

Advantages: The routing scheme described above offers several advantages over prevalent inter-domain

routing schemes. First, on-demand uncontrolled probe flooding via all the existing paths is used only in the

source access and destination access domain. Since the access domains are smaller in size, uncontrolled

flooding is affordable. In a transit domain, probes are not flooded along all the existing paths between every

ingress/egress proxy pair that lies along a possible logical path. Instead, a probe is sent only along the se-

lected path between each possible ingress/egress proxy pair. This significantly mitigates the overheads of

conventional inter-domain routing via probe flooding where probes are forwarded along all the inter-domain

paths that exist between the source and destination proxies. For example, if there are three transit domains

between the source and destination proxies, such that the first domain has three alternate paths, the sec-

ond one has four paths and the third domain has five paths. In the conventional schemes, probes would be

flooded across all the sixty paths that result from the combination of paths in the three domains, whereas in

the proposed scheme a probe would traverse across only one path in each one of the domains. Probe pruning

mitigates the overheads further through the transit domains. Another significant advantage of this scheme is

that it facilitates the determination of multiple candidate paths for routing a QoS connection without incur-

ring any additional overhead. Thus, if resource reservation fails along the selected path, it can be attempted

along another path which is readily available.

4.2 QoS Overlay Monitoring

In this section we describe the proposed QoS overlay monitoring scheme, and also discuss how the monitor-

ing scheme is designed to leverage information from routing. The monitoring scheme is mainly concerned

with distributed monitoring with an explicit goal to the detect the domain in which degradation occurs.

Each QSON proxy along an established QoS overlay connection is designated to be a monitor. As dis-

cussed in QoS overlay routing scheme, during resource reservation, the QSON proxies along the path are

instructed to record the identity of the source edge proxy to which the traffic measurements are to be period-

ically forwarded. For example, proxies P2 and P4 will be designated to monitor a connection routed along
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the path P1P2P4P7.

Advantages: Designating the QSON proxies along a connection eliminates the issue of having to specify

and locating the monitors. Also, in each domain, it is ensured that the monitors are the two end points

of the connection through the domain. If a degradation is detected by analyzing the traffic measurements

collected by the monitors which represent two end points of the connection through a domain, it can be

localized to the domain with higher confidence. For example, referring to Figure 1, if a degradation is

detected by analyzing the traffic measurements recorded by proxies P1 and P2, then the cause is likely to

lie in domain D1. Thus, the identity of the domain where degradation occurs can be determined while

preserving the security of the domain. Since the QSON proxies are pre-designated as monitors, unlike in

the conventional techniques where any node could potentially serve as a monitor, the monitors are much

smaller in number since the number of QSON proxies will be much fewer compared to internal nodes.

Thus they may be equipped with special purpose hardware, to obtain accurate time from the Universal

Time Coordination (UTC) [19, 49, 125] without incurring undue costs. Hence, once the QSON proxies are

synchronized, the source edge proxy may be able to obtain synchronized information from them without

any special synchronization technique. The QoS overlay restoration scheme described in Section 4.3, also

charges the QSON proxies with the responsibility of restoring the connection in the event of QoS degradation.

Thus by designating the QSON proxies to be monitors and assigning them the responsibility of restoration,

the issue of remedying the degradation can be handled efficiently.

4.3 QoS Overlay Restoration

In this section we describe the proposed reactive restoration scheme and also discuss how it couples with the

proposed QoS overlay routing scheme to achieve better restoration. The QSON provider is only responsible

for the portion of the path between the source edge proxy and the destination edge proxy. As a result, the

proposed restoration scheme only addresses restoration of the path through the transit domains, between the

edge proxies. It does not address restoration of the paths through access domains.

Since proxies along the overlay path are designated to be the monitors, we assume proxies are robust.

However, the paths between proxies are prone to failure. If a path in any one of the transit domain fails, then

line restoration for a connection routed along the failed path is performed between the ingress and egress

proxies in the transit domain. The alternate paths between the proxies included in the SLA, and the band-

width available along the alternate paths is used to select a suitable one to route the connection. If a suitable

alternate path does not exist between the original ingress/egress proxy pair, then the ingress proxy checks

whether a path is available from itself to the proxy that is one hop away from the egress proxy (next-hop

proxy). Each proxy retains information about the next-hop proxy for each flow in the resource reservation

phase as described in the QoS overlay routing scheme. The path between the ingress proxy and the next-hop

proxy should not be through the domains (except for the domain in which the disruption lies, and the domain

to which the egress proxy belongs) that are already along the path. This is necessary to avoid backhauling.
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If a path is available between the ingress proxy and next-hop proxy which satisfies this criteria, then the

original routing scheme is used to determine if this path has sufficient bandwidth to satisfy the requirements

of the connection. If the available bandwidth along this path is adequate, then the connection between the

ingress/egress proxy pair is restored to the path between the ingress proxy and the next-hop proxy. If no

suitable path exists between the ingress proxy and the next hop proxy, end-to-end restoration between the

source edge proxy and destination edge proxy is performed.

Example: We explain the QoS restoration scheme with the help of an example. In Figure 1, consider a

connection routed from proxy P1 to proxy P7 along the path P1P3P5P6P7. Suppose for this connection the

path between proxies P3 and P5 through domain D3 fails. In this case, to restore the disrupted connection

an alternate path with sufficient bandwidth between proxies P3 and P5 needs to be obtained. If a suitable

alternate path is found, then the connection is restored to that path. On the other hand, if a suitable alternate

path does not exist between proxies P3 and P5, then it is determined whether there exists a path from ingress

proxy P3 to next-hop proxy P6 through domains that are not already on the path. Referring to Figure 1, it

can be observed that a path exists from proxy P3 to next-hop proxy P6 through proxy P8. Proxy P8 belongs

to domain D3 (in which degradation lies) and D4 (to which the egress proxy P5 belongs), but it does not

belong to any other domains that lie along the original path. If sufficient bandwidth is available to restore

the connection to the path P3P8P6, then the connection is restored to that path. If sufficient bandwidth is not

available along this path, then the connection is restored end-to-end between the source edge proxy P1 and

the destination edge proxy P7.

Advantages: The above QoS restoration approach offers many advantages. The most important advantage

is that it eliminates backhauling altogether while simultaneously trying to limit the impact of the restoration

on the rest of the network in the following manner. Line restoration is initially attempted directly between

the ingress/egress proxy pair which is affected by failure. In this case the impact is limited to the domain in

which the failure has occurred. Also, in this case, line restoration is essentially used to restore the portion of

the path through the domain between the two end points, and is equivalent to end-to-end restoration within

the domain. As a result, backhauling is eliminated. If the connection cannot be restored between the original

ingress/egress proxy pair in the first step, then in the next step, line restoration is attempted between the

ingress proxy and the next-hop proxy, in which case a few additional domains may be impacted. However,

by choosing a path between the ingress proxy and next-hop proxy through domains that do not already lie

along the connection (other than the domain in which the failure has occurred, and the domain(s) to which

the egress proxy belongs), backhualing can be eliminated. The nodes between which line restoration is

performed are pre-designated, and not chosen arbitrarily. Also, by restoring the failed portion of the path

between its two end points, multiple failures in the domain can be considered. End-to-end restoration is used

only as the last resort to restore a connection.
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5 Performance Analysis and Evaluation

We plan to extensively evaluate the proposed QoS overlay schemes for their associated overheads and per-

formance measures via simulation and experimentation. For each scheme, we will identify a set of design

parameters and analyze the influence of these design parameters on the overheads and the performance

measures of the scheme. Different topologies of the overlay network and end-user traffic patterns will be

considered during evaluation. The proposed schemes will also be compared with the prevalent techniques in

the literature.

5.1 Evaluation via Simulation

The preliminary set of simulation experiments are described below. For each one of the simulation experi-

ments, we describe the objective of the experiment, the initial set of design parameters, metrics to estimate

the associated overheads and the performance measures. Subsequently, additional simulations will be iden-

tified based on the analysis of the results obtained from this preliminary set.

5.1.1 QoS Overlay Routing Scheme

The proposed QoS overlay routing scheme will be compared with prevalent inter-domain routing schemes

which include source routing with and without aggregation, and distributed routing via probe flooding. The

schemes will be compared with respect to their overheads during the process of routing connections. Since

overheads in each one of the schemes are caused by different factors, objective metrics to quantify these

overheads for each one of the schemes which allow for a fair comparison among them will be determined.

Performance measures that will be used for comparing the schemes include the connection blocking rate,

connection bandwidth blocking rate and the delay incurred in determining a suitable path or the routing

delay.

5.1.2 QoS Overlay Monitoring Scheme

In the proposed QoS overlay monitoring scheme, no additional traffic is generated to manage the monitoring

process. Thus, initially we seek to obtain a quantitative estimate of the additional traffic that is avoided in

proposed technique as compared to the prevalent distribution monitoring techniques [67, 68, 148]. Further,

we will investigate the ability of the monitoring scheme to consistently detect the domain in which the

degradation occurs. We will then seek to investigate the overheads associated with transmitting recorded

traffic measurements from the monitors to the source node for the purpose of monitoring. A design parameter

which will have an impact on the detection capability of the monitoring scheme as well as on its overhead,

is the frequency with which the monitors record and send traffic measurements, and the influence of this

parameter and the associated tradeoffs will be investigated.
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5.1.3 QoS Overlay Restoration Scheme

The proposed QoS overlay restoration scheme which is a hybrid of end-to-end and line restoration will be

compared to schemes which use pure end-to-end and line restoration. When a portion of a path along an

established QoS overlay connection fails, the number of alternate suitable paths (which do not cause back-

hauling) available for line restoration determines the probability that the disrupted connection can actually be

restored using line restoration. Thus, one of the performance metrics used for comparison of these schemes

will be the average number of alternate paths available for line restoration. When a connection is disrupted,

an alternate suitable path must be determined and the connection must be restored to that path as soon as

possible. The delay incurred in determining an alternate suitable path, and restoring the connection to that

path is termed as restoration delay. The schemes will also be compared with respect to their restoration delay.

5.1.4 Integration of Routing, Monitoring and Restoration Schemes

Initially, the routing, monitoring and restoration schemes will be evaluated individually. Subsequently, the

three schemes will be evaluated in an integrated manner, to analyze the interplay between these schemes.

Integrated evaluation will seek to assess how the design parameters of one scheme influence the overheads

and performance of other schemes.

5.2 Experimental Evaluation

We propose to implement IQORA in PlanetLab [2] and Internet2 [1]. PlanetLab is essentially a loosely

structured overlay network, which does not provide guaranteed QOS services, while Internet2 enables many

advanced networking features, such as MPLS and DiffServ support. We will deploy QSON proxies in In-

ternet2 and PlanetLab, and using measurements, we will compose several overlay paths between any two

QSON proxies. In our testbed, we will treat PlanetLab and Internet2 as two neighboring transit domains,

in order to deploy a QSON logical network. Access domains will comprise the UCONN network and net-

works of other collaborating universities. We will implement the proposed overlay routing, monitoring, and

restoration schemes in the testbed, and evaluate the performance of these schemes via experimentation.

5.3 Incremental Deployment

Due to its formidable size, it is feasible to employ a QoS scheme in the Internet only if it can be deployed

in an incremental manner. In the previous sections, we assume each domain including source access domain

and destination access domain are QoS-aware. However, it is possible that some domains may not be capable

of providing QoS services. For the domain which is not QoS-aware, the QSON proxies in the domain could

use measurements to obtain QoS metrics, such as bandwidth capacity, delay, etc. In such situations, although

IQORA cannot provide guaranteed services, significantly enhanced services may be possible.
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6 Conclusions

In this technical report, we have described our proposed research for integrated provisioning of QoS overlay

networks. The contributions of the proposed work could be summarized as follows:(i) A practical overlay

architecture IQORA for scalable and efficient QoS support, (ii) Effective and efficient schemes for QSON

integrated provisioning, which involves QoS overlay routing, QoS overlay monitoring and QoS overlay

restoration, and taking into consideration the synergies in these issues, (iii) Extensive evaluation of the

schemes to obtain quantitative estimates of the overheads and performance measures for various network

topologies and traffic characteristics, (iv) A real testbed of IQORA in Internet2 and PlanetLab for the ex-

perimental evaluation of the schemes, and (v) A network design tool which encapsulates the schemes in a

user-friendly manner which could be used by a QSON provider for network design and planning.
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