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Abstract

The aim of this paper is to re-examine the energR@elationship for the US for the period
1946-2000 by redefining energy in terms of exethg @mount of energy available for useful
work) and the amount of useful work provided fromergy inputs. This enables us to
examine whether output growth depends on eitheqtiaatity of energy supplied and / or the
efficiency of energy use. Two multivariate modelsres estimated involving GDP, capital,
labour and the two measures of energy. We finduhatirectional causality runs from either
energy measure to GDP. We attribute the causatidmoth short- and long-run effects in the
case of exergy, but only long-run effects in theecaf useful work. We find no evidence of
causality running from GDP to either energy measwWe infer that output growth does not
drive increased energy consumption and to sustaig-lerm growth it is necessary to either
increase energy supplies or increase the efficiasfcgnergy usage. Faced with energy

security concerns and the negative externalitidessil fuel use the latter option is preferred.

1. Introduction

The primary motivation of this paper is to undemstahe long term relationship
between energy consumption and economic growthrggnis essential for any form of
economic activity and advances in energy consurtesgnologies, coupled with increasing
energy consumption, have characterised indusaigdis and economic development
processes over the past century. However, it canka argued that the relative importance of
energy consumption for economic growth has chargyed time as ‘developed’ economies
have evolved, shifting their production structunag from energy intensive industries to less

energy intensive service activities.
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From a theoretical standpoint, assuming a singletoseeconomy, conventional
economic theory attributes only marginal importat@wenergy as a factor of production by
following the argument that energy’s share in tdgéaktor cost is small compared to the cost
shares of capital and labour. Following this logiee share for oil is about 4% of US GDP,
therefore a typical cut of 10% in oil consumptiooul result in a GDP reduction of 0.4%,
from the average 3.5% annual growth. It is thensiiibs to argue that this is only a small
fraction of the growth that will be generated byganous technological progress. It follows
that reducing energy consumption will not signifitg impact output growth, in other words
that energy is neutral to growth. This line of amguntation has given rise to the “neutrality
hypothesis”. However, experience of the effectsesburce scarcity and energy conservation
measures adopted following the dramatic oil pritge$in 1973/74 and 1979/80 suggest that
constraints on energy consumption can adversegctafconomic output. Indeed, empirical
evidence shows that oil-shock related declinestiva to trend, were on average nearer 4 %,

or ten times that predicted by the conventionatidiashare argument (1).

The relevant question then is whether energy copomcauses economic growth or
whether it is simply a consequence of the levekadnomic activity? The first studies to
address this question through empirical researak stmulated by the oil crises of the early
70s and focussed on the US (2-7). More recenttgrast in the causality question has gained
new momentum with concerns about climatic changepgsals to limit C@ emissions by
restricting fossil fuel consumption (8,9), with @emns about Peak Oil, finally with the

development of new analytical techniques (10).

Empirical research has not provided conclusive enwe to unambiguously determine
the existence or the directionality of causal retahips between energy consumption and

economic growth. A review of the literature desergempirical studies for the US provides
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an example of the general lack of consensus. Kaafl Kraft (2) and Abosedra and
Baghestani (11) found evidence of unidirectionalisadity running from GNP growth to
energy consumption. Stern (12) found evidence ofdlitettional causality running in the
opposite direction, from energy consumption to GBBwever, the majority of published
studies have found little or no evidence of catis§i,5,13). There are several similar energy
— economy studies for other countries. Erol and (Yy found a significant causality
relationship running from energy to GDP. For Kor&d and Lee (14) found evidence for
causality running in the opposite direction from BB energy consumption for the period
1960-2001. Notwithstanding country-to-country diéfleces, the results for any given country
differ with the period studied, the choice of matblmgy, and the method of aggregation of

energy flows.

Issues of temporal coverage and choice of methog H@een comprehensively
discussed by several authors (12,15,16). We suraentivem briefly here. The original results
of Kraft and Kraft (2), for the US over the peri@847-1974, were put in doubt by Akarca
and Long (3) who showed, using the same Sims (18thodology, that the results were
sensitive to the time period under investigatioheyl found no evidence of causality for the
period 1947-1972. Similarly the unidirectional cality relationship running from energy to
GDP identified by Erol and Yu (6) for Japan for fyeriod 1950-1982, again using tests based
on Sim’s method, was no longer found to be sigaiitcif the period was restricted to 1950-
1973. As well as affecting the statistical propestof the sample data, it can be argued that
the relationship between economic growth and enemysumption changes over time as

economies evolve, react to and restructure aftegenxous shocks.
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The use of time series analyses, based on the &réb8) and Sims tests, overcame
initial concerns about the inappropriate use of G non-stationary dataBut a two-step
Engle and Granger (19) method is not able to tgpiotmeses concerning the long-run
relationship between variables. Moreover, bivariatethodologies may fail to detect
additional channels of causality. A multivariatethzelology is important because changes in
energy use are likely to be countered by the duwitisin of other factors of production,
resulting in little overall impact on outp(8). However, a multivariate vector autoregressive
(VAR) model is not suitable in the presence of tagmnation. To be robust, causality tests for
cointegrated variables must be applied to vectoorecorrection models (VECMs) that
describe a stable long run relationship betweenvtréablesand the adjustment of each
variable back towards ‘equilibrium’ following distuances caused by (temporary) changes in
the relationships with the others and shocks tletehpushed the system away from its
‘steady-state’. Multivariate cointegration analybssed on Johansen’s multiple cointegration
tests has been widely accepted as the most suitadtleod to analyse the causality structure

of non-stationary macroeconomic time series.

Arguably questions concerning the data to includéhe multivariate analysis have
received less attention. As we mention, the omisgib relevant information may be the
reason why the time series do not cointegrateléaoupl¢ and causality between output and
energy consumption is not detected (20). Decougbietyveen energy and output may also
occur as the relationship between the two varlesugh technological change, shifts in the
composition of energy inputs and / or the enerdgnsity of industry. For macroeconomic

studies the variables that are generally considenpdrtant are of course the other factors of

! In studies applying ordinary least squares (Ob3dg transforms of variables, the failure to actdor the
time series properties of the data has been atmdtsaurce of spurious and contradictory resdlte OLS
method is not appropriate for non-stationary tireges (36).
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production, capital stock and labour force, butrgnerices, consumer price index, money

supply and government spending have been incogmbmtcertain analysis (21).

The method of aggregation of energy flows can alsart a significant effect on the
results of the analysis (22). Energy flows are nooshmonly aggregated in units of thermal
equivalents, but this method fails to reflect thalgative differences among energy inputs.
Two alternatives exist: the economic approach ugirige-based aggregation (the Divisia
IndexX); the exergy approach based on application ofséwnd law of thermodynamics. In
two studies, Stern (8,12) tests for cointegrationd &ausality between energy use and
economic activity and compared the results whemgsnie measured in thermal equivalents,
with those provided using a quality-adjusted endmjyisia) index. For the US (1947-1990)
using a multivariate model with energy measureth@rmal equivalents he finds statistically
significant evidence for unidirectional causalignning from GDP to energy. With the same
multivariate model using a quality-adjusted enemglex he finds that the direction of
causality is reversed; quality-adjusted energy Hgea causes’ GDP. In the more recent study
of the US energy — economy relation (1900-1994Jids statistically significant evidence

for mutual (bi-directional) causality between qtyaldjusted energy and GDP.

An alternative to the Divisia index method of aggting energy flows is based on
thermodynamic principles; the concept of availadniergy (exergy) and the ability of exergy
to provide ‘useful work’ at the point of use. Nmgle method of aggregation is able to fully
capture usefulness; as such exergy does not caqerieen aspects of economic utility such as
cleanliness, ease of storage or of transport. xdoes however aggregate energy inputs
according to their principle defining quality cri - and provides a science-based and time-

invariant measure of - the potential of energy tepio generate useful work that can be

% The Divisia price-based aggregation assumes tieagg quality can be measured by using the pridae$,
expressed as expenditure shares, to weight thairdogiivalents.
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delivered to the point of use. In turn, the aggtegaeasure of useful work provides an index
describing changes in the structure of energy suplantity and quality of energy inputs),
technological progress (precisely the efficiencyeakrgy conversion technologies) and the
structure of energy service demand (the type ofuliserk or energy services — heat, light,

mechanical drive.)

To date the exergy and useful work — output refetibave not been examined using
multivariate cointegration methods. Yet, findingathuseful work is causal on economic
growth would suggest that economic growth can beusated by improving (a) the exergy
content of energy inputs (b) energy efficiency oy dltering the pattern of energy service
demand rather than simply increasing total eneexer@y) consumption. In other words it
may be possible to decouple energy consumptionemotomic growth whilst increasing
energy service provision through improved efficien€ energy conversion technologies. The
implications of this are highly relevant for ecoriemtoday facing energy security and more

rational use of GHG emitting fossil fuels.

The principle objective of this paper is to comp#re exergy—GDP and the useful
work—GDP relationships of the US for an unpreceel@ntime period (1946-2000). To
facilitate direct comparison of our results witloske of others we perform the tests using a
framework that takes commonly used inputs (capia@bour) to a single sector energy
augmented production function of Cobb-Douglas iypa/e calibrate two vector error
correction models (VECM), the first taking exergy@ameasure of energy inputs, the second

‘useful work’, using Johansen’s methodology (10).

% The inputs to the analysis are the same, butdysion of lagged error correction terms, the latkny
constraints of constant returns to scale and ngathes coefficients (elasticities), the resultinguariate
VECM for GDP is not a production function. The eroorrection term in the VECM, describing the langp
relationship, can sometimes be interpreted as @uptimn function if the coefficients have the ceotrsign and
magnitude but in practice their value is more oftean not unrealistic.
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The paper is organised as follows. First we intoedthe concepts of exergy and
useful work and summarise how they were estimasattion 2) before describing the
methodology and empirical results (section 3). lfn@ection 4) we summarise our findings

and provide suggestions for further analysis.
2. Variables definition and data sour ces

Energy fails to reflect the differences in the épibf a unit of energy to do useful work (and
produce goods and services) in the economy. Exsrgyn unfamiliar term, but it is really
what non-technical people usually mean when thesalsppof energy. Exergy is available
work: specifically it is the maximum amount of watkat can be recovered from a system as
it approaches reversible equilibrium with its sumdings. There are several kinds of exergy,
including physical exergy (kinetic energy), thermeergy (heat) and chemical exergy
embodied in fuels (which can be equated approximatethe heat of combustion of that

fuel.)

The term ‘useful work’ was introduced several tingsove without definition. In
physics texts, work is usually defined as a forperating over a distance. However this
definition is not helpful if force is undefined. @tbest explanation may be historical. Useful
work was originally conceptualized in the™&entury in terms of a horse pulling a plow or a
pump raising water against the force of gravityriby the past two centuries several other
types of work have been identified, including thatrwvork, chemical work and electrical
work. It is possible to state that whatever incesathe kinetic or potential energy of a
subsystem can be called ‘work’ (it being understtwt the subsystem is contained within a
larger system in which energy is always conserbgdiefinition). Electricity can be regarded
as ‘pure’ useful work, because it can perform eithechanical or chemical work with very

high efficiency, i.e. with very small frictional $ses.
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We emphasize that the exergy content of fuels &merdgaw materials can be equated
to the theoretical maximum amount of (physical) kvtinat can be extracted from those
materials as they approach equilibrium reversibliollows from the definition of exergy that
the actual amount afiseful workdone by the economic system is less than the elieal
maximum (available work or exergy.) Indeed, théoraf actual to theoretical maximum can

be regarded as an approximation oftéehnicalefficiencyof energy use in the economy.

The exergy and useful work database were develdpmd available statistical
sources. Details of the methodology can be foun@2B) and are summarised here. The
accounting methodology to estimate exergy and useduk consumption comprises three
distinct stages. The first involves compilation aggparent consumption of natural resource
exergy flows (coal, oil, gas, wind, water, nucleard biomass), the second allocation of
exergy to each category of useful work (thermalcimamical-prime movers, light, muscle),

and the third estimation of the useful work proddey each.

The method of exergy accounting depends on theuresanput. For fossil fuels
historical consumption data is converted from haattent to exergy content using well-
defined coefficients Estimates of hydroelectricity, aeolian, solar anttlear exergy inputs
are not equal to the electricity they generate amdnot available in statistical records. Our
approach is to develop time series of estimatekeogfficiency of conversion from exergy to
electricity (pure useful work) for each technoldgyestimate the original exergy input\s
an example if the average efficiency of hydroeledtations is 85% then we simply use the

reciprocal to estimate the exergy content of theemfowing through the system.

* The coefficients adjust heat of combustion measto@ccount for work done by diffusion productstios

atmosphere.

® For nuclear exergy we assume that the conversimreps equals the efficiency of steam conversion to
electricity approximately 33%. Food and feed exasggstimated by back-calculation from energy comesl
and an estimate of the efficiency of the food agetifconversion process.
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The next step is to allocate all exergy flows te of four use categories. The first use
category is fuel used to generate heat, eitherraseps heat for industry (high and mid
temperature heat) or for space heat and hot whter temperature heat). The second use
category is fuel used to drive prime movers, ingigdall kinds of internal and external
combustion engines, from stationary steam turbiogst engines. We subdivide this category
into two groups: the first includes fuels used émerate electricity (or pure work) that must
then be further allocated across the other end{2ggsthe second includes all other forms of
mechanical work (mostly transport). The third uaéegory is exergy used to generate light.
The fourth use category includes muscle work predidy draught animals and human

workers.

The final stage requires development of time seofethe efficiency of conversion
from exergy to each of the use categories to esgiie useful work supplied (if both exergy
input and useful work output are unavailable, athés case for electricity generation from
fossil fuels). Efficiency estimates are derivednfreengineering studies or from simple

thermodynamic process calculations, the detailgto€h can be found elsewhere (23).

The aggregate useful workl™ in yeart is then simply the exergy inpit to each
exergy use categoryi=1,...,N, multiplied by the estimated time dependent conwversi

efficiency,
. N
U, :Z/‘it E, . (1)
i=1

Yearly estimates of GDP, capital and labour for pexiod 1946 to 2000 were
provided by Maddison (25) augmented by own estimateere lacking. Prior to analysis all

variables (GDP £), capital =K, labour= L, exergy= E and useful work %J) were indexed
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by dividing the value in each year by its initi@lwe in 1946 and log transformed for example

(q =In(Q/Q=104¢, and are hereafter represented by small lettgkd, e, V).

3. Empirical study

We use a three stage procedure to test for themeesand direction of causality. In the first
stage we test for the presence of unit foimtshe presence of structural breaks to ascetttain
order of integration of the time series. In theosetstage we test for the existence of a long-
run equilibrium relationship. In the final stage veenstruct multivariate Granger-type

causality tests within a vector-error correctiond@iting framework.

3.1. Unit root and structural break tests

Results of the Phillips-Perron unit-root teapplied to the data in levedsd their first
differences are shown ifiable 1 (26). The unit root hypothesis cannot be rejectadall
variables in levels (5% critical level), but canregected for all variables in first differences,
therefore all variables are 1(1). However, standstatistical unit root tests are biased in
favour of a unit root hypothesis in the presenca efructural break, where every shock may

determine a new growth path.

The problem arises because there is no attempistmglish between a unit root
process from a trend stationary series with bréallse trend function. We therefore applied

a modified unit root test that allows for a struatuichange in the time series, modelled as a

® Unit root tests applied to a time series determifeether the mean, variance or autocorrelation éxhib
permanent shocks over time. If the fluctuations rasebounded the time series is non-stationarythedime
series is said to possess a unit root. Non-statyditae series which possess a unit root and atéoosary after
differencing are said to betegrated of order](1), where the term ‘integrated’ refers to the sweion of the
error term over time.

" The Augmented Dickey-Fuller (ADF) unit-root tesickthe stationarity test of Kwiatkowski (31) wetsa
applied. These tests confirm the results providethb PP test.
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change in slope or intercept of a modelled trengdotZand Andrews (27) extended the
Dickey-Fuller unit root test to allow for the sintrheous estimation of possible breakpoints
for the intercept and slope of the trend mddlr tests confirmed, for all time series, that we
could not reject the ZA null hypothesis (presente anit root and no structural break) in

favour of trend stationarity about a deterministénd with a single breakpoint.
3.2. Cointegration tests

On the basis that the variables are integratechefsame order we use the multivariate
cointegration analysis framework developed by Jeban(10, 30, 31) and Johansen and
Juselius (32) to test for the presence of cointEa We test two models: the first model
(model A) includes GDP, capital, labour and exefgy the second (model B) replaces

exergy with useful workw). The vector error-correction model (VECM) is giMey

p-1

Dy, =a(By,+ 1)+ D TAy, . +y+e, )

i=1

where Ay; contains the growth rates of the variables (inatdgms), zis anrx 1
vector of coefficients representing a constanthis ¢ointegration spacg,a K x 1 vector of
parameters representing a linear trend in the dewkkhe datag is a matrix of adjustment
coefficients, is the matrix of cointegrating vectorfs, are matrices of short-run dynamics

coefficients and; is a vector of random disturbances.

The results of pre-estimation tests for the nundfdags to include are presented in

Table2. The indicated number of lags to use varies fromo 5. The Akaike Information

8 This development overcame problems with a singiltension of the Perron tests that rely on an exoge
estimate of the data of the structural change.

° If the log likelihood of the unconstrained modet includes the cointegrating equations is sigaiftly
different from the log likelihood of the constrathmodel that does not include the cointegratingaiqos we
reject the null hypothesis of cointegration.
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criterion (AIC) systematically selects more thae tichwarz Bayesian information criterion
(SBIC). However, subsequent tests for normalityeblasn the sample skew and kurtosis, also
a Lagrange multiplier (LM) test for the absencesefial correlation, indicated that these

models were correctly specified if 3 lags are ideld.

The next stage of the analysis involves identifyiing rank and trend structure of the
VECM. Parameter estimation and hypothesis testing sensitive to the choice of
cointegration rank and the decision to includexauwde a constant and/or linear trend in the
variables and the cointegration space. We use aeséigl application of Johansen’s
maximum likelihood estimator of the VECM parametansi the ‘trace’ statistic methtdo
identify both (15). The results of these cointeigratests for models withouj=1) and with
(=2) a linear trend are presentedtable 3. We conclude that there are two cointegrating

vectors for a model including a linear trend in lineels of the data.

3.3. Granger causality tests

The Granger representation theorem asserts thdheif variables are 1(1) and
cointegrated, there must be either unidirectiomabidirectional Granger causality (19). On

expanding ouequation 2, we can express the VECM for GD) @s,

10 Let M;; denote the combination of rank and deterministimgonent, whereis the ranki(= 0, 1, 2) and is
the modelj = 0 is a model with no constants or time trends,1 is the model with no linear trend in the data
but with mean stationary cointegration equatiorsjan2 is the model with a linear trend in the datd erean
stationary cointegration equatidhisThe “trace” statistic method is applied for thesnrestricted model

and the test statistic compared to the 95% critiahle. If the model is rejected we keep the raguenption and
relax the trend assumption, testing model spetifinaV, ;. If this model is rejected we increase the ramnth
proceed to tegt= 0 andj = 1, stopping once the trend specification and mekboth accepted.
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r p-1 p-1 p-1 p-1
Aqt = yl + Zal,kvk,t—p + Z el,sAqt—s +Z ez,sAkt—s +Z ea‘,sAlt—s +Z 64,3Aut—s +81 (3)
k=1 s=1

s=1 s=1 s=1

whereq; x are adjustment coefficients weighting the coirdéign vectors., and &, s
are short-run coefficients weighting the laggedwdlo rates of the dependent variables.

Similar expressions can be written for the otheraldes.

We can investigate Granger causality by testingsilgeificance of the coefficients
using Wald test statistit’s To test for the short-run causality of useful kv@x) on GDP we
test the hypothesisgHé, s = 0 for allp-1in equation 3. We can also investigate how fast the
dependent variable responds to deviations from loimg-run equilibrium by testing the
significance of the adjustment coefficieris: a; k= 0 weighting the error-correction term
(14). Finally we can check for ‘strong’ (or longajuGranger causality by checking whether
the two sources of causation are jointly significarne joint test identifies which variable(s)
are responsible for short-run adjustment of theialdes to the long-run ‘equilibrium’
following a shock to the economic system (33). Tésults of both short-run and ‘strong’

Granger causality tests are presentetdlimhe 4.

We consider the evidence for short-run causalitgt fand focus on the causality
relations between the energy measures (exergyylusefk) and GDP. For model A (taking
exergy as an input), we find evidence of causdiityn exergy to GDP, but no evidence of
causality running from GDP to exergy consumptioncontrast, for model B (taking useful
work as an input) we find no evidence of a short-causality relationship between useful
work and GDP in either direction. We conclude thisrainidirectional short-run causality
from exergy to GDP but no short-run causality ithei direction between useful work and

GDP.

1 F_statistic tests applied to an integrated / egjrated VAR or VECM system do not have a standard
distribution because of the singularity of the apjatic distribution of the least square estimators.

Benjamin Warr Page 14 10/12/2009



Tests for ‘strong’ (long-run) Granger causality yad®, for both models, evidence of
unidirectional strong Granger causality runningnir@ither energy measure to GDP. The
long-run relationship is not bidirectional and GBPnot responsible for adjustment of the

other variables to the long-run equilibrium.

4. Summary and conclusions

We have examined the causal relationship betweeratternative measures of energy
inputs (exergy and useful work) and GDP for US otlee period 1946-2000, using a
multivariate production side model of GDP, capitabour and exergy / useful work. Having
determined that the variables are cointegrated seel @& vector error correction model to test
for both short-term and long-term Granger causalit4e found evidence of unidirectional
causality from exergy to GDP. An increase in exesggplied has both a short-run and long-
run effect to increase output. Variations in usevork have no short-run effect on GDP but
do exert a long-run influence causing GDP to adjuist new equilibrium level. These results
suggest that an increase of exergy inputs alosaffiient to stimulate output growth in the
short-run, while over a period of several years GB$ponds positively to increased exergy

and useful work inputs by readjusting to the long-equilibrium relationship.

In contrast we find no evidence of either shofoog-run causality flowing from GDP
to exergy, contradicting results from other simgaurdies which have found either evidence of
unidirectional causality from GDP to energy (14)badirectional causality between energy
consumption and GDP (12), albeit using differenthods to aggregate the energy measure.
These findings suggest that growth does not drimereased exergy /useful work
consumption, rather output growth is ‘driven’ bycreased availability of energy and
increased delivery of useful work to the economyeyl provide clear evidence of the

importance of the quantity of energy consumptianG@®P growth and that efforts to reduce
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exergy consumption may have a negative effect turduGDP growth rates. However, they
also indicate, by virtue of the causality link betm useful work and GDP, that GDP growth
may be maintained by using the available work (@Xemore efficiently to increase the
quantity of useful work per unit of exergy consum@dtput growth can be maintained in the
face of constant exergy inputs if efficiency impeawents are adequate to generate sufficient
increases in useful work supplied. Output growtledootipso factocause an increase in

exergy/useful work consumption.

The implication is that as long as increasing siegpbf useful work can be sustained,
exergy (energy) consumption and economic growth rbay decoupled to an extent
determined by our ability to convert exergy int@efus work delivered at the point of use. In a
world of ever increasing energy prices, concerrey @nergy security and the harmful effects
of fossil fuel consumption, recourse to increasedrgy efficiency as a driver of growth
provides hope for sustained future wealth creatiims indicates that government efforts
should concentrate on identification and supporttrif most economically feasible and
technologically desirable means to maintain yeay®ar energy efficiency improvements to
sustain output growth. Appropriate responses mostud on correcting some common
systemic failures in: infrastructure provision aadcess to finance; transition failures in
promoting the progress of a given technology fro&R to full commercial maturity;
removing lock-in of sub-optimal technologies andteyns of production and consumption;
correcting institutional failures to provide adetgugncentives, networks and capacities for the

commercial deployment of energy efficient technesd34).

For businesses these results add to the weightviolerece suggesting, at the
aggregated level of the economy, that improving dfiiciency of energy use increases

productivity and consequently output growth. Busses have a choice either to increase
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output and energy consumption together using exjsystems of production or to restructure
their systems of production to increase energyiefiicy and benefit from an increased supply
of useful work per unit of exergy consumed (andddar). Such decisions must be made in
light of estimates of the future cost of energy @igs against capital costs / process
modifications required to increase energy efficiento do so effectively will require new
accounting measures and tools to quantify the Fawel productivity improvements that are

generated by efficiency improvements.
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Table 1. Phillips-Perron unit root test

Variable Levels First Differences
Z(to) Z(to)

In(q) -0.31 - 7.07%*

In(k) 0.97 - 5.02%**

In(l) -0.40 - 7.91%*

In(e) -1.41 - 3.89%*+

In(u) -2.25 - 10.37%**

The number of truncation lags to calculate the NeW&st standard errors for the PP test is chosen as

int{4(T/100)*} (24).

For ease of presentation we present only the Psilfierron Z() statistic and not the @ statistic which in all

cases carried the same information.

Asterisks indicate rejection of the null hypothesfishe presence of a unit root at *10%, **5% aritil®6

critical value.
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Table 2. Selected lag truncation for usein VECM

Models taking total natural resource exergy (nhéddeor useful work (model B)

1900-1941 1946-1998
Model A Model B Model A Model B
SBIC 1 1 2 5
AlC 5 1 5 5
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Table 3. VECM model trend and rank selection

Without a trend With a trend
Cointegrating Rank Model A Model B Critical Model A Model B Critical
values values
j=0 97.72 99.82 53.12 75.06 83.61 47.21
j=1 59.07 48.98 34.91 39.33 34.86 29.68
j <2 28.84 27.29 19.96 12.68* 14.51* 15.41
j <3 10.28 10.93 9.42 2.29 1.98 3.76
10/12/2009
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Table 4. Causality tests

Dependent variable

Source of causation model A model B

(independent variable) AGDP AExergy  ACapital ALabour AGDP AWork  ACapital  ALabour
Short run

AGDP 0.66 2.10 0.54 AGDP 0.51 2.07 0.82
AExergy 20.46*** 6.17** 12.55 AWork 0.34 8.35** 1.51
ACapital 458 2.34 0.03 ACapital 1.06 4.65*% 0.98
AlLabour 0.68 0.53 4.63* AlLabour 1.67 5.06* 0.75

Longrun

ECTIAGDP 5.63 3.89 18.25*** ECTIAGDP 1.99 2.19 6.18
ECT/AExergy 56.78*** 11.03*** 25.96*** ECT/AWork 17.71%** 12.89** 12.80***
ECT/Capital 57.91*** 5.87 17.40*** ECT/Capital 15.09*** 5.62 5.57
ECT/ALabour 45.46*** 6.07 6.12 ECT/ALabour 13.45%** 7.77 1.03
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