
Analysis of Sti�ness in the Immersed Boundary Methodand Implications for Time-stepping Schemes[submitted to J. Comput. Phys., June 1998]John M. StockieDepartment of Mathematics and StatisticsSimon Fraser UniversityBurnaby, British Columbia, Canada V5A 1S6jms@cs.sfu.caBrian R. WettonDepartment of MathematicsUniversity of British ColumbiaVancouver, British Columbia, Canada V6T 1Z2wetton@math.ubc.ca
Subject classi�cation: 65M06, 65M12, 73K70, 35B30Key words: immersed boundary method, linear stability, time-stepping schemes

1



AbstractThe immersed boundary method is known to exhibit a high degree of numerical sti�ness, which isassociated with the interaction of immersed elastic �bres with the surrounding uid. We perform alinear analysis of the underlying equations of motion for immersed �bres, and identify a discrete set of�bre modes which are associated solely with the presence of the �bre. These results are a generalisationof those in a previous paper (SIAM J. Appl. Math., 55(6):1577-1591, 1995) by including the e�ect ofspreading the singular �bre force over a �nite \smoothing radius," which corresponds to the approximatedelta function used in the immersed boundary method. We investigate the stability of the �bre modes,their sti�ness and dependence on the problem parameters, and the e�ect that smoothing has on thesolution.The analytical results are then extended to include the e�ects of time discretisation, and conclusionsare drawn about the time step restrictions on various explicit time-stepping schemes, as well as theconvergence rates for an iterative semi-implicit method. Comparisons are drawn with computations, andwe show how the results can be applied to help in choosing alternate time-stepping schemes that arespecially-tailored to handle the sti�ness in immersed �bres. In particular, we present numerical resultsthat show how fully explicit Runge-Kutta schemes perform comparably with the best of semi-implicitschemes currently in use.
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1 IntroductionSome of the most challenging problems in scienti�c computation involve the interaction of a viscous uidwith complex, moving boundaries. One approach that has proven particularly e�ective in handling a varietyof such problems is the \Immersed Boundary Method," which was originally developed by Peskin [16] tocompute the ow of blood in a two-dimensional model of the heart. The method is a mixed Eulerian-Lagrangian scheme, in which the equations describing the uid motion are discretised on a �xed, Cartesianmesh, while the immersed boundary is tracked at a set of points that move relative to the underlying uidgrid. The coupling between the uid and �bre is accomplished using smoothed delta functions, which serveto interpolate quantities between the two grids. The method has since been extended to three-dimensionalsimulations of ow in the heart and arteries [21, 17] and a diverse collection of other problems, includingswimmingmotions of marine worms [6], particle suspensions [8], and wood pulp �bre dynamics [23], to namea few. Furthermore, the idea of using smoothed delta functions to approximate singular forces generated oninternal boundaries is a technique that has recently been applied in concert with a variety of other numericalmethods including particle-in-cell [10], �nite element [25, 27], and level set methods [3].Considering the widespread use of immersed boundaries as a modeling and computational tool, verylittle analysis has been performed on either the underlying model equations or the numerical method. Exactsolutions have been derived for simpli�cations of the immersed boundary problem, specialised for uid ow inthe inner ear [12] and particle suspensions [7]. Beyer and LeVeque [2] analysed a one-dimensional version ofthe immersed boundary method, and showed that it is limited to �rst order spatial accuracy by the particulardelta function approximation which is used most commonly in practice | this limitation on accuracy hasalso been con�rmed in higher dimensions by numerical tests [11]. In addition, computations indicate thatthe problem su�ers from a high level of numerical sti�ness, and considerable e�ort has gone into developingsemi-implicit variations of the method that aim to alleviate the severe time step restrictions by coupling theimmersed �bre implicitly with the uid [26, 13]. However, these attempts have met with limited success,and the majority of computations are still performed using an explicit treatment of the immersed �bres.Our purpose in this paper is two-fold: �rst, to examine the stability and sti�ness characteristics ofincompressible, viscous uid ows containing moving, elastic �bres; and second, to use these results as abasis for evaluating the e�ciency of various explicit and semi-implicit time-stepping schemes for the immersedboundary method. This work is based on an earlier paper [24] that employed a linear stability analysis toidentify solution modes arising solely from the presence of an immersed �bre. The severe sti�ness observedin computations was traced to the presence of these \�bre modes" in the solution, and is attributed toa combination of small viscosity and large �bre force. Hence, uid ows with immersed �bres experiencesomething very unlike the usual Reynolds number limitation encountered in ows without a �bre. While theprevious paper was able to pinpoint the source of the sti�ness and its dependence on the problem parameters,it also predicted a time step restriction much smaller than is actually encountered in practice.In the current paper, we will address this discrepancy by including the e�ects of smoothing through deltafunction approximation, and thereby hope to gain a better quantitative measure of the sti�ness inherent in�bre modes. We begin in Section 2 with a statement of the equations governing the motion of an isolated �breimmersed in a two-dimensional Stokes ow, and then briey outline the immersed boundary method. Thelinear analysis of the immersed �bre problem with a smoothed forcing term is performed in Section 3, whichyields a dispersion relation for the �bre modes. The behaviour of these modes is compared to computedsolutions and to our earlier work on the analytical solution for the exact delta function problem. Section 4extends the linear analysis to the time-discrete problem, and uses stability diagrams to investigate the timestep restrictions on schemes that are explicit in the �bre force. We also explore a particular semi-implicitdiscretisation, in which the scheme can be formulated as an iteration on the �bre position, and verify thepredicted convergence rates in numerical experiments. Through comparisons of the various time-steppingschemes, we show that a fully explicit, fourth order Runge-Kutta method can be competitive with the implicitschemes that are currently in use. 3



2 Immersed �bresFor the remainder of this work, we will consider an isolated �bre, �, immersed within a rectangular domain
 that is �lled with a viscous, incompressible uid (refer to Fig. 1). We single out a lone �bre for reasonsof mathematical convenience, a simpli�cation which seems reasonable when one considers that even themost complex immersed surfaces in three dimensions, such as the 3D heart model in [17], are constructed ofinterwoven networks of such �bres. In the immersed boundary model, the �bre is assumed to be massless and
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Figure 1: The two-dimensional model: a uid domain, 
, which is divided into two parts, 
+ and 
�,by an immersed �bre �.neutrally-buoyant, so that the uid and �bre can be treated as a composite, viscoelastic material, describedby a single velocity �eld. This is the major advantage of the model, since it allows the uid and �bre to bedescribed by the same set of equations, which is described next.2.1 Mathematical formulationConsider a square uid domain, 
 = [0; 1]� [0; 1], with periodic boundary conditions in both the x{ andy{directions. The motion of the uid-�bre composite is governed by Stokes' equations�@u@t = ��u �rp+ F ; (1)r � u = 0; (2)where u(x; t) = (u(x; t); v(x; t)) is the uid velocity, p(x; t) the pressure, F (x; t) is the uid body force, and� and � are the (constant) uid density and viscosity.Our reason for considering Stokes' equations (and ignoring the e�ects of convection) is that the seriousnumerical stability problems encountered in computations are well-known to arise from the sti�ness in theimmersed boundary. While high Reynolds number ows do require a �ner mesh to resolve the boundary4



layer e�ects around complex elastic structures, and thereby naturally require a smaller time step, there isno inherent Reynolds number limit on the immersed boundary method. The method is not tied to a speci�cuid solver, and even when using alternate solvers specially-tailored to handle convection-dominated ows,the sti�ness in the immersed �bres is still the major consideration [14, 20].The position of the �bre is given by x = X(s; t), where s is a parameterisation of � in some referencecon�guration. Since the �bre is constrained to move at the same velocity as neighbouring uid particles, wecan write @X@t = u(X(s; t); t): (3)One more element is needed to close the system: namely, an expression for the force F to couple themotion of the uid and �bre. Gravitational e�ects are assumed to be negligible since the �bre is neutrallybuoyant, and so the external force F arises solely from the action of the elastic �bre. Let T (s; t) be thetension force in the �bre and assume that T is a function of the �bre strain:T = T �����@X@s ����� : (4)It can be shown under further assumptions [17] that the local force density per unit length is given by theexpression f(s; t) = @@s (T� ); (5)where � is the unit tangent vector to the �bre. For example, if the tension depends linearly on the strain asT = � j@X=@sj, then Eq. (5) reduces to f = � @2X@s2 : (6)Taking this form of the force is analogous to linking successive �bre points by linear springs with springconstant � and zero resting length | we will see a similar forcing function appearing in the linear stabilityanalysis in Section 3.Since the force is zero everywhere except on the �bre, the uid body force F can be regarded as adistribution and written compactly as the convolution of the �bre force density with a delta function:F (x; t) = Z� f(s; t) � �(x �X(s; t)) ds: (7)The two-dimensional delta function �(x) = �(x) � �(y) is the product of two Dirac delta functions. Finally,we rewrite the right hand side of the �bre evolution equation (3) in the form of a convolution of the velocitywith a delta function @X@t = Z
u(x(s; t); t) � �(x �X(s; t)) dx; (8)thereby introducing a symmetry between Eqs. (7) and (8). This will prove to be very useful in Section 2.2from the standpoint of constructing a numerical scheme. Eqs. (1), (2) and (8), along with the de�nition ofthe �bre force in (4), (5) and (7), form a coupled system of integro-di�erential equations for the motion ofthe uid and �bre.It is important to mention that there is another equivalent formulation of the problem, in which thesingular delta function terms are supplanted with jump conditions, relating values of the uid stress oneither side of the �bre. This \jump formulation" was used as the basis of our analysis in [24], but isinappropriate for the current work, where our aim is to determine the e�ect of replacing the delta functionwith a smooth approximation. 5



2.2 Immersed boundary methodWewill state the immersed boundary method in a form very similar to that originally proposed by Peskin [16],and which is still currently in use. This scheme is explicit in the �bre force, and any discussion of detailsrelated to semi-implicit discretisations will be postponed until Section 4 when they are needed.The uid domain is divided into a �xed, N � N grid of points denoted ~xi;j = (xi; yj) = (ih; jh), withspacing h = 1N in both directions. The domain is doubly-periodic so that the points x0 and xN are identi�edwith each other, and similarlywith y0 and yN . The �bre position is a Lagrangian quantity which is discretisedat a set of Nb moving points, with the parameter s 2 [0; 1] taken at discrete locations s` = ` � hb, wherehb = 1Nb . Both uid and �bre unknowns are sampled at equally-spaced time intervals tn = n � k, where k isthe time step. Figure 2 shows a typical uid-�bre grid, where the respective grid points need not necessarilycoincide. The discrete approximation for the uid velocity is written as ~uni;j � u(xi; yj ; tn) at uid grid
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i-1 i+1Figure 2: The relationship between uid (�) and �bre (+) grid points.points i; j = 0; 1; : : : ; N � 1 and n = 0; 1; : : : (with analogous expressions for pressure and force). Similarly,the �bre quantities are written using the notation ~Xǹ � X(s`; tn), where ` = 0; 1; : : :; Nb � 1.The delta functions appearing in (7) and (8) are replaced by an approximation �2h(x), which is theproduct of two one-dimensional discrete delta functions�2h(xi; yj) = d2h(xi) � d2h(yj):The choice of d2h most commonly used in immersed boundary computations isd2h(r) = 8<: 14h �1 + cos �r2h� if jrj < 2h;0 if jrj � 2h; (9)although other choices are possible (refer to [22] for alternate forms of d2h). It will become clear in thealgorithm to follow that �2h(x) acts to interpolate quantities between the uid and �bre grid points.6



When writing the scheme, we will make use of the following notation for �nite di�erence operators on theuid grid. First and second derivatives are approximated using the second order centered di�erence formulasDx�i;j = �i+1;j � �i�1;j2h and Dxx�i;j = �i+1;j � 2�i;j + �i�1;jh2respectively, with similar approximations for �rst and second y{derivatives, Dy and Dyy. The discretegradient and Laplacian operators are then given byrh�i;j = (Dx; Dy)�i;j and �h�i;j = (Dxx +Dyy)�i;j:A similar de�nition is used for the second derivative of �bre quantities, Dss `.We are now in a position to state the algorithm, which is a discrete version of Eqs. (1), (2), (6) and (8).Assuming that the velocity ~uni;j and �bre position ~Xni;j are known at time tn�1, the procedure for updatingthese values to time tn is as follows:Step 1: Compute the �bre force density ~f ǹ = �Dss ~Xn�1` ; (10a)where we have assumed, for simplicity, that the force is a linear function such as that in Eq. (6).Step 2: Distribute the �bre force to uid grid points~Fni;j = Nb�1X̀=0 ~f ǹ � �2h(~xi;j � ~Xn�1i;j ) � hb: (10b)Step 3: Solve the discrete Stokes problem� ~uni;j � ~un�1i;jk ! = ��h~uni;j �rhpni;j + ~Fni;j; (10c)rh � ~uni;j = 0; (10d)which is a simultaneous system of equations for the velocity ~uni;j and pressure pni;j at time level n.Because the uid grid is rectangular and equally-spaced and the boundary conditions are periodic, thissystem can be solved very e�ciently using a Fast Fourier Transform (see [15] for details).This approach to solving the uid equations di�ers from the Alternating Direction Implicit (or ADI)scheme that has been used almost exclusively in immersed boundary computations to this point intime [16]. We have chosen to use the coupled Stokes solver instead because it is a much more naturalframework for solving Stokes' equations (and there is no need for the ADI technique when the convectionterms are dropped). Furthermore, recent immersed boundary computations [15] have begun to use thissame technique, treating the convection terms explicitly instead of in the ADI step. Although we areonly concerned with Stokes' equations at the moment, it is worthwhile mentioning that it is possiblein practice to discretise the convection terms explicitly, because the time step required for stability ofthe �bre forcing terms is much smaller than any limitation arising from convection.Step 4: Evolve the �bre at the new local uid velocity~Xǹ � ~Xn�1`k = N�1Xi;j=0~uni;j � �2h(~xi;j � ~Xn�1` ) � h2: (10e)Step 5: Increment n and return to Step 1.Since this algorithm applies an implicit (Backward Euler) discretisation to di�usion terms, and a ForwardEuler step for the �bre force and position, we will refer to it as the \Forward Euler/Backward Euler" orFE/BE method. This designation will also serve to distinguish it from other semi-implicit time-steppingschemes that will be introduced later in Section 4. 7



3 Linear stability analysisAs mentioned in the Introduction, a great deal of e�ort has gone into applying the immersed boundarymethod to various physical problems and improving its e�ciency. However, comparatively little work hasbeen done on analysing the behaviour of solutions to the underlying equations of motion. LeVeque andothers [12] applied a Fourier transform technique to �nd an explicit solution to a two{dimensional immersedboundary model of wave propagation in the basilar membrane, which is suspended in the uid{�lled cavityof the inner ear. They used a variation of the immersed �bre equations that was simpli�ed in two ways:stretching of the �bre in the tangential direction is ignored; and the pressure jump is taken to have a specialfunctional form, justi�ed by the physics of the problem. Fogelson [7] has also applied a similar techniqueto determining the stability of the elastic links between platelets in a model of blood clotting, and morerecently, Cortez & Varela [5] performed a non-linear analysis of an immersed elastic �bre in the absence ofviscosity.In this section we will use an approach akin to that in [12, 7] to perform a linear modal analysis of theimmersed �bre problem in a more general form. It is not possible to solve the full problem explicitly, but weare able to obtain useful information about the stability and conditioning of uid ows containing immersed�bres, which relates to the sti�ness observed in immersed boundary computations.3.1 Linearisation and smoothingConsider a portion of the uid domain, labeled 
0 in Figure 1, on which the immersed �bre is approximatelyat. Suppose that the �bre is at equilibrium along the horizontal line y = 0, and that the current �breposition is a small perturbation from this rest state. For the purpose of isolating the inuence of the �breon the ow, we extend the boundaries of 
0 to in�nity in the y{direction. We can justify this \stretching"of the uid domain as follows:a) The important dynamics that distinguish uids with immersed �bres from those without should occurin the region near the �bre.b) In the absence of immersed �bres, there are no non-trivial discrete modes of Stokes' equations on adomain of in�nite extent, and so we expect to be able to identify modes associated solely with the �breby extending the boundaries to in�nity.c) The solution modes that we are most concerned with (that is, which have the most e�ect on stability)are those with the largest wavenumber, and these are precisely the modes that are least a�ected bythe presence or absence of boundaries.A common functional form of the �bre tension used in immersed boundary computations [26] is T =T (j@X=@sj � 1) with T (0) = 0, corresponding to a �bre which is slack in the reference con�gurationj@X=@sj = 1. In practice, however, the �bre is usually under stress. Hence, we choose an equilibriumstate de�ned by j@X=@sj = � � 1, around which the solution is linearised by supposing a perturbation ofthe form X(s; t) = (�s + �(s; t); �(s; t)) : (11)We also make the linearity assumptions that �, �, u and their derivatives are small, at least for some �nitetime.We next incorporate the e�ect of smoothing the delta function which is integral to the immersed boundarymethod. To this end, we introduce a strip of width � on either side of the �bre (called the smoothing region),where � represents the radius of support of the approximate delta function. The uid domain, 
0, is nowdivided into three subregions, 
�0 and 
�0, as pictured in Figure 3. The smoothed delta function, whichwe will write as d�(x), is the cosine function introduced earlier in Eq. (9), except that we change notationby replacing h with �=2 (corresponding to the smoothing radius � = 2h used in the immersed boundarymethod). 8



Stokes' equations now read�@u@t = ��u�rp+ Z� f(s; t) � ��(x �X(s; t)) ds; (12)r � u = 0; (13)where the integral force term has support only on the smoothing region 
�0, and is equal to zero on 
�0 . Thelinearisation of the �bre force expressed by Eqs. (4) and (5) follows that of [24], and so we will simply statethe result, that f (s; t) � ��t@2�@s2 ; �n @2�@s2� ; (14)where the normal and tangential force coe�cients are given by �n :=T (�)=� and �t :=T 0(�). Finally, the�bre evolution equation can be written as an integral solely over the smoothing region:@X@t = Z
�0 u(x; t) � ��(x �X(s; t)) dx: (15)The remainder of Section 3 is devoted to solving the linearised equations of motion and using the behaviourof the resulting solution modes to answer the following questions:� Does the smoothed problem also give rise to a discrete set of \�bre modes"?� Are these �bre modes stable, and how sti� are they?� Does the smoothed analysis lead to any predictions about the behaviour of the numericalsolution?3.2 Derivation of the dispersion relationIn order to isolate the solution modes that are periodic oscillations in x, we look for separable solutions ofEqs. (12){(15) that have the form of Fourier modes8<: uvp 9=; = e�t+{̂�x8<: bu(y)bv(y)bp(y) 9=; and ( �� ) = e�t+{̂�s( b�b� );where the wavenumber � is a positive, real number, and {̂ = p�1 is the imaginary unit. The exponentialtime factor � embodies the decay (or growth) characteristics of each solution mode. One such solution mustbe found for u, v and p on each of the three subdomains 
�0 and 
�0. If we substitute these expressions intoEqs. (12) and (13) on 
�0 (where the force term is zero), Stokes' equations reduce to systems of ODEs withsolutions: bp�(y) = A�e��y; (16a)bu�(y) = B�e��y � {̂���A�e��y; (16b)bv�(y) = � {̂�� B�e��y � ���A�e��y; (16c)where � is a new parameter de�ned by �2 :=�2 + ��� with Re(�) � 0.On the smoothing region, however, the integral forcing terms lead to a system of coupled integro-di�erential equations. After linearising the delta function terms (see [22] for details), these equations reduce9



to: ��� + ��2 � � d2dy2� bu� + {̂�bp� = ��t��2D�� b� d�(y); (17a)��� + ��2 � � d2dy2� bv� + dbp�dy = ��n��2D��b� d�(y); (17b){̂�bu� + dbv�dy = 0; (17c)�b� = D�� Z ��� bu�(y) � d�(y) dy; (17d)�b� = D�� Z ��� bv�(y) � d�(y) dy: (17e)The expression D�� arising in the above equations is the Fourier transform of the smoothed delta function,which for the cosine approximation isD�� := Z ��� e{̂�rd�(r) dr = �2 sin (��)�� (�2 � �2�2) :At �rst glance, the coupled system (17a){(17e) might appear too complicated to solve analytically, since the�bre positions are integrals of bu� and bv�, while the velocity components are in turn solutions of di�erentialequations with b� and b� on the right hand side. Fortunately, our situation is aided considerably by the factthat b� and b� are constants. Therefore, (17a){(17c) may be solved for the velocity and pressure withoutknowing the �bre positions a priori. The resulting bu� and bv� are substituted into (17d) and (17e), yieldingexpressions for b� and b�, which are then used to �nd the velocity. This procedure involves extensive algebraicmanipulations, and is tractable only through the use of the symbolic algebra package Maple [4]. Unlike thesolutions (16a){(16c) on 
�0 , the �nal expressions for the solution components are extremely lengthy, and sothey are not presented here.At this point, we have expressions for the solution components on three regions, each involving severalunknown constants of integration. On 
�0 , Eqs. (16a){(16c) involve the four coe�cients A� and B�. Thesolution on the strip 
�0 introduces an additional four constants of integration from the solution of Stokes'equations. In order to determine the solution uniquely, we must come up with a further eight conditionsrelating the eight constants, which arise quite naturally from matching the solutions at the interfaces y = ��.Four conditions ensue from the requirement that the pressure, velocities, and normal derivative dbu=dy becontinuous at the interface y = �, and the remaining constraints arise from the same four continuity conditionsat y = ��.The resulting system of equations is linear and homogeneous, and so there is a non-trivial solution onlyif the determinant of the 8� 8 coe�cient matrix is zero. This determinant condition is simply a dispersionrelation, giving � in terms of �. It is too large to write in its entirety, but can be written symbolically in thecompact form S�n(�) � S�t (�) = 0: (18)The subscripts n and t on the two factors in (18) corresponds to the fact that the �bre force parameter �nappears only in the factor S�n(�), while S�t (�) depends on �t only. While not indicated explicitly, it shouldbe clear that S�n(�) and S�t (�) are also functions of the parameters �, � and �.We can make the following observations regarding the structure of the dispersion relation in comparisonto the results for the unsmoothed problem from [24]:{ the structure of the dispersion relation is very similar in that there is a decoupling between the normaland tangential �bre modes. 10



{ the dispersion relation is not a polynomial (as it was for the jump problem), since the factors in Eq. (18)involve trigonometric and exponential functions of the parameters. Consequently, there is no analyticalexpression for the solutions � and our only recourse is to apply a numerical root-�nding technique suchas Newton's method.{ the presence of exponential terms in the dispersion relation make the equation very ill-conditioned,particularly for large values of the forcing parameters �n and �t. The Newton solver requires a carefulrescaling of the dispersion relation in conjunction with quadruple precision arithmetic, and continuationin �.For the jump problem, we were able to prove in [22] that the �bre modes are stable (that is, Re(�) < 0 forall real �), and we also compared the values of � over a wide range of parameters. However, the smootheddispersion relation (18) is more complex and ill-conditioned, and hence it is much more di�cult to determinethe roots. Nevertheless, we will see in the following section that we can obtain solution modes for thesmoothed problem with factors � that are more representative of the decay behaviour of immersed �bresobserved in computations.3.3 Stability and sti�ness of �bre modesIn order to make these results as applicable as possible to previous work, we have chosen representativeparameter values from computations reported in the literature for biological applications (primarily from[16], [6] and [17]). We will choose � = 1:0 g=cm3 and the forcing parameter � to lie between 104 and106 g=cm � sec2, where � � �n = �t. The viscosity used in typical biological applications (such as agella inintra-cellular uid) is � = 1:0 g=cm � sec, while that for blood is 0:04 g=cm � sec. However, most immersedboundary simulations of the heart and arteries have been forced to take � = 1:0 in order to avoid limitationson the time step. The domain is a square with sides of length 1 cm, on which is laid a 64�64 computationalgrid, and the �bre is discretised at 196 points; i.e. N = 64, � = 264 and Nb = 196.It is important to keep in mind that the procedure outlined in the previous section does not yield a formulafor an exact solution that can compared directly with computations | the equations are too complicatedeven for Maple to yield explicit formulas for the solution components. What we aim to investigate insteadis the behaviour of a particular set of modes, represented as pairs (�; �), which arise from solutions of thedispersion relation (18). Consider a discrete set of wavenumbers, � = 2� � i, i 2 f1; 2; : : :; Ng, correspondingto the modes that can be resolved on an equally-spaced grid with mesh spacing h = 1N in the x{direction.By restricting � in this manner, we are still dealing with the continuous equations but have discretised theproblem in an idealised sense. We also choose the smoothing length � = 2N to agree with the radius ofsupport for the delta function in the immersed boundary method.Stability. For all wavenumbers and parameter ranges that we have considered, the solution modes arisingfrom the dispersion relation exhibit a decay rate with negative real part; that is, Re(�) < 0. While this isnot as strong a result as the stability proof presented in [22] for the jump formulation of the problem, it stillprovides compelling evidence that the smoothed �bre modes are also stable in time.Sti�ness. The sti�ness of the immersed �bre problem is characterised by the size of the complex eigenvalues�. A large variation in the magnitude of the real part Re(�) indicates a solution with components that decayon widely-varying time scales; correspondingly, a large variation in Im(�) points to modes with disparatefrequencies of oscillation. In both cases, the problem is distinguished by a mixture of time scales that di�eris size by orders of magnitude: any computation based on such a problem requires the use of sti� solvers.By examining the decay rates Re(�), and frequencies of oscillation Im(�), we can identify the sti�nesscharacteristics of the underlying solution, and how they depend on the parameters. Table I summarizes themaximum values of � for the jump and smoothed formulations of the problem, with � = 105 representativeof the range of forcing parameters encountered in physical problems. The \Stokes modes" correspond tosolutions of Stokes' equations without an immersed �bre, for which �S = ����2. Let us begin by comparing11
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Table I: Comparison of the maximum � for solution modes of Stokes' equations, the jump formulationand the smoothed problem with � = 105.� = 0:04 � = 1:0max jRe(�)j max jIm(�)j max jRe(�)j max jIm(�)jStokes modes 6:4� 103 0.0 1:6� 105 0.0Fibre modes (jump) 5:7� 106 9:6� 106 6:3� 105 9:0� 105Fibre modes (smooth) 6:0� 103 3:3� 104 5:9� 104 1:3� 10412



the solutions to Stokes' problem and the \jump" problemwith the exact delta function (taken from [22]), fromwhich it is clear that the presence of an immersed �bre a�ects the rate of decay of solution modes considerably,while also introducing signi�cant oscillatory features in the solution. The �bre therefore introduces a certaindegree of sti�ness in the problem, which translates numerically into a stricter requirement on the time stepin the immersed boundary method. The magnitude of � increases by a factor of 7 when � = 1:0, and byalmost 2000 for the smaller value of viscosity. It is here that the unsmoothed analysis over-predicts thesti�ness observed in computations. The maximum allowable time step typically depends inversely on themagnitude of the solution modes �, from which the �rst two rows of Table I suggest that immersed boundarycomputations should require a time step orders of magnitude smaller than that for Stokes ow without a�bre. On the contrary, numerical evidence shows that the time step restrictions are comparable for thismoderate value of the �bre force parameter, even when � is as small as 0.04.This discrepancy can be attributed to exclusion of smoothing e�ects in the jump formulation of theproblem. The �nal row of Table I indicates that the smoothed modes are more comparable in size with theStokes modes, and hence more in line with what is seen in actual computations for this example. Nevertheless,the appearance of a large imaginary part in the modes translates into a considerable degree of sti�ness, whichis also observed in computations for this parameter range. Fig. 4 gives a pictorial representation of the e�ectof smoothing on the entire discrete spectrum of �bre modes. Replacing the delta function with a smoothed
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be traced to tangential oscillations of the immersed �bre. It is very possible that the decoupling of the �bremodes may be exploited to develop more e�cient numerical solvers, perhaps using some form of rescaling orpreconditioning based on a local linearisation near the �bre which singles out the tangential motions.Quantitative comparisons. While the previous discussion of sti�ness and stability is very useful inunderstanding the qualitative behaviour of �bre modes, it o�ers little in the way of quantitative informationabout actual solution behaviour or decay rates. Rather than looking at a range of wavenumbers correspondingto all modes resolvable in an idealised discretisation of the problem, we can instead focus on the dominantsolution features represented by the lowest wavenumber (� = 2�) mode. We expect that the higher frequencyoscillations in any computation should die out most rapidly, leaving only the lowest frequency mode after ashort initial time period.A simple model problem can be used to test this hypothesis. Consider a single immersed �bre, such asthat pictured in Fig. 3, which is periodic in the x{direction and initially has a sinusoidal perturbation withsmall amplitude. This �bre will oscillate about its horizontal rest state decaying in time toward zero. Bymeasuring the height of the maxima in each oscillation, as well as the period of the motion, we can obtainvalues for the real and imaginary part of the dominant computed solution mode with which to compare to ourtheoretical predictions from the roots of the dispersion relation for the smoothed problem. The results aresummarised in Table II, from which it is clear that dominant solution characteristics are captured quite wellby computations at least when the �bre forcing parameter, �, is small. When � is increased, the predictedTable II: A comparison of the predicted and computed decay rates and frequencies for the lowestwavenumber modes, � = 2�, for the jump and smoothed delta function formulations (� = 1:0).Smallest decay rate Re(�) Frequency Im(�)� Analytical Analytical Computed Analytical Analytical Computed(jump) (smooth) (jump) (smooth)102 {33 {33 {32 86 85 85103 {51 {50 {46 310 307 310104 {84 {76 {75 1040 1025 1030105 {142 {108 {131 3390 3320 3360� compares less favourably with the computed values, but still remains within approximately 10%.It is interesting to compare the predictions from the jump and smooth formulations, which are quite closeparticularly for the smaller values of �. If we also include the e�ect of varying the smoothing radius, wesee in Table III that the dominant mode of the smoothed solution tends toward that of the jump problemas � is reduced in size. This is further evidence of the consistency between the smoothed and unsmoothedproblems, and shows that while smoothing may dominate the higher frequency modes (as observed earlierin Fig. 4), it has much less inuence on the main features of the solution, particularly when � is small.Table III: A comparison of the analytical decay rates for the lowest wavenumber mode (� = 2�) forvarying smoothing radius (N = 64). Smallest Decay Rate� Jumps � = 164 � = 264 � = 364 � = 464 � = 564 � = 664 � = 764102 {33 {33 {33 {33 {32 {32 {31 {31103 {51 {51 {50 {48 {46 {44 {42 {40104 {84 {81 {76 {69 {62 {57 {52 {48105 {142 {129 {108 {89 {75 {64 {57 {5114



4 Time-stepping schemesThe linear analysis of the preceding section showed that the �bre modes capture the qualitative behaviourmanifested in computations, provided the smoothing e�ects of the delta function approximation is takeninto account. We will now use these sti� �bre modes to explain the severe time step restriction on immersedboundary computations in which the �bre is treated explicitly (by \explicit", we refer to time discretisationsthat treat the �bre position and the �bre force term in the Navier-Stokes equations explicitly, regardless ofwhether di�usion and pressure are treated implicitly or explicitly). As we will see in Section 4.1, it is in factthe �bre forcing terms that govern the time step in explicit computations. The FE/BE scheme outlined inSection 2.2, which is also the most commonly-used approach, couples the pressure and di�usion implicitlyin a Stokes solve while treating the �bre terms explicitly.The severe sti�ness arising from the immersed boundary problem and the correspondingly strict timestep limit in computations have been well-documented in the literature [16, 26]. As a result, the importanceof dealing with the immersed �bres in an implicit fashion is obvious, and a great deal of e�ort has gone intodeveloping variations of the method that couple the �bre terms in the equations implicitly with the uid.We have separated the various methods into the following four classes, based on the manner in which the�bre force term and �bre evolution equation are discretised:A. Explicit: schemes that are explicit in the �bre force and position, and yet couple the di�usion termsimplicitly (that include the FE/BE scheme of Section 2.2). The vast majority of recent computationscouple di�usion and convection implicitly by combining an ADI step with a pressure projection step.More recently, it has been recognised that convection is not so important in relation to the sti�nessarising from the �bre, and the uid equations have been solved using a couple Stokes solver, whiletreating convection terms explicitly using upwind di�erencing [18, 15].B. \Approximate implicit": a scheme that couples the �bre force with the �bre evolution equation toform an iteration on the �bre position that is independent of the uid unknowns [16]. Once the iterationhas converged, the intermediate or predicted �bre position is used to compute the �bre force in the uidequations, which are then solved using the same techniques as for the explicit schemes. While this isnot truly an implicit scheme (and hence the name), the iteration helps to prevent violent instabilities in�bres with extremely large force parameters. Fogelson & Peskin [8] developed an alternate formulationof this class of iterative schemes in terms of minimising an energy functional for the �bre position.C. Semi-implicit: refers to schemes that couple the �bre with the uid unknowns in an iterative fashion,such as the method proposed by Mayo & Peskin [13].D. Fully implicit: where the �bre and uid unknowns are solved simultaneously. Tu & Peskin implementeda fully implicit solver for Stokes ow [26], and showed that while it appeared to be unconditionallystable, this scheme was far too expensive for practical computations.It is approaches A and B that have been used most often in practice, with the majority of recentcomputations using the explicit technique A. While the \approximate implicit" scheme does help to ease thesevere stability restrictions in problems with extremely large �, it is our experience that the added cost ofthe iteration embedded in each time step essentially wipes out any advantage that would have been gainedby taking larger time steps. The predominance of explicit schemes, which are extremely simple to program,is thus not surprising.Nonetheless, the stability restrictions on explicit computations persist, and remain a serious limitation onthe problems that can be simulated numerically. We have shown that the sti�ness arises not from Reynoldsnumber e�ects, but rather from a large �bre forcing parameter. While implementing a better uid solvermight provide improved resolution of the �ne-scale boundary layer e�ects present in high Reynolds number(convection-dominated) ows, it will not help deal with the sti�ness in immersed boundary computationsarising from the �bre forcing terms, which we have shown are present even in the absence of convection. Onthe contrary, it is essential that more e�cient implicit (or semi-implicit) schemes be developed which dealspeci�cally with the sti�ness that dominates computations when the �bre forcing term is large.15



In this section, we will concentrate our attention on the explicit and semi-implicit schemes. The �bremodes derived in the last section will be used to predict stability restrictions for various explicit time-stepping schemes, using a straightforward application of stability diagrams. The family of Runge-Kuttaschemes exhibit the most desirable properties of explicit schemes, and we briey describe a class of semi-implicit schemes, similar to the FE/BE method, but which use an Implicit-Explicit Runge-Kutta (or IMEX-RK) approach instead. Finally, we demonstrate how our modal analysis can be extended to time discreteproblems, and this technique will be applied to the Mayo-Peskin method in order to estimate convergencerates for the iteration.4.1 Explicit schemesIn the following discussion, we distinguish between the solution modes arising from an idealised discretisationof the smoothed �bre, and those from Stokes ow without an immersed boundary, since the time step in adiscretisation of the immersed �bre problem is limited by a combination of di�usive and �bre e�ects. Fig. 5depicts the relative size of both sets of solution modes in the �{plane, for � = 104 and 106, with the Stokesmodes marked \�" and �bre modes \�" (note that these correspond to the complete set of modes for theresults presented earlier in Table I). The solid curves represent the boundary of the region of absolute stabilityfor a Forward Euler discretisation (based on the Stokes modes), while the maximum time step allowed byForward Euler for both sets of modes (denoted k� and k�) are listed on each plot for easy comparison of thestability limits. Fig. 5(a), corresponding to � = 1:0, demonstrates that the time step restriction for a �breforce of � = 104 is comparable to that experienced in the absence of the �bre. When � is increased to 106in Fig. 5(b), the modes migrate outward along the imaginary axis, requiring a much smaller time step. Asimilar heightening of sti�ness is observed when the viscosity is decreased, as shown in the remaining plotsin Figs. 5(c) and (d) for the much lower viscosity of � = 0:04.It is precisely this parameter regime, corresponding large �bre force and small viscosity, where immersedboundary computations have been observed to su�er the most di�culty. In fact, in numerous heart valvesimulations reported in the literature [17, 19], a careful scaling argument was required to justify choosing� = 1:0 (instead of the actual viscosity of blood � � 0:04) in order for the time step requirement incomputations to be practical. The most signi�cant conclusion that can be drawn from this discussion is thatthe sti�ness in the immersed boundary method arises from the interaction of the �bre and uid, through acombination of large �bre force and small viscosity, rather than the high Reynolds number e�ects that limittypical uid ow calculations for other problems not characterised by this uid-structure interaction.The above discussion pertains to a fully explicit discretisation of the problem and ignores any couplingbetween di�usion and �bre forcing, and so it is worthwhile to discuss for a moment how these results applyto the FE/BE method, which treats di�usion implicitly. Di�usive terms are invariably discretised in animplicit fashion, since it is well known that an explicit, centered, �nite di�erence discretisation of di�usiongives rise to a stability restriction of the form k � �h24� :This is unacceptable in ordinary uid ow simulations because simple implicit schemes will eliminate theconstraint on k, making the scheme unconditionally stable. However, the point we wish to make here isthat even for the moderate �bre forcing parameter � = 104, the restriction arising from handling �bremodes explicitly is nearly as bad as that from di�usion. This can be inferred from the fact that the modespictured in Fig. 5(a) are very close to the border of the stability region. Furthermore, the �bre modes worsensigni�cantly in relation to the Stokes modes when � is increased. Therefore, it is essential to consider thebehaviour of the �bre modes when designing any time-stepping strategy for the immersed �bre problem ifone wishes to overcome this type of stability restriction. The most obvious approach is to perform an implicitdiscretisation of the �bre terms in the equations, but this is particularly di�cult in the case of the immersed�bre problem because of the nonlinear, nonlocal coupling of the �bre with the uid.Another simpler strategy is to search out di�erent explicit schemes that deal more e�ectively with solutionmodes that tend to cluster near the imaginary axis. An obvious candidate for an alternative explicit time-16
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stepping technique is the Runge-Kutta (RK) family of schemes. The regions of absolute stability for the RKmethods of order one through four are pictured in Fig. 6, with the time step chosen to be the largest a�ordedby the RK4 scheme, or k = 6:0�10�4. In this situation, our analysis suggests that the RK1 method should
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Figure 6: Regions of absolute stability for the explicit Runge{Kutta schemes of orders 1 through 4,along with the same set of �bre modes pictured in Fig. 5 for � = 104.require a time step 10 times smaller for the stability region to encompass all modes (which translates into afactor of 2.5 increase in e�ciency after �guring in the cost of the four RK stages). As � is increased evenfurther, the �bre modes become more sti� and the superiority of RK4 asserts itself.These predictions for the fully explicit methods are con�rmed by the computations presented in Fig. 7.We can see from the plots of maximum time step for the various RK schemes (along with the accompanyingCPU times in Table IV) that the RK4 scheme is the best of all the explicit methods considered. The FE/BErestults are included for comparison purposes. While this semi-implicit approach is very similar to the RK1method, there is clearly a great deal of advantage to be gained from its implicit treatment of the di�usionterm, about which more will be said in the next section.18
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Table IV: CPU times for the � = 2:5� 105 computations in Fig. 7 (performed on an SGI Origin 2000(4� 195 MHz R10000 processors, 512 Mb RAM)).Scheme CPU Time Required (sec)� = 1:0 � = 0:01RK1 370.59 1658.21RK2 138.12 143.02RK3 110.87 99.44RK4 109.76 52.64FE/BE 53.96 54.1219



4.2 Stability of the FE/BE schemeWe begin by rewriting the equations of motion and identifying which terms are discretised implicitly andexplicitly: @u@t = 1� �S�@2X@s2| {z }explicit terms ĝ(u)+ ���u� 1�rp| {z }implicit terms g(u); (19)r � u = 0; (20)@X@t = Su|{z}explicit : (21)The symbols S and �S represent the delta function interpolation operators, which transfer between gridquantities V (x) and �bre grid quantitiesW (s) as follows:SV (x) = Z
 V (x) � �� (x �X(s; t)) dx and �SW (s) = Z� W (s) � �� (x�X(s; t)) ds:If we discretise these equations in time only, using the FE/BE scheme described in Section 2.2, then wehave un � k�� �un + k�rpn = un�1 + k� �S� d2ds2Xn�1; (22)r � un = 0; (23)Xn = Xn�1 + kSun; (24)where we have abused notation somewhat by denoting semi-discrete quantities at time tn (which are contin-uous in space only) by a superscript (�)n.We now investigate the stability in time of the solutions to Eqs. (22){(24) by assuming that un and Xndepend on the solutions at the previous time step asun = un�1 and Xn = Xn�1;where  is the ampli�cation factor, which replaces e�t from the time-continuous analysis. Again, we look forseparable solutions of the form 8<: upX 9=;n = e{̂�x8<: bu(y)bp(y)cX 9=;n : (25)On substituting these expressions into the time-discrete equations, we obtain a system of ODEs for thesolution components as functions of y. It should be clear to the reader that the solution process is nearlyidentical to that described in Section 3.2, and so we omit the details of the derivation. At the end, we obtaina dispersion relation which gives the ampli�cation factor in terms of the other parameters in the problem.The FE/BE scheme is stable provided that all  arising from this equation satisfy jj < 1.As before, we apply a Newton iteration, with continuation in the smoothing radius �, to solve thedispersion relation over a range of time steps and for all wavenumbers �=2� 2 [1; 64]. The character of theampli�cation factors is exactly what we would expect given our previous experience with the modal analysisof the continuous problem. We summarise the key points below:� for time steps below a certain critical value, k < kmax, all roots satisfy  < 1.20



� for k � kmax, there are some  greater than 1, indicating modes that are unstable in time, and whichinvariably correspond to the lower half of the spectrum, with the peak at �=2� � 10. Furthermore,the modes in the upper half of the spectrum, 32 < �=2� < 64, are stable for the parameters underconsideration here.� when � is increased, the number of unstable modes and the size of the ampli�cation factor for thesemodes both increase.� the largest ampli�cation factor, and the �rst to become unstable, corresponds to a tangential mode ofoscillation in the �bre.The critical time step kmax is given in Table V for various forcing parameters, with the corresponding timestep limit observed in computations with the same �bre force. In all cases, our analysis predicts a kmax whichTable V: A comparison of the maximum time step predicted by the theory and observed in computationsfor the FE/BE method, with N = 64, � = 164 , � = 1.� kmax (predicted) kmax (computed)102 4� 10�3 8� 10�3103 2� 10�4 6� 10�4104 6� 10�5 1� 10�4105 8� 10�6 2� 10�5is consistently one-half as large as the actual time step limit encountered in computations. Considering theapproximations that have been made in our \idealised discretisation," this discrepancy is not surprising.4.3 Semi-implicit, iterative schemesInstead of solving Eqs. (22){(24) in a two-step process, Mayo & Peskin build an iterative scheme aroundthis system [13], in order to couple the �bre evolution equation with the solution of the uid equations.In essence, this involves replacing quantities (�)n at time level n with values (�)n;m, where m refers to theiteration number. The only signi�cant change, which is what couples the equations into an iteration, is thatXn�1 in Eq. (22) is replaced with Xn;m�1. We make a change of notation here, and write the Stokes solverepresented by Eqs. (22) and (23) symbolically using the operator H asun;m = H�un�1 + k� �S� d2ds2Xn;m�1� ;Xn;m = Xn�1 + kSun;m:By substituting the expression for un;m into the �bre evolution equation, the iteration may be written as asingle equation for X: Xn;m =Xn�1 + kSHun�1| {z }Zn�1 +SH �S �k2� d2ds2| {z }A Xn;m�1;which can be written more compactly asXn;m = Zn�1 + SH �SAXn;m�1: (26)In practice, this iteration converges very slowly, and the convergence is speeded considerably by using themodi�ed iteration (I � DA) (Xn;m �Xn;m�1) = Zn�1 � (I � SH �SA)Xn;m�1; (27)21



which clearly has the same solution as (26). I signi�es the identity operator, and D = S �S is a scalingfactor. In the fully discrete setting, (I � SH �SA) is a dense matrix, while (I � DA) is a block tridiagonalpreconditioner which accelerates convergence.To quantify the rate of convergence, we again look for solutions of the formXn;m = e{̂�xcXn;m on each ofthe subdomains 
�0 and 
�0, and solve the resulting system of ODEs as before. While the solution procedureis very similar to what we have seen already, it is important to realise that there is one very signi�cantdi�erence from the continuous problem: rather than the uid force being de�ned implicitly in terms of the�bre position, the force is computed based on the �bre position from the previous iteration. Consequently,the semi{discrete analogue of the �bre iteration (27) is a formula for cXn;m in terms of cXn;m�1.Therefore, the solution procedure is streamlined considerably, and Eq. (27) reduces to an iteration of theform BcXn;m = CcXn;m�1 +Rn�1;where B and C are 2� 2 matrices, and Rn�1 is a 2{vector with entries evaluated at the previous time step.Since we are only interested in the rate of convergence of the iteration, it is expedient for us to consider thedi�erence between successive iterates En;m = cXn;m �cXn;m�1;which satis�es the recurrence En;m =MEn;m�1;where M = B�1C is an iteration matrix. The convergence properties of the iteration are manifested in theeigenvalues of M, which can be found using Maple as%t = �t�4k2 sin2(��) ���4 + �4e�2�� + 5�3�2�3 + 3�5�5 + 2�4����� (�2�2 + �2)2 ��4�7�4 + 8�5�2�2 � 4�3�4 + 3�4�tk2 sin2(��)� ; (28)%n = �n�6k2 sin2(��) ���2e�2�� + �3�3 + �2��+ �2��� (�2�2 + �2)2 ��4�7�4 + 8�5�2�2 � 4�3�4 + 3�4�nk2 sin2(��)� : (29)Just as the solution of the continuous problem decoupled the �bre modes into normal and tangential os-cillations, so also does the convergence of the semi{discrete scheme depend on two distinct eigenvalues,corresponding to normal and tangential forcing. The convergence of the scheme is thus governed by%max = max(j%tj; j%nj) | if %max < 1, the iteration converges, otherwise it diverges. A contour plot of%max is given in Fig. 8, for parameter values � = 1 and � = 104. Based on the convergence rate for thelinearised problem, we can make the following observations:� The iteration always converges, which is to to be expected, since the scheme was proven to be uncon-ditionally convergent in [13].� There is a critical value of � given by�c � 0:09057685940 � (2�N )at which %n = %t, found by equating (28) and (29), setting �n = �t and � = 2N , and then solving for �.For the example given in the contour plot, we have �c � 5:7969 �2�, which is indicated in Figure 8 as adashed vertical line. When � < �c, the normal convergence rate %n is the largest, while for � > �c theconvergence of the tangential modes (%t) is slowest. For a given time step, the slowest mode to convergeis the tangential mode | therefore, just as the tangential modes provide the greatest contribution tothe sti�ness in the problem, so also do they govern the convergence of the MP iteration.22
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We also performed numerical experiments with the same model problem used in Section 3.3 in order toverify the predicted convergence rates, and the results are summarised in Table VI. The convergence ratewas computed from the numerical results using the formulaRate = Resm+1Resm ;where Resm is the residual at iteration level m computed as follows:Resm = " 1Nb Nb�1X̀=0  ~Xm̀ � ~Xm�1` 22#1=2and k � k2 is the standard L2{norm on vectors. The predicted convergence rates were found by reading o�%max for the dominant (� = 2�) mode on the contour plot in Figure 8, which always corresponds to thenormal �bre modes. Even though the tangential convergence rate is invariably the largest for the entirerange of � in any given computation, and hence should dominate the convergence after a large number ofiterations, they are also modes whose amplitude decays much more rapidly in time. Within every time step,however, only ten or so iterations were typically required to satisfy the residual tolerance, and so it is to beexpected that the lowest wavenumber, normal modes will dominate the actual convergence rate observed incomputations.The blank entries in the table correspond to instances where the computation was unstable, which seemsto go against our analytical predictions of unconditional convergence. However, we believe that this arisesfrom a time instability which a�ects the numerical scheme when the time step is taken too large. In fact,Mayo & Peskin identify [13, p. 269] that even though their iteration scheme is convergent and is more stablein time than the fully explicit method, it is not always stable. While our analysis captures the convergencerate quite well, it is unable to predict onset of instability in computations.4.4 ComparisonBefore closing our discussion of time discretisations, we will draw a comparison between the explicit andsemi-implicit approaches just described. We consider another test problem, which is more typical of thatseen in the literature (see [26], [13] and [11]), in which the �bre is a closed loop which initially has the shapeof an ellipse. As shown in Fig. 9, the semi{axes of the ellipse are of length 0:2 cm and 0:4 cm, and we usethe same linear force density function with sti�ness constant �. The ellipse will tend toward an equilibriumstate that is a circle with the same area as the original ellipse, because the uid is incompressible | theradius of this �nal circle is approximately equal to 0:2828 cm. The reason for choosing this problem ratherthan the sinusoidally-perturbed at �bre, is that the area (or \volume") of uid inside the ellipse can beused as a measure of error in a given time-stepping scheme. Immersed boundary computations are knownto experience loss of volume which becomes signi�cant during more extreme ow conditions (large �breforce, pressure or velocity) such as those we are considering here. This volume loss problem was identi�edin [19] and shown to arise not from uid passing physically through the immersed boundary, since the �brepoints move along streamlines, but rather to the fact that the interpolated velocity �eld through which theimmersed boundary moves is not discretely divergence{free. LeVeque & Li showed in [11] that the volumeloss in the immersed boundary method for a problem nearly identical to our ellipse example grows linearly intime. Peskin & Printz [19] proposed a modi�ed divergence stencil which reduces the volume loss signi�cantlyat the expense of an increase in the cost of delta function interpolation, though we have not implementedthis modi�cation in our simulations.We applied the RK1, RK4, FE/BE and MP methods, and Table VII lists the maximum time stepsand CPU times required for each method for two sets of computations with � = 104 and 105, � = � = 1:0,N = 64 and Nb = 192. Among the fully explicit schemes, the RK4 method is up to an order of magnitudemore e�cient than the Forward Euler (or RK1) scheme, and we see again that it is also competitive, interms of CPU time, with the semi-implicit FE/BE method.24



Initial

1 cm

1 cm

0.2 cm
0.4 cm

Resting

Figure 9: The \ellipse" test problem: the initial �bre position is an ellipse with semi{axes 0:4 cm and0:2 cm. The equilibrium state is a circle with radius approximately 0:2828 cm.Table VII: Comparison of computational cost for several explicit and semi{implicit schemes. The timestep kmax was chosen to be the largest allowed by the method for stability, except for the MP scheme(which always converged). The \Vol. loss" is computed relative to the equilibrium value of 0:251 cm2.CPU timings were taken on an SGI Origin 2000 (4� 195 MHz R10000 processors, 512 Mb RAM).Scheme � = 104, tend = 0:020 � = 105, tend = 0:005kmax Vol. loss CPU kmax Vol. loss CPURK1 1:3� 10�5 0.028 114.31 1:0� 10�6 0.044 372.49RK4 8:0� 10�5 0.024 66.51 3:0� 10�5 0.044 44.16FE/BE 7:0� 10�5 0.044 28.45 1:0� 10�5 0.052 49.00MP 8:0� 10�5 0.084 56.62 2:5� 10�5 0.068 44.001:6� 10�4 0.131 29.99 5:0� 10�5 0.119 26.7225



Moving to the MP scheme, we saw already in Table VI that coupling the �bre and uid together withinan iteration does allow much larger time step to be taken than for explicit schemes. However, there is acorresponding increase in the rate of volume leakage, which is given in the \Vol. loss" column in Table VIIas a change in area relative to the initial 0.251 cm2. We chose two representative time steps for the MPscheme in Table VII, from which it is clear that while stability restrictions are much more lenient than forthe other schemes, the method su�ers from a much more severe loss of volume if k is taken too large. Infact, there is no advantage to using the iterative scheme if we require a comparable level of volume loss tothat experienced by the other schemes.We can conclude from these results that while the MP iteration may be unconditionally convergentand allow signi�cantly larger time steps to be taken, the time step is still limited by the accumulation oferror in the incompressibility condition. Clearly, there is a need for more work to be done on developingnew time{stepping strategies to treat the force implicitly in some type of iteration, while at the same timecontrolling the volume error.Our observation that an appropriately-chosen explicit discretisation performs as well or better than anyof the implicit methods used in practice (particularly when the �bre force is large) should prove to be veryhelpful in improving the performance of the immersed boundary method. Since the FE/BE method handlesthe �bre terms in the equations with a Forward Euler step, it seems reasonable to suppose that we cantake advantage of the particular nature of the �bre modes by combining a Runge Kutta discretisation forthe �bre along with implicit handling of the remaining terms in the equations. A class of schemes that�ts these requirements exactly is the Implicit-Explicit Runge-Kutta (or IMEX-RK) family introduced in [1].These methods have the additional advantage that they require minimal changes to the existing logic inthe immersed boundary code. We applied several IMEX-RK methods of various orders to the immersed�bre problem, and found that the performance was comparable to the RK4 and FE/BE results, with thelatter di�ering from the �rst order FE or RK1 method only in its implicit treatment of di�usion. Whilethis outcome is somewhat disappointing, our straightforward implementation clearly leaves room for furtherinvestigation. We expect that more sophisticated approaches may lead to signi�cant improvements, whichmay become more evident in Navier-Stokes computations with high Reynolds number, convection-dominatedows.5 Summary and conclusionsThe main questions we attempted to answer in this paper are:1. Why does the immersed boundary method su�er severe time-step limitations?2. How does the choice of explicit or semi-implicit time discretisation inuence the e�ciency of the nu-merical scheme?The �rst question was answered by our linear analysis of the equations of motion for the immersed �breproblem with a smoothed delta-function force. The presence of an elastic �bre immersed in the ow givesrise to solution modes which, for typical parameter values, are very large in comparison to modes of Stokes'equations without an immersed �bre. In particular, these modes have large imaginary part, which pointsto highly oscillatory solutions. A parameter study shows that the sti�ness of these �bre modes increases inseverity as the viscosity is decreased and the �bre forcing is increased. Hence the limitation on time step issomething quite distinct from the usual CFL limit encountered in uid ow computations.Before attacking the second question, we attemped to make predictions about the behaviour of explicitand semi-implicit schemes based on our analytical technique for the continuous problem. Explicit discreti-sations were easily evaluated by plotting the �bre modes along with the region of absolute stability for thecorresponding time-stepping scheme. The clustering of the linearised �bre modes near the imaginary axissuggests that Runge-Kutta schemes (in particular, the RK4 method) should exhibit the best performance,a hypothesis which is con�rmed in numerical experiments.Our observation that the sti�ness in the problem arises from the presence of an immersed �bre in the owsuggests that an implicit discretisation should be used for the �bre terms appearing the equations. However,26



previous work [26] has shown that a fully implicit scheme is extremely expensive, even for a linear forcingfunction. We believe that a fully coupled implicit solver might some day be developed for the more generalnon-linear force problem, but it seems much more reasonable to expect improvements in e�ciency to come�rst from an application of semi-implicit methods, which couple the uid and �bre in some form of iteration.Keeping this in mind, we next extended our analysis to handle several semi-implicit time-steppingschemes, with an aim to developing a tool for evaluating their e�ectiveness, based again on the behaviourof the sti�est �bre modes. The �rst method we considered was the standard FE/BE scheme, which is theone used most often in practice. The modal analysis was used to derive time step restrictions which com-pared quite well with those observed in computations. The second scheme is an iterative approach proposedin [13]. We verify that the scheme is unconditionally convergent and derived convergence rates which matchthe behaviour of the iterations observed in numerical simulations.The nature of the sti�ness in the underlying problem suggests that considerable advantage might begained by developing new time-stepping techniques that take into account the special characteristics of the�bre modes. While the limitation of the immersed boundary method to �rst order spatial accuracy is also anarea of concern, the sti�ness issue is of much greater import. Based on our success of our analytical approachin capturing the behaviour of the �bre modes and measuring the performance of explicit and semi-implicitdiscretisations, we hope that our insights can be used to develop more e�cient time-stepping schemes. Theparticular aspects of the problem that we hope to exploit in our search are:� the decoupling between normal and tangential �bre modes, and the fact that the sti�est modes arisefrom the class of tangential �bre oscillations. It is possible that some type of preconditioning strategybased on this special property of the solution, perhaps by performing a local linearisation that decouplesthe normal and tangential motions of the �bre, may lead to more e�cient iterative schemes. A similartechnique was used in [9] for removing the sti�ness in interfacial ows governed by surface tensione�ects.� the tendency of the �bre modes to cluster near the imaginary axis suggests that combining a Runge-Kutta discretisation of the �bre with an implicit solve for the uid o�ers promise. We briey discusseda straightforward approach based on a class of implicit-explicit Runge-Kutta schemes (given in [1])which gave no improvement. However, we still believe that it is possible to extend the IMEX-RKframework to come up with a more e�cient implementation.Central to our investigation has been the concept of an \idealised discretisation," in which the wavenum-bers are restricted to a �xed range [1; N ], representing the modes that can be resolved on an N �N compu-tational grid, and by spreading the singular force over the corresponding smoothing radius � = 2N . We havetherefore avoided much of the di�culty inherent in a fully discrete analysis of the problem. Nevertheless,spatially discrete e�ects are signi�cant, and so we also plan to extend our analysis to this area in the future.6 AcknowledgementsThe work of J. M. Stockie was supported in part by a Post Graduate Scholarship from the Natural Sciences andEngineering Research Council of Canada (while at the University of British Columbia) and a Postdoctoral Fellowshipfrom the Paci�c Institute for the Mathematical Sciences. The work of B. R. Wetton was supported by an NSERCResearch Grant. The authors would like to thank Dr. Michael Monagan, whose helpful suggestions allowed us to ekeout the Maple determinant calculations in Section 4.References[1] U. M. Ascher, S. J. Ruuth, and R. J. Spiteri. Implicit{explicit Runge{Kutta methods for time{dependentpartial di�erential equations. Applied Numerical Mathematics, Special Issue on Innovative Time Inte-grators, 25(2/3):151{168, 1997. 27
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