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Lu and Sperling [Vision Res. 35, 2697 (1995)] proposed that human visual motion perception is served by three
separate motion systems: a first-order system that responds to moving luminance patterns, a second-order
system that responds to moving modulations of feature types—stimuli in which the expected luminance is the
same everywhere but an area of higher contrast or of flicker moves, and a third-order system that computes the
motion of marked locations in a “salience map,” that is, a neural representation of visual space in which the
locations of important visual features (“figure”) are marked and “ground” is unmarked. Subsequently, there
have been some strongly confirmatory reports: different gain-control mechanisms for first- and second-order
motion, selective impairment of first- versus second- and/or third-order motion by different brain injuries, and
the classification of new third-order motions, e.g., isoluminant chromatic motion. Various procedures have
successfully discriminated between second- and third-order motion (when first-order motion is excluded):
dual tasks, second-order reversed phi, motion competition, and selective adaptation. Meanwhile, eight ap-
parent contradictions to the three-systems theory have been proposed. A review and reanalysis here of the
new evidence, pro and con, resolves the challenges and yields a more clearly defined and significantly strength-
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1. INTRODUCTION

The history of multisystem motion theory dates back to
the beginning of theoretical study on human visual mo-
tion perception.! Turn-of-the-century researchers used
Greek letters, a,2 8,2 52 7,2 and ¢,* to distinguish motion
stimuli that produced different perceptual experiences.
Recent examples of two-system motion theories are short-
range versus long-range motion®®; first-order versus
second-order®!? and Fourier versus non-Fourier motion.!
Short-range motion, Fourier motion, and first-order mo-
tion seem to refer to the same class of phenomena (here
referred to as first-order motion), for which there are sev-
eral competing computational theories. Some first-order
motion theories are quite similar or in many cases equiva-
lent, e.g., Reichardt detectors'®>® and motion-energy
detectors,'®1” versus some that can be quite different,
such as zero-crossing detectors'® and gradient
detectors.'®?°  While there is clearly an element of truth
to all these multisystem motion theories, it is impossible
to distinguish the theories without (1) explicit computa-
tional models that specify the algorithms and (2) experi-
ments that isolate the proposed motion systems.

The first computational model of motion perception was
proposed by Hassenstein and Reichardt?! and further de-
veloped by Reichardt!®'® in studying insect motion per-
ception. The Reichardt model was successfully elabo-
rated as a theory of human perception by van Santen and
Sperling.'* Several apparently different models, e.g.,
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Adelson and Bergen’s'® motion energy model and a linear
computation based on Hilbert transforms?? were proved!®
to be computationally equivalent to a Reichardt model in
the sense of having the same overall system input/output
function, although the internal sequence of operations dif-
fers.

While the Reichardt model in its elaborated form could
quite accurately account for motion perception in a wide
range of stimuli'®'®?22% including some quite complex
waveforms and quite counterintuitive predictions,'* many
investigators have reported classes of motion stimuli that
are easily perceived by human observers but cannot be
detected by Reichardt detectors.?6=32 It had been be-
lieved for some time that at least two motion systems are
necessary to account for the variety of stimuli in which
motion can be perceived. Chubb and Sperling®® proposed
and provided experimental evidence for an explicit com-
putational model to differentiate between a Fourier mo-
tion system that extracts motion directly from the lumi-
nance modulation (photons) using a Reichardt (or an
equivalent motion energy) detector and a non-Fourier mo-
tion system that first computes the amount of texture
(features) in the stimulus by means of texture grabbers
and then submits the outputs of the texture grabbers to
Reichardt (or equivalent) computations.!:30:33
Sperling®* observed that, although the paradigms were
somewhat different, the motion dichotomies first-order
versus second-order (e.g., Ref. 9) and Fourier versus
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non-Fourier®® seemed to refer to the same classifications sual areas marked as “important” or as “figure” versus
of motion phenomena and suggested that the more neu- “ground”.*® Both the first- and the second-order systems
tral terms first- and second-order be used to unify the use a primitive motion-energy algorithm, are primarily
terminology.?!! monocular, and are fast. The third-order mechanism is

Once explicit computations had been proposed for first- binocular, slow, but extremely versatile, and is strongly
and second-order motion, it quickly became evident that a influenced by attention. A binocular first-order plus
large body of experimental results®**~#? did not fit into separate left- and right-eye computations for first-order
the proposed scheme of two motion systems. Psycho- and second-order imply a total of at least six perceptual
physical experiments with complex motion stimuli led us motion computations, all carried out concurrently (Fig. 1).
to propose a three-system functional architecture for hu- Considerable evidence from the literature, both

man visual motion perceptual computation*’#34%: The prior?11:35-38:45-49 51 dq subsequent®® %6 to the publication

first-order system!%141622 extracts motion from moving of the Lu—Sperling three-systems theory seems to support

luminance modulations. The second-order system®11:3° a trichotomy of motion perception.
extracts motion from moving stimuli in which the ex- There have been eight major challenges to both the
pected luminance is the same everywhere but some fea- three-systems theory and its supporting evidence: (1)
tures (i.e., contrast and/or spatial frequency) deviate from The apparent success of a single-system model that uti-
the background. The third-order system detects move- lizes an up-front, pointwise, nonlinear transformation of
ment of feature salience, that is, changes in location of vi- input contrast prior to the motion computation®” chal-
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Fig. 1. (a) Schematic functional architecture of the visual motion system. Left, first- and second-order motion systems. Right, third-
order motion. L and R, signals originating in the left and the right eye, respectively. Motion-energy detectors (_’) acting on the spa-
tially filtered input serve monocular first-order (luminance-modulation) motion (1L and 1R). 3 indicates (possibly complex) summation/
combination. The X-summed L and R inputs serve binocular (including interocular) first-order motion (1B). Second-order motion (2L,
2R) requires a texture grabber TG (a spatial filter followed by full-wave rectification, e.g., absolute value of each point’s difference from
mean luminance) before a motion computation. X represents multiplication—the differential salience-weighting of features determined
by selective attention and the selective weighting of locations in the salience field to determine which spatial locations will be subse-
quently processed; salience ultimately applies to all visual inputs. 3B indicates the binocular third-order motion computation based on
salience values. The connecting path from summed motion energy 3 to feature weighting conveys the motion features needed to solve
motion-defined motion stimuli. (b) Definition of a motion system: a computation, presumably carried out in a brain nucleus, that takes

a space—time representation of the visual field as input and produces a vector flow field that represents motion strength or velocity or
some combination. The example illustrates a blurred point (or line) in linear motion and an instantaneous motion-strength flow field.
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lenges the existence of independent first- and second-
order systems. (2) Predictions of certain second-order
motion phenomena using a multichannel gradient
model,2’ developed to compute velocity from first-order
rigid movements of two-dimensional images, may unify
first- and second-order motion systems. (3) The claimed
capability of a single “activity” algorithm® challenges the
necessity of an independent second-order motion system.
(4) A postulated qualitative difference between first-order
and second-order motion mechanisms (not merely prepro-
cessing): Whereas velocity is the cue to first-order mo-
tion, position displacement is asserted to be the cue to
second-order motion detection.’® (5) Patterson*’ con-
cluded that stereoscopic (cyclopean) motion is processed
by a motion-sensing system composed of special-purpose
mechanisms that function like low-level motion sensors.
(6) An interocular stimulus that passed the pedestal test’
leads to the conclusion that first-order motion is binocu-
lar, not just monocular. (7) Failure of pedestal immunity
for brief stimuli’! challenges motion-energy computation
as the algorithm for first-order motion extraction. (8) Al-
leged existence of various first-order (luminance) artifacts
in second-order motion stimuli’? questions the validity of
a large body of experiments involving second-order mo-
tion stimuli.

In this paper, we first review the Lu—Sperling three-
systems theory and the major evidence on which it is
based. We then consider new studies: first, the eight
most significant challenges to the theory (listed above),
and finally, six studies not specifically posed as chal-
lenges, which provide useful new information about com-
ponents of the theory.

2. THE THREE-SYSTEMS THEORY OF
MOTION PERCEPTION

A. Definitions and Basic Computational Principles

1. Motion System

A motion system is a computation, presumably carried
out in a brain nucleus, that takes as input a space—time
representation of the visual field and produces a motion
flow field as output. In a motion flow field, each space—
time neighborhood of the visual field is represented by a
vector that indicates the direction of motion in that neigh-
borhood and one or more quantities that represent esti-
mated speed, and/or motion strength, and/or some combi-
nation of motion strength and speed. Motion strength
represents the visual system’s confidence that motion is
actually occurring in the indicated direction. Strength is
related, for example, to the amplitude of Fourier coeffi-
cients that represent the indicated motion, to the signal-
to-noise ratio of the motion stimulus, and to similar quan-
tities. The theme of this article is that the visual system
performs three different computations of the directional
strength of visual motion. Computations of speed are not
considered here.

2. First-Order Motion

The Reichardt detector (Fig. 2), a basic motion detector in
computational theories of motion perception, was origi-
nally developed for insect vision by Reichardt'?!3 and
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successfully adapted by van Santen and Sperling' for hu-
man perception. It consists of two mirror-image subunits
(e.g., “Left” and “Right”) tuned to opposite directions of
motion. Subunit L. multiplies the signal at spatial loca-
tion A with the delayed signal from an adjacent spatial lo-
cation B. Subunit R multiplies the signal at spatial loca-
tion B with the delayed signal from spatial location A.
The difference of the outputs of the two subunits indicates
the (signed) direction of motion. The Reichardt detector
provides an accurate account of motion direction for a
wide range of stimuli,'*?3725 including some quite com-
plex waveforms and quite counterintuitive predictions.*

3. Second-Order Motion

There are some obvious problems with Reichardt detec-
tors, as exemplified by the stimulus shown in Fig. 3(c)—a
contrast-modulated random-noise pattern in which the
random-noise pattern (“carrier”) is stationary; the ex-
pected luminance is the same everywhere; only the modu-
lator moves. We have yet to find an observer (without a
brain lesion) who can see motion in first-order stimuli
who does not perceive the obvious apparent motion from
such a stimulus. Nevertheless, the motion of the moving
contrast modulation [Fig. 3(c)] is invisible to Reichardt
detectors®® (Note: First- and second-order motion are de-
scriptions of perceptual algorithms, not of stimuli. How-
ever, for brevity and to better convey the reasoning, the
short phrase first-order stimulus is used here to designate
a luminance modulation stimulus intended to primarily
stimulate the first-order motion system. The phrase
second-order stimulus will be used below to designate a
contrast-modulation stimulus directed primarily to the
second-order motion system. Of course, intending a

Fig. 2. Elaborated Reichardt detector. It computes motion di-
rection from two inputs that sample the visual stimulus in two
spatial areas A and B. SF, and SFgy denote the linear spa-
tiotemporal filters (receptive fields) that may have different spa-
tial distributions. In the R subunit of the detector, the output of
SF, at A is delayed by a temporal delay filter TF and then mul-
tiplied (X) by the direct output of SFy at B. In the L subunit of
the detector, the output of SFy at B is delayed by a temporal de-
lay filter TF and then multiplied (X) by the direct output of SF,
at B. TA (temporal averaging) represents a low-pass temporal
filter. The sign of the difference between the outputs of L and R
subunits determines the perceived direction of motion. Outputs
greater than zero indicate stimulus motion from A to B; outputs
less than zero indicate stimulus motion from B to A.
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stimulus to a motion system does not guarantee that it
stimulates that system or only that system.)

Chubb and Sperling®*33 demonstrated clear motion
perception in broad classes of [drift-balanced and mi-
crobalanced] stimuli constructed of drifting modulations
of contrast, spatial frequency, texture type, or flicker (see
also Refs. 26-32) whose motion was mathematically
proved to be invisible to any Reichardt detector. Such
stimuli were said to activate second-order motion
analyses.”™  According to Chubb and Sperling,?° the in-
put to the second-order motion system is the modulation
of texture contrast. For the most-diagnostic second-order
stimulus, texture quilts, Chubb and Sperling®® proved
that no pointwise transformation could make the motion
accessible to Reichardt or to motion energy detectors. (In
a texture quilt, a patch of a texture type moves consis-
tently from frame to frame, and the successive patches
are independent, uncorrelated samples. For example,
frame 1 consists of side-by-side patches of right-slanting
gratings separated by patches of left-slanting gratings.
All patches have the same expected luminance and over-
all contrast. In frame 2, the patch pattern is translated
sideways, and new patch samples are chosen. And so
on.)

(e)

c(x,y,t) —» ME +—o 1st-Order

......JEXTURE GRABBER _

VAN P ME o 2nd-Order

i i
5‘ SPATIAL TEMPORAL RECTIFIER;

(f)

C(X’y’t) _Eb

Fig. 3. First- and second-order motion stimuli. (a) Five con-
secutive frames of a first-order motion stimulus: a moving sine-
wave luminance modulation. (b) Graphical representation of
the sinusoidal intensity modulation of frame one in (a). (c) Five
consecutive frames of a second-order motion stimulus: a moving
contrast modulation of a random-texture carrier. (d) Schematic
representation of one horizontal line of (¢). The random func-
tion represents the carrier texture; the envelope is the modula-
tor. To create an impression of motion, the modulators in (b)
and (d) translate horizontally from frame to frame. (e) A
motion-energy computation, ME, suffices to extract motion from
the point-contrast function c(x, y, ¢) that describes the stimulus
in (a). (f) Second-order contrast-modulation motion is detected
by first extracting the textural features [by means of a texture
grabber represented by the first three boxes in ()], and then com-
puting motion energy, ME, from the features (delivered by the
texture grabber) in the same way as the first-order motion sys-
tem computes the motion energy of its input. The texture grab-
ber consists of three stages: an isotropic linear spatial filter,
SPATIAL; a temporal bandpass filter, TEMPORAL; and rectifica-
tion (absolute value or square).
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No degree of differentiation nor rectification nor any
pointwise nonlinearity could extract sufficient informa-
tion to permit subsequent motion energy detection.

To extract motion from texture quilts, a mechanism
first has to extract features, which are an inherently spa-
tial construct. Feature extraction is served by a texture
grabber,!! consisting of a linear spatial filter, a linear tem-
poral filter, and a gross nonlinear transformation (Fig. 3),
such as full-wave rectification. (Rectification is defined
in terms of point contrast, the deviation of the luminance
at a point in an image from the mean luminance of the
image divided by the mean luminance. Full-wave recti-
fication refers to any monotonically increasing function of
the absolute value of pointwise contrast, typically the ab-
solute value itself or the square of the point contrast). A
linear spatial filter, exemplified by a specific size of
center—surround configuration, or by an oriented, spatial-
frequency-tuned Gabor filter, defines the texture. The
stimulus is processed in parallel by a field of such self-
similar filters. The outputs of the filters are then full-
wave rectified.”® That is, positive and negative outputs
are treated equally.

Processes after full-wave rectification know how much
of the feature was present in a neighborhood, but not
whether it happened to have a positive or negative phase.
Indeed, if inputs were not rectified, the expected output
value of bandpass filters for second-order input stimuli
would be zero. A texture grabber also includes a tempo-
ral bandpass filter that sensitizes it to changes in texture.
In second-order motion processing, motion is extracted
from the outputs of a field of texture grabbers by Rei-
chardt motion detectors.

4. Third-Order Motion

The existence of purely binocular, interocular, and various
other unusual kinds of apparent motion3>-3%4245:46 hag
prompted conjectures of complex motion-processing
systems,®® but until first- and second-order processing
were clearly defined, it was not evident that a third
motion-processing system would be required. Lu and
Sperling*®*! demonstrated four classes of stimuli that
would be invisible to first- and second-order motion pro-
cessing as previously defined, including one in which se-
lective attention to a feature determines the direction of
apparent motion.

The need for a third motion-perception system is per-
haps best illustrated by the example in Fig. 4, in which a
square moves from left to right in successive frames. In
frame 1 the square is defined by texture—the square con-
tains texture slanted in one way, and the rectangular
background contains texture slanted in another way. In
frame 2, the square is defined by texture contrast—the
square is composed of high-contrast texture, the back-
ground of low-contrast texture. In frame 3, the square is
defined by a random-dot stereogram—the square is per-
ceived in front of the background. In frame 4 the square
is defined by isoluminant color—the square is red, the
background is green. Such left-to-right motion is easily
and compellingly perceived; i.e., the motion perception it-
self does not seem qualitatively different to an observer
from the motion perception resulting from a single fea-
ture, i.e., a texture square, moving across the scene.
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The motion between any pair of frames in Fig. 4 is in-
visible to either the first- or second-order motion systems.
To perceive the motion in Fig. 4 with low-level motion de-
tectors would require a motion detector to correlate the
square defined by feature 1 in frame 1 with a square de-
fined by feature 2 in frame 2 (so-called interattribute mo-
tion, Ref. 38). A low-level motion system that computed
interfeature or interattribute motion would be disadvan-
tageous: First, it would be extremely complex because of
the large number of pairs of attributes, and second, it
would automatically and incorrectly compute motion be-
tween unrelated objects that happened to be near each
other in successive frames. A better solution is to extract
a single common attribute from all the frames and then to
compute the motion of the common element by means of a

foreground

background

Green

Fig. 4. Alternating-feature stimulus sequence. A square
moves from left to right in successive frames. In frame 1, the
square is defined by texture orientation: inside the square the
texture slant is +45 deg, outside —45 deg. In frame 2, the
square is defined by texture contrast: the square is composed of
high-contrast texture, the background of low-contrast texture.
In frame 3, the square is defined by a random-dot stereogram:
the square is perceived in front of the background. In frame 4
the square is defined by isoluminant color: the square is red,
the background is green. Such left-to-right motion is easily and
compellingly perceived. The motion between pairs of frames is
invisible to either the first- or the second-order motion system.
To perceive the motion depicted here with low-level motion detec-
tors would require a motion detector to correlate the square de-
fined by the features in frame ¢ with a square defined by the fea-
tures in frame i + 1. The alternative of computing the motion
of figure from frame to frame is clearly preferable.

Vol. 18, No. 9/September 2001/J. Opt. Soc. Am. A 2335

similar motion algorithm as the first- and second-order
motion computations.

The obvious common element linking all the squares
and rectangles of Fig. 4 is figure—ground. The square in
all the frames is recognized as figure, the rectangle as
ground. The figure—ground computation is itself com-
plex, but the figure—ground is highly prominent in per-
ception, and therefore figure—ground is something that
the brain computes. Lu and Sperling*® proposed a third-
order motion system that computes motion between areas
that are marked as figure in successive frames. To for-
malize this it is useful to introduce the concept of sa-
lience.

5. Salience

We use the term salience to describe the assumed neural
process that underlies the perception of figure—ground
(and therefore third-order motion). Whereas figure—
ground is intrinsically a binary variable (e.g., 1 for figure,
0 for ground), salience is a continuous variable, with
larger values more likely to be perceived as figure and
smaller values more likely to be perceived as ground. At
each moment in time, every x, ¥ location is assumed to
have a value of salience (the salience map) in which sig-
nificant features, those that are computed to be “figure”
have values near 1, and areas computed to be “ground”
have values near 0. Third-order motion is assumed to be
computed by standard algorithms'®>'*'® from the spa-
tiotemporal changes of the map. Computational models
have been proposed for the computation of salience, gen-
erally, and for how salience in relatively simple stimuli is
modified by attention.™%0

6. The Genetic Argument

An important reason for assuming that third-order mo-
tion is computed by an algorithm similar to that for first-
and second-order motion is that the genetic code needed
to instantiate a computation in the brain is quite complex.
The likelihood that a new gene for a motion computation
would evolve separately versus the original motion-
computation gene being spliced from one location to an-
other is negligibly small. According to this reasoning, in-
sofar as third-order motion appears to have
algorithmically different properties from first- or second-
order motion (such as failing the pedestal test), it is more
likely to be due to preprocessing of the input to the third-
order system than to the third-order motion computation
itself. At the moment, we know of no good psychophysi-
cal procedures that clearly discriminate third-order pre-
processing from third-order motion computation itself;
this issue is a good candidate for physiological investiga-
tion.

The difficulty in measuring the properties of a third-
order motion system is that the same stimulus compo-
nents that influence salience usually also stimulate first-
and second-order motion processes. The demonstration
of third-order motion requires stimuli that are invisible to
first- and second-order motion processes. There are
three basic paradigms: (i) In the paradigm illustrated in
Fig. 4, features are defined differently in successive
frames so that no single-feature motion system can com-
pute motion. (ii) An area defined by a feature that is in-
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System:

1
3
i

Property

PHOTONS

EFFECTIVE INPUT
CORNER FREQ 12Hz
MONOC/INTEROC MONOC>INTER
PEDESTAL IMMUNITY YES
ATTN INFLUENCE NO
DETECTION MECHANISM ENERGY
REVERSED PHI YES
MASKING/GAIN-CONTROL

CARRIER YES

MODULATOR YES
SELECTIVE ADAPTATION YES
BRAIN LESIONS V2-v3
KDE (SFM) YES
COLOR SENSITIVE No
PHASE INDEPENDENCE 1&1I

Fig. 5. Summary of the three motion systems:
three systems.

visible to first- and second-order motion computations,
such as a depth-defined area in a dynamic random-dot
stereogram,*! is moved. (iii) Selective attention is used
to amplify a feature’s salience, not the feature itself, and
thereby its input to apparent motion.*°

It should be noted that, like the first- and second-order
motion systems, the third-order motion system transmits
information about the location, direction, and speed of
movement. Information about what is moving—the fea-
tures themselves—is carried by a pattern-processing
system.32’80

B. Major Properties of the Three Motion Systems
We summarize the major properties of the three motion
systems in Fig. 5.

1. Effective Input

The effective input to the first-order motion system is a
moving modulation of a photon distribution, detected by
cones and rods in the visual system. A typical first-order
stimulus is a moving sine-wave luminance modulation,
though such a stimulus activates all three motion
systems*! to various degrees.

The effective input to the second-order motion system
is a moving modulation of the “activity” of texture-
sensitive neurons, i.e., texture grabbers. The typical
second-order stimulus is a moving modulation of the con-
trast of a texture carrier. Such stimuli, without a sta-
tionary pedestal, also activate the third-order system.

The effective input to the third-order motion system is
a moving modulation of feature salience (foreground/
background). All the above stimuli can activate the
third-order motion computation. Examples of stimuli
that are selectively or exclusively directed to third-order
motion are moving depth-defined areas in dynamic
random-dot stereograms, motion-from-motion stimuli, al-
ternating feature stimuli, isoluminant color stimuli, and
stimuli in which selective attention to a feature is used to
disambiguate the motion.

| |

their preferred stimuli, properties, and key references.
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III Refs

o 22

SALIENCE Lu & Sperling, 954

FEATURES
12Hz 3-6 Hz Lu & Sperling, 954
MONOC ? MONOC=INTER Lu & Sperling, 954
YES NO Lu & Sperling, 954!
NO YES Solomon & Sperling, 9473
ENERGY ENERGY?  Lu & Sperling, 954!

Nishida, 938
YES Lu & Sperling, 99

YES Lu & Sperling, 963
NO Lu & Sperling, 968
YES Nishida, et al, 9752
~MST Vaina, et al, 96, 989396
NO Dosher, et al. 8915
Yes Lu, et al, 9958,

Lu & Sperling, 954

Most natural stimuli excite all
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Relative Sensitivity
(=]
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Temporal Frequency (Hz)

Fig. 6. Temporal-frequency-tuning functions for five types of
motion stimuli, for one observer. Abscissa, temporal frequency
(Hz) of a moving sinusoidal modulation; ordinate, threshold am-
plitudes of modulations required for 75% correct left—right mo-
tion discrimination. The axes are logarithmic. The curves
have been vertically translated to expose their similarity in
shape. O (LUM), luminance-modulation motion (first order) for
pedestaled and for nonpedestaled stimuli (thresholds are identi-
cal); A (CON), texture-contrast modulation motion (second order)
for pedestaled and nonpedestaled stimuli (thresholds are identi-
cal); + (DEP), nonpedestaled stereoptic depth-modulation motion
(third order); X (MOT), nonpedestaled motion-modulated motion
(third order); ¢ (I-O) nonpedestaled interocular luminance-
modulation motion (third order). The scale value 1.00 on the or-
dinate represents the following modulation amplitudes: LUM
0.0014, CON 0.027, DEP 0.40 min, MOT 0.11, I-O 0.023.

2. Temporal Corner Frequencies

Lu and Sperling*! measured the temporal tuning func-
tions for the three motion systems (Fig. 6). All the tem-
poral frequency characteristics have typical low-pass-
filter shapes; that is, sensitivity decreases monotonically
with increasing temporal frequency. The temporal fre-
quency characteristics fall naturally into two groups, fast
and slow. The fast group contains the luminance modu-
lation (first-order) and texture-contrast modulation
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(second-order); the slow group consists of third-order
stimuli: the dynamic stereo-depth modulation, motion-
from-motion stimuli, and interocular luminance modula-
tion with observers who have not learned how to perceive
first-order interocular movement. Within each group,
the shapes of the temporal tuning functions are remark-
ably similar. Following common engineering practice,
we define corner frequency as the frequency at which
the sensitivity has dropped to 1/2 of the maximum sensi-
tivity (—0.3logg). The temporal sensitivity functions
for the first- and the second-order stimuli have a corner
frequency of ~12 Hz; the temporal sensitivity functions
for the third-order stimuli have a corner frequency of
~3 Hz.

3. Pedestal Immunity

Reichardt detectors have two mathematical properties
that prove to be useful for characterizing them experi-
mentally. One is pseudolinearity: When a stimulus is
composed of several component sine waves with different
temporal frequencies, the detector’s response to the sum
is the sum of its responses to the individual
components.'* This property is called pseudolinearity be-
cause it holds only for sine waves and only when they
have different temporal frequencies. The second is that
static stimuli are ignored; that is, the output to a station-
ary pattern is zero. From these properties, it follows that
adding a stationary sine (the pedestal pattern) to any
moving pattern would not change the output of a Rei-
chardt (and hence a motion-energy) detector in response
to the moving stimulus. This property is the pedestal im-
munity of motion-energy detectors.

The original proof of these two properties of Reichardt
models, pseudolinearity and ignoring static displays, ap-
plied to stimuli in continuous motion with exactly n cycles
falling within the period of visual temporal integration.*
Sampled stimuli of finite duration generally have only ap-
proximate pedestal immunity, and even that requires a
carefully chosen duration.®’ Let m and n be integers,
m = 4. For sampled stimuli with m samples per period,
the integer number of samples closest to (n + 0.25)m
yields the best approximation to pedestal immunity. For
example, for a sine wave that moves 90 deg between suc-
cessive frames, a five-frame stimulus would exhibit ap-
proximate pedestal immunity when presented to a Rei-
chardt (or motion energy) detector.

Note that pedestal immunity is a rather unusual prop-
erty. Figure 7(c) shows five frames of a pedestaled lumi-
nance modulation created by linearly superimposing two
components: a stationary sine grating [the pedestal, Fig.
7(a)] and a linear moving sine grating [the motion stimu-
lus, Fig. 7(b)] with an amplitude ratio of 2 to 1. In ped-
estaled motion sequences [Figs. 7(c), 7(f), and 7(i)], the
peaks and valleys of the compound stimuli wobble back
and forth, moving first one way, then the other. Never-
theless, the output of a motion-energy detector is approxi-
mately the same for the compound pedestal-plus-motion
stimulus as it is for the motion stimulus alone.®? The
question is, how do human observers perceive the com-
pound stimulus? Do they perceive the wobble of the
peaks (which implies a feature-tracking mechanism), or
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do they perceive the concealed linear motion of the test
stimulus (as they would if their perception were mediated
by motion-energy detectors)?

To answer this question, we used the following proce-
dure. Observers viewed a computer-generated stimulus
such as illustrated in Figs. 7(e) and 7(h) and reported the
direction of apparent movement. In a series of trials, the
modulation amplitude of the moving sine was varied.
(Modulation amplitude is half the difference between
positive and negative sine-wave peaks.) The threshold
amplitude for 75% correct motion-direction responses was
determined by the method of constant stimuli. A pedes-
tal with twice this measured threshold amplitude was
then added to the moving stimulus to produce the pedes-
taled stimulus [Figs. 7(f) and 7(i)]. If motion-direction
judgment were based on the output of a motion-energy de-
tector, we would expect the observer’s accuracy of left ver-
sus right judgments to be exactly the same with and with-
out the pedestal. On the other hand, if the motion
direction computation were based on stimulus features
(peaks, valleys, light—dark boundaries, etc.), the pedes-
taled stimulus would appear to wobble, and it would be
very difficult for observers to judge motion direction.

We performed the pedestal test using four types of
stimuli. (1) The moving luminance grating [Fig. 7(e)],
which consists of alternating dark and light bars; it is the
sort of first-order motion stimulus from which traditional
motion psychophysics has evolved. (2) The moving
texture-contrast grating [Fig. 7(h)], which is a pure
second-order stimulus—a binary noise (carrier) whose
texture contrast is subjected to a drifting sinusoidal
modulation. (3) The depth grating. A dynamic stereo-
depth grating is created from stereo views of left- and
right-half images composed of random dots. It appears
in depth as a corrugated surface whose distance from the
observer varies sinusoidally. The grating (and its depth)
exists only as a space-varying correlation between the
dots in the left- and right-eye images. That is, the dis-
parity between corresponding dots in the left and right
monocular images defines the depth amplitude. In suc-
cessive frame pairs, this grating moves consistently in
one direction. Each monocular image alone is completely
homogeneous without any hint of a grating, and succes-
sive monocular images are uncorrelated. (4) A motion-
defined motion grating, which is analogous to a moving
sine-wave grating in which areas that are lighter than the
surround are replaced by random dots that move a small
fixed distance upward between successive frames. Areas
that were darker than the surround are replaced with
downward moving dots. A test stimulus is produced by
drifting the up—down motion pattern horizontally in a
consistent direction from frame to frame.?%3° The ability
to perceive this kind of motion-defined motion seems to
suggest a hierarchical organization of motion detectors.
The movement of the motion modulation (i.e., the move-
ment of the global up—down motion pattern versus the lo-
cal dot movement) is invisible to first- and second-order
systems because there is no consistent global modulation
of luminance or contrast.

Observers perceive completely obvious apparent mo-
tion in all the motion-stimulus-alone conditions when the
modulation amplitude is sufficient. When observers first
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Fig. 7. Pedestal paradigm for first- and second-order stimuli. (a) Schematic representation of five frames of a stationary sine wave (the

pedestal). The dashed vertical line indicates a stationary peak.

(d) Five stimulus frames of the pedestal in a first-order (luminance-

modulation) stimulus. The actual frames were 3.1 X 1.6 deg; only a horizontal slice is shown. Luminance varies sinusoidally as a
function of space. (g) Five frames of the pedestal in a second-order texture-contrast modulation stimulus. The expected luminance is
the same throughout the texture; texture contrast varies sinusoidally as a function of space. (b) Schematic representation of five frames
of a rightward-moving sine wave. The slanting line indicates the rightward movement of the peak. (e) Five frames of a moving sine-
wave luminance modulation (first-order motion). From top to bottom, the sinusoid traverses one period. (h) Five frames of a moving
second-order texture-contrast modulation. (c) Schematic representation of a pedestal-plus-motion stimulus, summation of the modula-
tions of (a) and (b). The pedestal has twice the amplitude of the moving sine. The dashed—dotted line indicates the peak, which
wobbles back and forth 1/6 of a period. (f) A pedestaled first-order motion stimulus, the sum of the modulations of (d) and (e). (i) A
pedestaled second-order stimulus, the sum of the modulations of (g) and (h). The accuracy of left—right motion discrimination for (f)

equals (e) and for (i) equals (h).

view pedestaled luminance-modulation and texture-
contrast-modulation stimuli, the wobble is dominant.
However, with careful eye fixation and a little practice,
they can learn to ignore the wobble and to perceive the
linear motion. In pedestaled stimuli, the linear motion
appears like the motion of wind because it is not attached

to any particular object—the only objects, the pedestal
stripes, are wobbling back and forth or motionless.
Observers quickly learn to ignore the wobble and to at-
tend to the wind. Once the observers judge the direction
of the wind, the presence of a pedestal, even with twice
the amplitude of the moving stimulus, has no effect what-
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ever on the accuracy of observers’ motion-direction judg-
ments in the luminance- and contrast-modulation condi-
tions. But pedestals with the depth and motion-defined
gratings reduce motion-direction judgments to chance
guessing. For pedestaled-depth and motion-defined mo-
tion stimuli, observers report that they perceive only
back-and-forth wobble motion and cannot judge the direc-
tion of the (apparently invisible) linear-motion compo-
nent.

It is an axiom that to perceive something requires a
corresponding brain computation. If the linear motion of
the wind is perceived by the first-order and by second-
order motion systems, then there must be a motion sys-
tem to perceive the back-and-forth wobble—obviously, the
third-order motion system. The tuning function of third-
order motion is consistent with the great reduction in the
apparent amplitude of wobble at 8 Hz and its virtual dis-
appearance at 16 Hz.

These results suggest that both the first- and the
second-order systems use a motion-energy algorithm,
whereas the third-order system extracts motion direction
by tracking the important stimulus features (peaks or
valleys) over space and time.

4. Monocular Versus Binocular Computation

Consider a simple (not pedestaled) moving luminance-
sine-wave stimulus with successive frames separated by
90 deg (Fig. 8). We found that converting such a stimu-
lus from monocular to interocular presentation (e.g., Ref.
37) raises the contrast threshold (at low frequencies) by a
factor of 12 (from 0.17 to 2.0%) and decreases the corner
frequency from 12 to 3 Hz. The resulting tuning function
superimposes exactly on those of stereo depth and of
motion-defined-motion stimuli (Fig. 6). This result indi-

Fig. 8. Representation of an interocular stimulus presentation
in which frames are alternately directed to the left (L) and right
(R) eyes. Each successive stimulus has a spatial phase shift of
90 deg. Within an eye, the stimulus sequence, indicated on the
bottom, is ambiguous as to direction of motion.
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cates that the observers perceived the motion of the in-
terocular luminance grating with their third-order sys-
tems. (We presume the third-order system exhibits the
same corner frequency when it detects motion in interocu-
lar luminance stimuli as it does when it detects stereomo-
tion and motion-defined motion stimuli.)

On the other hand, interocular presentation of the
motion-defined motion stimulus with no pedestal pro-
duces almost the same threshold for motion-direction dis-
crimination as does monocular presentation of the same
stimulus. This result indicates that the motion-defined
motion computation is inherently binocular—it is indiffer-
ent to whether stimulus frames alternate between eyes or
all frames are directed to the same eye. The same indif-
ference to eye(s) of origin is found in the detection of mo-
tion of isoluminant red—green gratings, which are also
perceived by the third-order motion system.

We also created interocular pedestaled luminance and
texture-contrast stimuli by adding appropriate pedestals
to the images in each eye and direct alternating frames
into left and right eyes. Though observers perceive mo-
tion from such stimuli under normal monocular or binocu-
lar viewing conditions, they either could not perceive mo-
tion at all or had vastly reduced sensitivity in brief
interocular presentations. Under such interocular pre-
sentation, the motion stimulus in each eye of an observer
is ambiguous, and perception of coherent motion would be
possible only if the motion-energy computations could
combine information from both left and right eyes.

We*! interpreted these results to mean that the direc-
tion of motion of pedestaled luminance and pedestaled
texture-contrast stimuli is computed primarily monocu-
larly, but there may be a weak interocular component. In
general, for brief stimuli, both the first- and the second-
order motion systems are primarily monocular (but see
Subsection 3.E). Of course, when a (normal) binocular
stimulus is presented, both the left- and the right-eye sys-
tems respond. The monocularity is apparent only with
interocular stimuli. The third-order system is inherently
binocular in the sense that monocular and interocular
versions of the same stimulus are perceived equally well.

5. Attentional Influence

Selective attention appears to play little role in the per-
ception of ordinary (nonpedestaled) first- and second-
order motion when both types of motion occur transpar-
ently at the same location. That is, when a single patch
contains two superimposed stimuli of different types, con-
current motion-direction judgments are made as accu-
rately for both types as for just one type of motion stimu-
lus; there is no effect of attention to one type or the
other.”

In third-order motion, voluntary selective attention can
determine not only the direction of perceived visual mo-
tion but even whether motion is perceived at all. Lu and
Sperling*® developed ambiguous motion paradigms in
which the odd frames (1, 3, 5) contained alternating
stripes of white spots and of black spots. The even
frames (2, 4) contained a grating in which there is strong
salience modulation, e.g., alternating stripes of high-
contrast and low-contrast texture (Fig. 9) or a stereogram
with a depth grating (the foreground is figure; the back-
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ground is ground). With neutral attention, observers fail
to perceive a consistent direction of motion because with-
out selective attention, the black spotted and white spot-
ted stripes are equal with respect to salience. Selectively
attending to the dark spots produces one direction of ap-
parent motion, and selectively attending to the white
spots produces the perception of motion in the opposite di-
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Fig. 9. Alternating-feature stimulus sequences for attention-
generated motion and their relation to feature salience maps.
The top row (a—e) shows an alternating-feature stimulus with
frames of black-dot textures plus white-dot textures (a, c, e) al-
ternating with frames of low- and high-contrast textures (b, d).
A sequence of five consecutive frames is shown; each is displaced
vertically by 90 deg from the previous one. The high-contrast
stripes in b and d are perceived as figure against a low-contrast
background. Selective attention to black spots produces down-
ward apparent motion, attention to white spots, upward motion.
The second row (f—j) shows a depth/texture alternating feature
stimulus. The depth frames (g, i) are indicated schematically.
The third row shows frames f, g, and h and their associated sa-
lience maps; the most salient features are marked with Xs. In
depth stimuli the near peaks are automatically the most salient.
No features in the texture stimuli are automatically salient.
When the observer intentionally attends to the coarse grating,
the grating’s features are marked in the salience map and the di-
rection of apparent motion is from upper left to lower right as in-
dicated by the dotted line. There is no support for upward mo-
tion (the dashed line from lower left to upper right); perceiving
upward motion in this stimulus would require attention to the
fine stripes. The fourth row illustrates that third-order motion
is computed directly from the salience map, which also provides
guidance to other perceptual processes such as visual search and
the transfer to memory.
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rection. Motion is perceived because the third-order mo-
tion system computes the motion of the areas of greatest
salience; these are the attended spots in odd frames and
the high-contrast texture in the even frames. Analogous
results were obtained with selective attention to left-
slanting gratings versus right-slanting gratings.

Blaser et al.”® developed an ambiguous-motion para-
digm (similar to Fig. 9), in which selective attention to red
stripes produced apparent motion in one direction and se-
lective attention to green stripes produced the opposite di-
rection of perceived motion. They observed that selective
attention to red made unsaturated red stripes as efficient
as more-saturated red stripes for the purpose of determin-
ing the direction of apparent motion. They used this
equivalence principle to measure the amplification of at-
tention. Blaser et al.?® determined that, for the
salience—motion computation, selective attention to red or
to green was equivalent to increasing the saturation of
the attended color by ~30%. Only the salience of the at-
tended color changed; its appearance was not observed to
change (see Ref. 85). These and similar results*®%® dem-
onstrate that ambiguous-motion paradigms can provide a
delicate assay of the effects of attention.

Using a dual-task paradigm, Ho? found that two con-
current second-order motion direction-discrimination
tasks (at different locations) interfere with each other;
two  concurrent  third-order  motion  direction-
discrimination tasks also interfere with each other.
However, while a concurrent rapid serial visual presenta-
tion (RSVP) letter-recognition task interferes with a
third-order motion-direction-judgment task, it does not
interfere with second-order motion-direction discrimina-
tion. Ho interpreted her results to mean that the pattern
recognition stage of the third-order motion computation
shares attentional resources with RSVP letter recogni-
tion, while second-order motion is computed in a sepa-
rate, independent pathway.

6. Reverse Phi

When a bright bar on a gray background is flashed first in
one location and then ~100 ms later in an adjacent loca-
tion, the motion perception is called “phi” or phi motion.*
When the second bar is black instead of white, under
some circumstances, the motion can appear to have oc-
curred in the reverse, instead of the forward direction.8”%8
Anstis® called this phenomenon “reverse phi.” A similar
reversal in the direction of apparent motion with the re-
versal of contrast had been observed by Reichardt in
stimuli presented to the beetle eye,'? and this formed the
basis of his correlation model.!®> A positive correlation
(white-to-white, black-to-black) indicates the physically
presented forward direction. A negative correlation
(white-to-black or black-to-white) is perceived in the re-
verse direction—opposite to what was physically pre-
sented. With long interflash delays, the reverse phi illu-
sion fails, and motion is perceived in the forward
direction.

Chubb and Sperling'! developed a reversed-phi type of
grating stimulus, GAMMA, that appeared to move in the
forward direction when viewed foveally and in the reverse
direction when viewed peripherally. They demonstrated
that ordinary Fourier analysis actually predicted the
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reverse-phi motion, and that the second-order computa-
tion (full-wave rectification) predicted the forward direc-
tion. This means that reverse phi is a physical, not a
psychological phenomenon, in the sense that the physical
Fourier stimulus contains the reverse-motion compo-
nents.

Second-order reverse phi, first observed by Nishida,? is
the most interesting case. To perceive first-order
reverse-phi motion, the sequence is white patch to black
patch on a gray background. To perceive second-order
reverse-phi motion, the sequence is high-contrast texture
to low-contrast texture on a medium-contrast texture
background. When such a sequence of texture patches is
presented in rapid succession, observers indeed see
reverse-phi motion, but only in peripheral viewing. In
central viewing they see forward motion.”® Because
these second-order reverse-phi stimuli have no first-order
components, and because the reverse-phi direction is ex-
actly what is predicted by second-order motion theory,
this leaves the perception of forward motion unaccounted
for. It is axiomatic that if something is perceived there
must be a corresponding brain computation. In this case
it is the third-order motion computation.

In conclusion, perceiving a second-order reverse-phi
stimulus in the reverse direction is strong evidence for
the full-wave rectification second-order motion computa-
tion. Perceiving forward motion in second-order reverse-
phi stimuli implies the existence of a third-order motion
computation.

7. Masking/Gain-Control Properties

Using pedestal amplitude as the independent variable,
Lu and Sperling® studied the masking/gain-control prop-
erties of the first-and the second-order motion systems,
that is, how these systems’ responses to motion stimuli
are reduced by pedestals and other masking stimuli.
Motion-direction thresholds were measured for test
stimuli consisting of drifting luminance and texture-
contrast modulation stimuli superimposed on pedestals of
various amplitudes.

First-order motion-direction thresholds are unaffected
by small pedestals, but at pedestal contrasts above 1 to
2% (5X to 10X motion threshold), motion thresholds in-
crease proportionally to pedestal amplitude—a Weber law
(Fig. 10). For first-order stimuli, pedestal masking is
specific to the spatial frequency of the test (see e.g., Ref.
91). On the other hand, motion-direction thresholds for
texture-contrast stimuli are independent of pedestal am-
plitude, indicating that there is no gain control whatever.
The accessible pedestal amplitude range is from 0 to 40%,
which is 10X unpedestaled threshold. In first-order mo-
tion, thresholds start increasing when the pedestal
reaches 5X the unpedestaled threshold. It appears that
the biological limitation (no gain control for second-order
pedestals) reflects the physical limitation on pedestal
size. On the other hand, when baseline carrier contrast
increases (with constant pedestal amplitude), motion
thresholds increase.

In first-order motion, gain control is relatively specific
to the spatial frequency of motion. On the other hand,
gain control in second-order motion is completely indiffer-
ent to the sine-wave modulator; gain control is deter-
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Fig. 10. Masking of sine-wave motion by sine-wave pedestals as
a function of pedestal amplitude. (a) First-order stimuli.
Contrast-modulation thresholds for 75% correct motion-direction
judgments versus pedestal-modulation amplitudes. Both axes
are logarithmic. For small pedestal amplitudes (1%, ~4X un-
pedestaled motion threshold), pedestaled thresholds for drifting
luminance modulation do not depend on pedestal amplitude.
For large pedestal amplitudes, motion threshold for drifting lu-
minance modulation is approximately proportional to the ampli-
tude of the pedestals (a Weber law), as indicated by the dotted
line. (b) Second-order stimuli. Texture-contrast modulation
thresholds for 75% correct motion-direction judgments versus
pedestal-modulation amplitudes. Linear axes are used here to
better display the wide range of pedestal amplitudes throughout
which motion threshold for a drifting texture-contrast grating is
a constant. Data from (a) for first-order motion and pedestal are
shown for comparison.

mined entirely by the carrier, the amount of baseline con-
trast, independent of its distribution in space. Baseline
contrast in second-order motion is analogous to lumi-
nance in first-order motion, so gain control in second-
order motion is functionally analogous to luminance ad-
aptation in first-order motion, although, of course,
luminance adaptation acts in second-order motion as
well.

The different gain-control properties of the two motion
systems and prior observations of motion masking and
motion saturation are encompassed in the flow chart of
Fig. 11. The stimulus inputs to both first- and second-
order motion processes are normalized by feedforward,
shunting gain control. The different properties arise be-
cause texture grabbers similar to the modulator are used
to control the first-order gain, whereas all texture grab-
bers are used to control the second-order gain.

In summary, the gain of the first-order system is set by
both the carrier (retina light adaptation) and the modula-
tor (pedestal amplitude). The gain of the second-order
system is set by light adaptation and the amount of car-
rier (overall texture contrast) but not by the modulator
(pedestal amplitude).

8. Selective Adaptation

A priori, it is probable that each motion system can be
separately adapted, including each eye individually of the
first- and second-order systems.’> Moreover, different
test stimuli measure adaptation differently. Few adap-
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tation experiments admit unambiguous conclusions in the
face of these complexities. Nishida et al.?? used selective
adaptation to determine whether first- and second-order
motion pathways consist of multiple motion-detecting
channels that are each narrowly tuned to a different spa-
tial  scale. They measured  motion-direction-
discrimination thresholds for drifting luminance (first-
order) and texture-contrast modulation both before and
after motion adaptation. The drift direction, spatial fre-
quency and first-order or second-order stimulus type of
the adaptation and test stimuli were independently ma-
nipulated. When the adaptation and test stimuli were
either both first-order gratings or both second-order grat-
ings, robust elevations of direction-identification thresh-
olds were found, and showed both direction selectivity
and spatial-frequency selectivity. Cross-over adaptation
effects between first-order and second-order gratings
were sometimes observed but were weak and not spatial-
frequency selective. These findings give direct support
for the existence of multiple-scale processing for first-
order and second-order motion in the human visual sys-
tem and provide additional evidence that first- and
second-order motion are initially processed by indepen-
dent pathways.

Dark Noise Sensory Noise

ADAPTATION

Z. Lu and G. Sperling

Lu et al.%? also conducted selective adaptation experi-

ments to investigate the interactions between the three
motion systems. To selectively adapt the primarily mo-
nocular first-order motion system, we alternately present
luminance sine-wave gratings moving in opposite direc-
tions in corresponding areas of the left and the right eyes.
Stimuli to the left eye and right eye alternate once per
second for 10 s. To measure the magnitude of the motion
after effect (MAE), immediately following adaptation, the
observer judges the apparent direction of a monocular,
pedestaled, first- or second-order motion stimulus of ran-
dom amplitude, and gives a confidence rating. Adding
stationary pedestals to the test stimuli ensures that the
third-order system is not effective (it sees only back-and-
forth wobble), and the pedestals themselves serve as
MAE inducers.

To adapt and test the second-order motion system, pro-
cedures similar to first-order procedures are followed with
second-order sine-wave gratings replacing first-order and
vice versa. To adapt the third-order system, interocular
moving sine-wave gratings are employed. Dynamic
random-noise stimuli with different proportions of “sig-
nal” dots moving in particular directions are used as test
stimuli to measure the magnitude of the third-order
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Fig. 11. Model of early visual processing. Suns, stationary-noise sources; rectangular boxes, linear filters; double rectangles enclose
graphs of input—output relations. Triangles indicate gain-controlled amplifiers: the input (controlled signal) is the horizontal path;
and the gain-controlling path is vertical. Adaptation. The visual input u passes through a separable space—time filter F'; that in
combination with the gain-control filter F, creates a receptive field of a given spatial scale (i.e., a visual channel). The gain of the
amplifier k; is determined by the spatiotemporal surround ' of the through-signal. Amplifier gain is feedforward controlled by filters
F,, which have greater spatial and greater temporal extents than those of controlled signal ;. For very small inputs, the gain-control
signal u’ is negligible and the receptive field is entirely positive (low pass) as indicated by the thick graphic plots in the double boxes. At
high luminances, the receptive fields are bandpass, as indicated by the thin graphic plots. The orientation selectivity of first-order
motion is represented by a spatial filter F'5. Contrast-gain control of first-order motion is implemented as feedforward control by filters
F,, which have a somewhat greater spatiotemporal extent (ff) and cover a broader range of frequencies than the through-signal filter
F;. The double boxes with a “V” inside indicate full-wave rectifiers whose outputs are approximately the absolute value of their inputs.
Each combination of a filter and a rectifier is a texture grabber. The summed outputs of the texture grabbers determine gain control.
In the second-order motion pathway, both the input and the gain control are created by summing the outputs of texture grabbers F5.
The motion-controlling signal is summed over the surrounding area (ff). The motion computation itself is similar to first-order (Motion
I), which is represented here as a Reichardt detector. The decision process is represented as a maximum-likelihood decision between
two alternatives (N, S+N). The third-order motion system is indicated only schematically by the rectangle (Motion III).
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MAE. When viewing these stimuli, observers were not
aware of which eye or whether both eyes were being
stimulated.

All three types of adaptation stimuli produced signifi-
cant, highly selective MAEs. The pattern of high confi-
dence responses indicates that the MAE produced strong
perceptual illusions rather than merely instances of deci-
sion bias. The first notable finding is that adapting left
and right eyes to opposite directions of movement by ei-
ther a first- or a second-order stimulus in exactly the
same perceived location produces an opposite MAE in
each eye. Adapting to a first-order stimulus produced a
MAE only for first-order test stimuli but not for second-
order stimuli. Adapting to a second-order stimulus pro-
duced a MAE only for the second-order stimuli; there was
no significant cross adaptation.

We had previously shown that our observers detected
the motion of interocular stimuli with their third-order
motion systems. Nevertheless, interocular stimuli pro-
duced strong (third-order) MAEs. These three modes of
highly selective adaptation indicate three functionally
distinct motion computations carried out by at least five
clusters of neurons. Neurons selectively sensitive to sig-
nals originating in the left eye and in the right eye indi-
vidually contribute to first- and to second-order motion
computations. Furthermore, there is a binocular site to
which signals from both eyes contribute equally that
adapts to third-order stimuli.

9. Phase-Independence Tests

When two stimuli that move in opposite directions are
added, the motion each would have produced individually
can be canceled at many different levels of processing.
However, when two stimuli both move in the same direc-
tion, if there is some relative phase that produces motion
cancellation, these stimuli must combine before the mo-
tion computation. The combination of two separate mo-
tion computations, both in the same direction, cannot be
less than either alone [Fig. 12(a)]. This is the underlying
basis of the phase-independence test for the independence
of processing systems.

To investigate phase independence, we superimposed
(linearly added) a luminance and a texture-contrast
stimulus, each with its own pedestal (to avoid motion
transparency). The stimuli were of equal strength in
terms of the number of just-noticeable differences above
threshold. When they moved in opposite directions,
there was no apparent motion—the two motion signals
canceled exactly. When they moved in the same direction
without pedestals, there was enhanced apparent motion.

Same-direction motion strength equaled or exceeded
the prediction of probability summation of the response to
the two component stimuli. (When two mechanisms at-
tempt to detect the same motion stimulus, probability
summation means that the response is correct if either
mechanism succeeds.) There was no dependence of the
motion strength on the relative phases of the two stimuli.
If the two kinds of stimuli were combined before the mo-
tion computation, the sign (+ or —) of the combination
would depend on the relative phase of the components.
For example, two stimuli of the same frequency and am-
plitude moving in the same direction but with a 180-deg
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phase difference (i.e., opposite sign) would perfectly can-
cel each other [Fig. 12(d)]. If two stimuli sum before mo-
tion is computed [single-channel theory, Fig. 12(b)], we ex-
pect some phases that are better than the stronger motion
stimulus and other phases that are worse. (1) The ab-
sence of any phase dependence*! combined with (2) the
consistently much better (and never worse) detection of
dual stimuli than individual stimuli means that first- and
second-order motion strengths are computed by separate
motion detectors, and only afterwards are the two motion
strengths combined.

10. Brain Lesions

Recent identification and studies of human patients with
highly selective impairment of first-order motion®® or
second-order motion®"%4%6 due to distinctive focal lesions
of separate brain regions also lend strong support for an
independent first-order and at least one other motion sys-
tem. In the lesion studies published to date, the authors

1. o—IME

(a)
2 -~

1. Ao
v ﬁ* NL |
2 -~ [ME—

Fig. 12. Phase dependence: stimuli, models, and a demonstra-
tion. The first- and second-order input signals represented at
the left are physically superimposed and move at the same speed
and direction. ME, motion-energy computation for extracting
motion direction. (a) A two-mechanism model: First- and
second-order motions are computed in separate channels; sum-
mation occurs after the two independent motion computations.
Motion strength is independent of the relative phases of the two
stimuli. (b) A single-channel model: first- and second-order
stimuli are combined before motion computation. NL repre-
sents a possible pointwise nonlinear transformation on the com-
bined signal. (c), (d), (e). Demonstration of phase-dependence
in a single-channel theory: Two signals, (¢) and (e), move to-
gether 180 out of phase. (d)is the sum of (¢) + (e). Because (c)
and (e) are 180 deg out of phase they cancel each other; there is
no modulation in the sum (e) and therefore no stimulus for mo-
tion. Two in-phase stimuli (not shown) would reinforce each
other.



2344 J. Opt. Soc. Am. A/Vol. 18, No. 9/September 2001

Lateral

Medial

Patient RA

have not distinguished between second- and third-order
motion systems, nor is a distinction possible on the basis
of the available material.

Vaina et al.?® studied a patient RA who had unilateral
brain damage centered on putative visual areas V2 and
V3 in the medial part of the occipital lobe (Fig. 13). He
was seriously impaired in performing first-order motion
tasks in the visual field contralateral to the site of the in-
jury. However, he performed second-order (or third-
order) visual tasks in the impaired area of the visual field
as well as or perhaps even better than normals.

Another patient, FD, with a small unilateral cortical le-
sion adjacent (dorsal) to human cortical area MT, suffered
an apparently permanent disorder in perceiving several
forms of second-order (or third-order) motion in the hemi-
field contralateral to the lesion. But his first-order mo-
tion in the same area remained normal.®® The highly se-
lective nature of the disorders suggests separate neural
pathways for first- and second- and /or third-order mo-
tion.

While we®® and others have had moderate success in
obtaining different EEG and MEG responses to first- and
second-order visual motion stimuli, the brain localization
of motion systems by these measures or by fMRI has re-
mained elusive (see Ref. 99 for a review).

3. CRITIQUES AND RESOLUTIONS

A. A Single Motion System with an Early Nonlinearity
Can Compute Both First- and Second-Order Motion

Taub, Victor, and Conte®” proposed that, while there ex-
ists a separate “long-range” motion mechanism (presum-
ably related to the third-order motion system), a single
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Patient FD

Fig. 13. Schematic anatomic localization of brain lesions in two patients. Left panels (patient RA): An infarct caused a first-order
motion deficit in the left hemifield with sparing of second and third-order motion perception. Shown in medial view, it involves cortical
parcellation units®” CALC, SCLC, CN, LG, and OP in the right hemisphere. Right panels (patient FD)?: An infarct produced a right
hemifield deficit of second and/or third-order motion with sparing of first-order motion perception. Shown in lateral view, it involves
cortical parcellation units SGp, AG, and TO2 in the left hemisphere. (From Vaina et al.,®® Fig. 7, p. 75, with permission of Wiley—Liss,
Inc.)

“short-range” motion mechanism could account for some
critical results of first- and second-order motion percep-
tion experiments. Their short-range motion model (re-
ferred to here as the TVC model) could also account for
the results from a new set of ingenious experiments that
used complex motion stimuli.

Here, we reapply the TVC model to the data considered
by Taub et al.” and also consider a wider range of data.
We show that, even though the TVC model can fit experi-
mental data quite accurately within a small domain, it
fails dramatically and in predictable ways when it is re-
quired to use the same parameters to predict data from
different domains. Encompassing the range of phenom-
ena the TVC model claims to account for would require at
least two independent systems of visual computations,
i.e., systems that we previously have designated as first-
and second-order motion systems. The new experiments
of Taub et al.®” are described first. Then the TVC model
is described and its predictions are compared with exist-
ing data.

1. The TVC Experiments

Taub, Victor, and Conte®” produced a set of complex mo-
tion stimuli using the principles illustrated in Fig. 14: (D)
A first-order stimulus, a vertical sine wave, fi(x — ¢,y)
= a + bsin(x — t), (Fig. 15a). The spatial average (E,,
the expected value over y (average over the y dimension)
of f1(x — t,y), E,(fi(x — t,y)), in this case is simply
fi(x — t, - )—a moving (in the x dimension) sine-wave
modulation of luminance. One can also compute E, of
fi(x — t,y) after pointwise transformation by a power
function (Il - I?), E,(f{(x — ¢,y)). Whenp = 1, E (f;(x
— t,y)) is a sine-wave modulation in the x dimension
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with the same spatial frequency as the original sine wave.
When p = 2, Ey(f%(x — t,y)) is sine function of x with
double the spatial frequency (Fig. 14). When p = 3,
E( f3(x — t,y)) is a different periodic function of x with
the original spatial frequency. When p = 4, Ey(f‘f(x
— t,y)) is yet another periodic function of x with double
spatial frequency. Thus, stimulus f;(x — ¢,y) can “sur-
vive” (preserved as a nontrivial function of x) pointwise
power transformations || - [P when p = 1, 2, 3, and 4 (see
column 1, Fig. 14). For the case of a vertical sine wave,
Il - I” with p = 1, taking the expectation over y, E
leaves matters unchanged.

(IT) A TVC second-order stimulus, fo(x — ¢,y) was cre-
ated by sampling from two out-of-phase sine-wave modu-
lations (e.g., Ref. 100), Ly(1 + m sin(x — ¢#)) and L,(1
+ msin(x — ¢t + 7)), with equal probability (Fig. 15b).
Figure 14 illustrates that fo(x — ¢,y) survives (with
doubled spatial frequency) pointwise transformations
Il - I” followed by spatial averaging in the y dimension
when p = 2, and 4 but not when p is odd.

(ITI) A TVC third-order (notice the different meaning of
“third-order” here) stimulus, f3(x — ¢,y), is created by
sampling from three 120-deg out-of-phase sine-wave
modulations, Ly + m sin(fx)), Ly(1 + m sin(fx
+ 2m), and Lo(1 + msin(fx + 2m), with equal prob-
ability (Fig. 15c¢). It is apparent that for
p=1,..4, fs(x — t,y) “survives” the pointwise trans-
formation || - II” followed by spatial averaging in the y di-
mension only when p = 3. In this case, fg(x — t,y) has
triple the original spatial frequency.

(IV) A TVC fourth-order stimulus, f4(x — ¢,y) is cre-
ated by sampling from four 90-deg out-of-phase sine-wave
modulations, Ly, + m sin(fx)), Ly(1 + m sin(fx
+ 3@, Lo + msin(fx + m), and Ly(1 + m sin(fx
+ %Tr)), with equal probability (Fig. 15d). Here, f4(x,y)
“survives” the pointwise transformation || - [|” followed by
spatial averaging in the y dimension only when p = 4.
In this case, ff;(x, y) has quadruple the original spatial
frequency.

yo

4
(el
11

M AN, o
I

Fig. 14. Schematic stimulus generation principles of Taub
et al.%7 Stimuli are fx(x — ¢,y) = A [a + bsinlx — ¢ + 6,)]
k=1K

where K = 1,...,4 and 0, = (¢ — 1)27/K. A designates a ran-
dom sample at each point (x, y, ¢t) from one of the K sine waves.
E, is the expectation over y of fi(x — ¢,y). For¢ = t,, and for
particular values of p and K, E, is a function of x that is shown in
row p column K. (See text for details).
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e. First-order + Noise

Fig. 15. Single frames similar to stimuli of Taub et al.?” a,
TVC first-order stimulus; b, TVC second-order stimulus; ¢, TVC
“third-order” stimulus; d, TVC fourth-order stimulus; e, TVC
first-order stimulus with a noise carrier. The TVC terminology
to describe stimuli is quite different from the terminology used
by Lu and Sperling ! to describe motion systems. The TVC
first-order stimulus is primarily a stimulus to the first-order mo-
tion system. The other TVC stimuli stimulate both second- and
third-order motion systems to a degree that depends on the rec-
tifying nonlinearity of the texture grabbers in the second-order
motion system and on the figure—ground process in the third-
order motion system.

To generate motion stimuli from fx(x,y) illustrated in
Fig. 15, each component sine-wave modulation was
moved at exactly the same speed and in the same direc-
tion. Because each frame involved new random samples,
there was no frame-to-frame correlation and hence no
first-order motion stimulus for TVC-stimuli with
K =23 410

2. The TVC Model

The TVC model consists of two consecutive stages: an
initial pointwise compressive nonlinearity followed by a
Reichardt-type covariance motion computation (Fig. 16).
Specifically, the pointwise compressive nonlinearity 7 is a
half-wave rectifier (versus the full-wave rectifier in the
Chubb—Sperling®® second-order motion model). The
pointwise nonlinearity acts directly on the point contrast
(defined below) in the stimulus.
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Let I(x, y, ¢) be the luminance of a point x, y at time ¢,
and [, be the mean luminance of a stimulus. Then the
point contrast P(x,y, ¢t) at point x, y at time ¢ is

l(x’y’ t) - lO
P(x,y,t) = ——. (D
Ly
The compressive nonlinearity T is defined as
P(x,y,t)* if P(x,y,t) >0
T[P(x,y,t)] = . @)

0 otherwise

The nonlinearly transformed input 7T[P(x, y, t)] is sub-
mitted to a modified Reichardt-type motion covariance
computation’®® to derive the net directional motion
strength MStvc along the x axis.!%2  Specifically, motion
strength in the TVC model is defined as

MSvdP(x,y,8)] = 2 > 2 {T[P(x,y,t)]T[P(x
x y t

+ Ax,y,t + At)]
T[P(x,y,t)]T[P(x — Ax,y,t
+ A} 3)

where At is the duration of each frame of the stimulus
and Ax is the distance the image moves from one frame to
the next.1%3

3. TVC Predictions and Data: Ratio of First- to
Second-Order Thresholds

We apply the TVC motion model to derive threshold am-
plitude ratio between first- and second-order motion.
The logic is simple. Suppose a single motion system, i.e.,
the TVC short-range motion model, extracts motion from
both first-order and second-order motion stimuli. Then,
at threshold, the computed motion strength should be ex-
actly the same for first- and second-order motion stimuli
provided that these stimuli have the same spatial and
temporal frequency, spatial layout, and duration.

In our simulation, we concentrated on a particular pair
of first-order and second-order stimuli, one in which, after
initial nonlinear preprocessing in the TVC motion model
[Eq. (2)], will have the same fundamental spatiotemporal
frequency (Ref. 41, Figs. 10a and 10b, p. 2713). The first-
order stimulus is a drifting sine grating with spatial fre-
quency o, , temporal frequency w,, and initial phase 6.
Its contrast C is defined by

Cl(x,y,t, 01) = m; COS{2[27T((1)xx - Zwtt)] + 01}
(4)
The second-order stimulus is a drifting contrast modula-
tion of static binary spatial noise. It is defined by

g g=(max[f, 0))*

//
. ~ _.I SMA |—>| Thresholﬂ
AT A, A0
"IIIII"‘"Illll"‘lllll' 7

Fig. 16. Taub et al.*” single-channel model: The input to the
motion system first goes through a pointwise half-wave compres-
sive rectification (g = £%%). Motion is computed from the out-
put of the half-wave rectifier by a standard motion analyzer,
SMA, which is similar to a Reichardt detector.
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wtt) + 02]s
(6))

C2(x)y7t7 02) = R(xyy)mZ COS[ZW(wxﬁC -

where 6, is the initial phase and R(x, y) is a random vari-
able that assumes values +1 and —1 with equal probabil-
ity (Fig. 17).

Set the spatial period w, ! to 32 pixels, and the tempo-
ral period w; ! to 16 frames and the frame duration 9 ms.
The simulation shows that in order for the first- and the
second-order stimuli to produce the same motion
strengths, my/m; = 12.4. In Lu and Sperling,*! Ex-
periment 4, Figs. 10a and 10b, the measured luminance-
modulation motion threshold is 0.0042 for observer ZL
and 0.008 for observer EB; and the measured contrast-
modulation motion threshold is 0.024 for observer ZL and
0.029 for observer EB. At threshold, the measured
my/m; is 5.6 for observer ZL and 3.6 for observer EB.
These measured threshold ratios differ by factors of 2.2
and 3.4 from the predicted value. The TVC theory fails
to predict the measured threshold ratio between first- and
second-order stimuli that are quite similar to the first-
and second-order stimuli in the TVC experiment. Our
attempts to correct the problem by adding linear spatial
averaging before the nonlinear preprocessing stage in the
TVC model made the problem worse, not better.

4. TVC Predictions and Data: Phase-Independent
Summation of First- and Second-Order Motion

Lu and Sperling*!' developed a relative phase-dependence
test to examine whether first- and second-order motion is
computed in the same or separate motion systems. If
two stimuli are processed by the same motion system,
then there must be a way to add them while they are
moving in the same direction so that there is a phase 6 in
which the individual motion strengths cancel each other
(in the perception of apparent motion) and another phase
# + r in which the individual motion strength add. Spe-
cifically, when superimposed, equal-strength luminance
and texture-contrast modulations of the same temporal
and spatial frequencies [described by Eqs. (4) and (5)
above] with different relative phases were moved in the
same direction, Lu and Sperling*! found that there was
no phase dependence in observers’ performance in
motion-direction-judgment experiments. Moreover, the
probability of correct motion-direction judgments in the
combined stimulus followed probability summation of
each component stimulus alone (as would be expected
from two independent motion computations). If motion
from first- and second-order stimuli had been computed in
one single system, strong phase dependence would have
resulted. The observed phase-independent summation of
first- and second-order motion led to the conclusion that
motion from first-order luminance- and second-order
texture-contrast modulations is computed in separate mo-
tion systems (Ref. 41, p. 2714).

Taub et al.®” simulated the results of the the Lu—
Sperling phase-dependent test using the TVC model.
Their simulations showed that “for a stimulus consisting
of a superimposed Fourier and nonFourier grating in
which the envelope spatiotemporal frequency of the non-
Fourier grating matches the spatiotemporal frequency of
the Fourier grating, motion energy varies by 16% (aver-
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age fractional deviation) with relative spatial phase (cor-
responding to Ref. 41, Figs. 10a, b)”. They argued that
the phase-dependence in terms of motion strength
(MStye) is “surprisingly small” (p. 1474). Because Lu
and Sperling*! measured fraction of correct motion-
direction judgments (not motion energy), the phase-
dependence would be further compressed. Taub et al.5”
thus asserted that the observed phase-dependence in ob-
servers’ performance (ranging from 85% to 88.3% for ob-
server ZL, and 93.3% to 95% for observer EB) can be ac-
counted for by their model.

Before going into the details of our simulation of phase
effects in the TVC model, we need to clarify the problem.
The TVC single-channel model produced small threshold
variation with phase, similar to the almost null phase ef-
fect in the Lu—Sperling*! data. However, Taub et al.%”
overlooked the fact that, unlike the TVC model, for all
phases the Lu—Sperling data show a large improvement
in observers’ performance (Ref. 41, Figs. 10a and 10b).
For observer ZL, fraction correct for first-order alone was
0.72 and second-order alone was 0.70; for observer EB,
fraction correct for first-order alone was 0.77 and second-
order alone was 0.80. However, the range of performance
for the combined stimulus over eight different phases was
0.85 to 0.88 for observer ZL and 0.93 to 0.95 for observer
EB. There was not a single instance in which observers’
combined-component performance was not significantly
greater than that of either single component alone. A
single-channel system would show improved direction
discrimination in half the range of phases of a joint stimu-
lus and impaired discrimination in the other half of the
range of phases.

The second issue to be clarified concerns the small
variation in performance with a combined first- and
second-order stimulus as the phase between them is var-
ied. A small variation in a single model could mean that
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one of the stimuli is not effective, i.e., that the stimuli
have not been equated for motion-energy output. When
the first- and second-order stimuli are both set to produce
equal outputs (i.e., both are at threshold), we expect the
TVC model to produce the dramatic threshold variation
that is characteristic of all single-channel models.

To simulate the relative phase-dependence experiment
within the framework of the TVC single motion system
theory, we have to first create luminance modulation
(first-order) and contrast modulation (second-order)
stimuli that are of equal strength (in terms of MStyc). In
the TVC model, for the stimulus pair described in Egs. (4)
and (5), we have found that equal first- and second-order
stimuli require the ratio my/m; = 12.40. The computa-
tion of the predicted fraction of correct response in
motion-direction-judgment tasks requires a psychometric
function to convert motion strength MSyy to fraction cor-
rect. Figure 17 illustrates our simulation procedure (de-
scribed in detail below) and the results.

1. Create a luminance-modulation (first-order) stimu-
lus C(x, y, t) according to Eq. (4). Set m; = 0.0042, the
threshold for observer ZL.*!

2. Implement nonlinear preprocessing. Use Eq. (2) to
compute T[P(x,y, t)].

3. Compute motion strength MS; 1y of T[P(x,y, t)]
using Eq. (3).

4. Create a contrast modulation (second-order) stimu-
lus C(x,y, t) according to Eq. (5). Preliminary explora-
tions show that a contrast modulation ms such that
mgy = 12.4m; will produce a motion strength My ve
= M rve.

5. Implement nonlinear preprocessing. Use Eq. (2) to
compute T[P(x,y, t)].

6. Compute the motion strength of T[P(x,y, ¢t)] using
Eq. (3).
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Fig. 17. Phase dependence in the TVC single-channel model: stimuli, model, and predictions. A drifting luminance sine wave and a
drifting texture-contrast modulation are produced with an amplitude ratio 1:12.4 (in order to produce equal outputs after the compres-
sive nonlinearity). The inputs are summed with relative phase 6, then are linearly summed (+). The summed signal is transformed
by a half-wave compressive pointwise nonlinearity (see Fig. 16), after which the TVC motion energy extraction algorithm computes mo-
tion strength MStyc. MSqy is plotted against 6,0 < 6 < 7. MSqy for each stimulus component, individually, is also shown (square,
triangle). A psychometric function (from Ref. 41) converts motion strength MSyvy to fraction correct in the motion-direction-judgment
task. TVC predictions are compared with experimental data from Lu and Sperling (Ref. 41, Fig. 10a, observer ZL). The TVC single-
motion-system theory obviously fails to capture these data.
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7. Repeat steps (4, 5, 6) 256 times with new random
stimuli. Find the average motion strength My 1y for the
second-order stimulus, and verify that indeed Mjyc
= Mjve.

8. Create a large number of combined stimuli consist-
ing of the sum of (1) the luminance-modulation (first-
order) stimulus and (4) the contrast-modulation (second-
order) stimulus with different relative phases, 6, 0 < 6
< 2, where 6§ = 6, — 0, [defined in Egs. (4) and (5)].

9. Implement nonlinear preprocessing. Use Eq. (2) to
compute T[P(x,y, t)] for each combined stimulus.

10. Compute motion strength of the combined stimu-
lus for each value 6 using Eq. (3).

11. Repeat steps (8, 9, 10) 256 times to find average
motion strength My o ryc(6) for the combined stimuli.

12. To convert motion strength M; 51yc(6) into the
probability of a correct motion-direction judgment assume
that zero-mean Gaussian noise is added to motion
strength. A net value greater than 0 indicates the posi-
tive motion direction; a value less than zero indicates the
opposite direction. The standard deviation o of the
Gaussian distribution is defined by the requirements that
a net motion strength of zero (MStyc = 0) produces 50%
correct motion-direction judgments and that M;yc
= My rve produces 75% correct motion-direction judg-
ments.

The simulation results are shown in Fig. 17. For the
single-component stimuli, MS; 1v¢ and MS 1y individu-
ally produce 75% correct responses. MS; o rvc(6) for the
combined stimulus varies systematically; it achieves its
minimum when 6 = #/2, its maximum when 6 = 0, .
Converting MSty to fraction correct in motion-direction-
judgment tasks, this motion-strength range corresponds
to 62 to 86% correct, with 50% being chance level. The
average data for observer ZL from Lu and Sperling*! in
the precisely comparable condition are shown as the
nearly horizontal line at 86%.

It is apparent that the TVC single-system motion
theory, as would any single-system theory, makes dra-
matically incorrect predictions for phase-dependence in
two-component experiments. TVC obtained different re-
sults in their simulations because, instead of matching
the strength of the first- and the second-order stimuli at
the output level, i.e., after the nonlinear pointwise trans-
formation and motion-strength computation, they
matched the strength (amplitudes) of the first- and the
second-order stimuli at the input level. When the first-
and the second-order stimuli were of equal motion
strength at threshold, their amplitude ratio was more
than an order of magnitude apart. The small phase de-
pendence predicted in their simulation was due to the far-
below-threshold strength of the second-order stimulus.
To reiterate our main point: No matter what detailed as-
sumptions one may make, the signature of a single-
channel model is that performance on a two-component
stimulus is worse than that of the better component indi-
vidually in some relative phases and better in others. To
the contrary, the actual data show phase independence
and a uniform improvement.
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Fig. 18. Displays to stimulate motion systems that use half-
wave rectification. Half-wave stimuli are composed of “Mexican
hats:” A micropattern consists of 3X3 pixels in which the
middle pixel has contrast ¢ and the other eight pixels have a con-
trast —c/8, so the mean contrast of the hat micropattern is 0. ¢
is positive for white hats and negative for black hats. a, Sche-
matic cross sections, from top to bottom, of five frames of a half-
wave stimulus moving rightward. b, The actual images (partial
views). Intensity compression in early vision distorts intensity
relations, producing first-order and second-order contaminations.
When these are compensated (removed), the motion of the half-
wave stimulus can be detected only by the third-order motion
system, indicating that second-order motion uses full-wave, not
half-wave, rectification.”

5. TVC Predictions and Data: Relative Efficiency of
Half-Wave and Full-Wave Motion

Solomon and Sperling”® measured threshold amplitude in
motion-direction judgment using full-wave and half-wave
stimuli (Fig. 18). They found that observers were much
more efficient in extracting motion from full-wave than
from half-wave stimuli. Only one third of their observers
(total number of observers = 18) could reliably perceive
motion from the half-wave motion stimuli under optimal
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conditions. All their observers easily perceived motion
from the full-wave stimuli. This is a gross contradiction
to the TVC half-wave model, which predicts an advantage
of the half-wave stimuli over the full-wave stimuli.

6. Full-Wave Versus Half-Wave Rectification

Chubb and Sperling!! studied motion in a Gaussian win-
dowed reverse-phi stimulus, which they called I'. T has
the interesting property that the “forward” direction of
motion, which is automatically and easily perceived by ev-
ery observer viewing I" in foveal vision, would be invisible
to a system that performed half-wave rectification. How-
ever, full-wave rectification exposes the forward (second-
order) direction of motion very efficiently. Therefore
Chubb and Sperling concluded that the rectification in
second-order motion probably was full-wave, and cer-
tainly not exclusively half-wave.

The full-wave versus half-wave question was taken up
again by Solomon and Sperling,”® who produced stimuli
composed of Mexican hat micropatterns which were de-
signed to produce apparent motion only in visual systems
that contained full-wave rectifiers or only in half-wave
systems. They called these full-wave and half-wave mo-
tion stimuli. The TVC model assumes half-wave rectifi-
cation. Because threshold data for all observers and both
full-wave and half-wave conditions are available (Ref. 73,
Table 1), we compute the responses of the TVC model
(MSqvc at threshold) in both full-wave and half-wave con-
ditions, and compare them with the actual data for each
observer. Table 1 shows the ratio of half-wave versus
full-wave MSryc for each observer.

If the TVC single motion system theory were correct,
the MSpyc half-wave/full-wave threshold ratio would
have been 0.5 for all observers because, after the positive
half-wave rectification of TVC model, the Solomon-—
Sperling full-wave stimuli contain only 1/2 as many posi-
tive micropatterns as the half-wave stimuli. It is appar-
ent that, at threshold, MSv for half-wave stimulus is at
least 3.6 times that of the full-wave stimulus. The half-
wave stimuli were extremely inefficient in Solomon and
Sperling’s” experiments, though half-wave stimuli
should have been twice the strength of full-wave stimuli if
TVC’s theory held.

In summary, the failure to predict the phase indepen-
dence of motion-direction judgments of combined same-
direction first-order and second-order motion stimuli fal-
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sifies the single-channel assumption of the TVC model.
The gross failure of the half-wave/full-wave threshold pre-
dictions falsifies the half-wave rectification assumption of
the TVC model.

B. A Single Multichannel-Gradient Model for First-
and Second-Order Motion
Johnston and associates?®1%471%6 proposed multi-channel
gradient models that could account for all first-order phe-
nomena they investigated and for many second-order mo-
tion phenomena. They did not attempt to deal with
third-order motion phenomena. Although a gradient
model is inherently a velocity model, it was adapted to
make predictions of motion strength. The computation
of gradients involves only linear processes (i.e., differen-
tiation). The computation of velocity from the ratio of
two gradients involves a nonlinear process (division, in
this case of a temporal by a spatial gradient). The com-
putation of velocity or motion strength from the combina-
tions of velocities computed in different spatial frequency
bands and from different points in space and time can be
quite complex. We have not been able to fully under-
stand the nonlinear processes proposed by Johnston et al.
nor how these processes accomplish motion detection. A
description of the basic gradient computations underlying
their model is offered here for completeness.

A rigidly moving pattern I(x, y, ¢) that at a moment in
time ¢ moves with velocity « in the x dimension and with
velocity v in the y dimension satisfies the following:

l(x,y,t) = I(x + udt,y + vdt, ¢t + de). (6)
The full derivative of I(x, v, ) with respect to ¢ is zero:
al(x,y,t)

dl(x,y,t) l(x,y,t)  dl(x,y,t)
=u +tv +
de¢ ox dy ot

= 0. (7)

In an infinitesimal neighborhood around a point x, y, ¢,
the surface I(x,y, t) can be regarded as a plane. Equa-
tion (7) describes infinitesimal movements of a planar
surface. Consider any point x, y in the image I(x, y, ¢) at
time £. A moment later that point has moved an amount
in x that is proportional to the first right-hand term, an
amount in y that is proportional to the second right-hand
term, during an interval ¢ proportional to the third term.
Since it is the same point at both times, there is no

Table 1. Responses of the Selected Observers of Solomon and Sperling® and of the TVC Model®
to Full-Wave and Half-Wave Stimuli

MSTVC (hW/fVV)d

Full-Wave Half-Wave Data

Observer Threshold® Threshold (hw/fw) Observed Predicted
PS 0.1225 0.185 1.7 3.6 0.5
JS 0.0683 0.121 1.8 4.3 0.5
AH 0.0603 0.12 2.0 4.7 0.5
AKH 0.0361 0.187 5.2 12.0 0.5
RK 0.0524 0.357 6.8 16.2 0.5

“Ref. 73.

bRef. 67.

¢ Contrast amplitude of center point of Mexican hat micropatterns.

4 MSryc is the ratio of motion strengths of the TVC model corresponding to the indicated stimuli.
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change in intensity; therefore dI/d¢ is zero. That Eq. (7)
holds for every point on an object is the standard defini-
tion of rigid motion.

Equation (7) is formulated for a two-dimensional
surface.!®® However, it is simpler to explain the theory
with one-dimensional stimuli (stimuli that do not change
in the y direction), and we shall do so here (as is done in
Ref. 20).

For a one-dimensional stimulus [in which the middle
right-hand term in Eq. (7) is omitted], we designate the
velocity as ug, and it is given simply by

al(x,y,t)l ot

—_— (8)
ol(x,y,t)ox

Ug =

Suppose every image in a space—time cube is subjected to
the same linear spatial transformation, for example, dif-
ferentiation with respect to x. If the original object
translates rigidly, then the image-transformed object also
translates rigidly. That is, changing how the stripes are
painted on a zebra does not change the translatory motion
of the zebra. Johnston et al.2° differentiate the original
images with respect to x K times. They define vectors
xk,tk, k= 0, ...,K,

U (x,y,t)

U (x,y,t)
xR = oxktl T ok,

ot = 9
k oxt ot ©

Again, if the original image translates rigidly, each of
these k-differentiated images follows precisely the same
trajectory. The velocity u; of a k-differentiated image is
given by substituting it, instead of the original image,
into Eq. (8). At certain image points, it may happen that
the velocity computation is degenerate (zero over zero) for
the original image or for some of the %k transformed im-
ages but is well defined for other transformations. This
is a potential advantage of considering transformed im-
ages, not just the original image in computing velocity.

If measurement were perfect, all nondegenerate esti-
mates of velocity u,, 2 = 0, ..., K, would be identical. In
actual practice, measurement is not perfect, sampling is
not perfect, so even in the case of perfectly rigid motion,
the computed velocity values may differ. To combine the
different estimates of velocity u,(x) at a point x, Johnston
et al.?° first make a graph of the numerator versus the de-
nominator of Eq. (8) for the original and each of the
k-transformed images. For any one image, therefore, ve-
locity is given by the slope of the line from the origin to
the plotted point. When there are several estimates,
Johnston et al. compute the slope of the best-fitting line
(in a least-squares sense) through all the points and use
that slope as the estimated velocity.

Finding the slope of the best-fitting line is an elemen-
tary statistical procedure. Applied to these data, the
slope is given by

ST (e, y,t) T (x,y,t)

oxkt1 dxtat k=0
u = =
I U(x,y,t) T U(x,y,t) K
gk 1 (9xk +1 E x,%
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The denominator is a normalization factor that depends
only on the contrast energy in the original and the differ-
ential images. The numerator is proportional to the sum
of the individual slopes. In other words, the slope esti-
mate is just the average of the individual slope estimates.
Although, this is an appropriate procedure for first-order
motion, it is unclear why it might work for second-order
motion.

In conclusion, gradient models can recover the velocity
component of first-order motion quite well. This is not
surprising because a long-standing physical theory indi-
cates that the gradient-based computation is an appropri-
ate velocity-extraction algorithm. Problems arise when
gradient models appear to recover second-order motion,
because no formal theory has yet developed to explain
how they might do so.

C. A Single “Activity”-Based System for Both First-
and Second-Order Motion

Grzywacz et al.%8 proposed a temporal coherence theory to
account for first-order motion integration over space and
time. The authors claimed that activity at (x1,¢1) fol-
lowed by activity at (x2,¢2) could induce motion from x1
tox2. Because their model could potentially compute ac-
tivity from certain second-order stimuli, their model could
explain second-order motion results without a need for
two separate motion systems.

The crux of all motion models is the definition of the in-
put to motion detectors—the “activity.” For Grzywacz
et al.,®® “activity” appears to be the output of Reichardt
(or similar) motion detectors. Insofar as these first-stage
motion detectors function similarly to the texture grab-
bers in the Chubb—Sperling®® theory, they effectively pro-
vide a contrast-modulation input to what is then a
second-order motion mechanism. However, insofar as
there is only one motion mechanism, the Grzywacz et al.®
theory will fail the phase-independence test just as badly
as the TVC model.®” This theory, like the gradient and
the initial-stage nonlinearity theories considered above,
does not detect third-order motion.

D. Position Displacement, Not Velocity, Is the Cue to
Second-Order Motion Detection

Seiffert and Cavanagh® report a qualitative difference
between first-order and what they call second-order mo-
tion. They studied back-and-forth oscillatory motion in a
variety of stimuli. For first-order motion stimuli, the
minimum displacement threshold is inversely propor-
tional to the temporal frequency of back-and-forth oscilla-
tion (between 0.1 and 1 Hz). They therefore conclude
that first-order motion threshold is determined by veloc-
ity. For their various second-order motion stimuli, dis-
placement threshold is approximately constant between
0.1 and 4 Hz (Fig. 19). (However, in one experiment
where observers are required to discriminate
direction—as well as presence—of motion, there is a
marked decrease in sensitivity to motion at 4 Hz, the
highest back-and-forth frequency tested). They conclude
that second-order motion threshold is determined by dis-
placement only. The overall conclusion is that first-order
and second-order motion involve different mechanisms:
Velocity is the cue for first-order motion; position displace-
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ment is the cue to second-order motion. We have no ar-
gument with their data except that their label “second-
order” is inappropriate and that they studied too small a
range of conditions to define a mechanism.

There are several reasons for believing Seiffert and
Cavanagh’s® stimuli were stimulating primarily a third-
order system. One of their so-called second-order stimuli
was a stereo-defined grating, and it had threshold charac-
teristics similar to their other second-order stimuli. In
the review above, the temporal tuning function for stereo-
motion was shown to have a sharp decline in sensitivity
at 4 Hz, which was typical of third-order motion (but not
first- or second-order).

Other of Seiffert and Cavanagh’s®® second-order
stimuli were contrast modulated textures. These, in-
deed, are stimuli capable of stimulating the second-order
motion system although, like most above-threshold first-
and second-order stimuli, they are also clearly seen by the
third-order system. Pedestaled contrast-modulated mo-
tion (Fig. 7i) is easily seen. It is perceived as a moving
wind above a wobbling pedestal. Perception of the
wobble motion of the pedestal could be position based (it
is a third-order motion computation); the motion of the
wind—the second-order motion—obviously is not position
based. Our conclusion is that second-order motion (the
wind) is not position based, that third-order motion
(which is what we presume Seiffert and Cavanagh® stud-
ied) might depend on perceived position but not necessar-
ily according to the invariance rule proposed by them.
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Fig. 19. Summary of the results of Seiffert and Cavanagh® and
of Nakayama and Tyler (Ref. 104, Experiment 1, Fig. 3) determi-
nations of displacement thresholds for back-and-forth oscillating
stimuli. Seiffert and Cavanagh® interpret data with d7/df
~ —1 as indicating a velocity mechanism and data with d7/df
~ 0 as indicating a position mechanism. They conclude that
first-order motion involves velocity sensing and second-order mo-
tion involves position sensing. Applying their criteria to their
data, supplemented by Nakayama and Tyler’s data we would
have to conclude that first-order motion is served by three
mechanisms, a different one in each of the circled ranges. An
alternative interpretation is that the shape of threshold-versus-
frequency functions is determined primarily by temporal filtering
before the motion computation itself. (After Ref. 69, with per-
mission of Elsevier Science Ltd.)
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There is a problem with inferring the basis of a motion
computation from observations of a limited frequency
range of back-and-forth oscillation. For example, as
measured by Seiffert and Cavanagh® and by Nakayama
and Tyler,'%” the minimum displacement threshold for
first-order motion is also a constant between about 1 and
4 Hz. In a more extensive study, Nakayama and Tyler!?”
find that the minimum displacement threshold of first-
order back-and-forth oscillatory motion is a U-shaped
function of temporal frequency (Fig. 19). Following the
logic above, one would have to conclude that first-order
motion is based on a velocity mechanism below 1 Hz
(where minimum displacement is inversely related to
temporal frequency), is based on a position mechanism
between 1 and 4 Hz (where minimum displacement ver-
sus frequency is flat), and is based on yet a third mecha-
nism above 4 Hz (where minimum displacement increases
with temporal frequency).

The data of Seiffert and Cavanagh®® can be explained
more parsimoniously when we recognize that their proce-
dure does not differentiate spatiotemporal filtering before
motion detection from frequency selectivity in the motion
detector itself or from the nature of the motion algorithm.
It is well known that the temporal tuning function for
first-order motion has a bandpass characteristic.'419%109
This would tend to produce a U-shaped curve for displace-
ment threshold versus frequency. The temporal tuning
function for second-order motion is low pass*’®® in the
range in which it has been studied. This would tend to
produce a flat curve for displacement threshold versus
frequency and lead to a false conclusion that second-order
motion perception was based on a displacement mecha-
nism when, in fact, second-order motion perception is
based on a motion-energy type of algorithm (see below).

There are experimental data that are more informative
about motion algorithms than temporal tuning functions:
For example, (1) pedestal immunity and (2) the fact that
in sandwich stimuli, motion strength depends on the
product of amplitudes in even and odd frames. Such
data suggest that first- and second-order motion systems
each utilize a Reichardt or an equivalent motion energy
algorithm. The observed qualitative differences between
first- and second-order motion systems reported by Se-
iffert and Cavanagh® may reflect the different temporal
dynamics of processing before the two systems or perhaps
the dynamic properties of the motion detectors them-
selves. But such data, by themselves, do not constrain
the algorithms embodied in the motion detectors.

E. An Interocular Stimulus That Passes the

Pedestal Test

Lu and Sperling*! concluded that first-order motion is pri-
marily monocular because luminance sine-wave gratings
to either or both eyes pass the pedestal test,*! have a tem-
poral corner frequency of 10-12 Hz,*! and exhibit reverse
phi. (Passing a pedestal test means that sine-wave mo-
tion direction is perceived equally with or without a sta-
tionary sine-wave pedestal of the same spatial frequency
and 2X amplitude.) Sine waves presented alternately to
the two eyes so that interocular combination is necessary
to perceive motion (Fig. 8) fail the pedestal test,*! have a
corner frequency of ~4 Hz,*! fail reverse phi,®?° and have
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at least 10X lower contrast sensitivity and spatial
resolution.*! Therefore Lu and Sperling*! concluded that
interocular motion perception is mediated by the third-
order, not the first-order system.

1. Carney’s Interocular Pedestal Stimulus

Carney’? found that he and his other observers could per-
ceive the direction of interocular motion at temporal fre-
quencies of 30 Hz. This is far beyond what would be pos-
sible for the third-order system. He also discovered an
interocular sine-wave stimulus that passed the pedestal
test. He concluded, naturally, that there was a first-
order binocular motion-sensing mechanism. We show
here how the apparently contradictory observations of Lu
and Sperling*! and Carney™ can be reconciled. Selective
attention and adaptation are the clues.

Why were Lu and Sperling’s*! observers unable to per-
ceive interocular motion above 8 Hz? At 8 Hz, the in-
terocularly physically moving sine wave seems to stand
still or to wobble, and its overall motion direction is al-
most impossible to discern. This is a manifestation of the
perceptual phenomenon of motion standstill, which oc-
curs when the third-order motion system fails, but the
form—color—texture systems are still able to deliver a rea-
sonably accurate representation of the moving stimulus.
(The task of the form—texture—color systems is to extract
a perceptually stable object shapes from images that jitter
widely over the retina; motion systems provide the per-
ception of movement. Motion standstill does not occur
with sine-wave stimuli in first- or second-order motion be-
cause these motion systems are as sensitive as or more
sensitive than shape—color—texture systems.)

In fact, Lu and Sperling’s*! observers accurately re-
ported the output of their third-order motion system.
What they failed to observe then, but have now learned to
observe with selective attention, is that, in addition to the
wobbly sine wave there is a wind blowing over the grating
that represents motion direction quite accurately. This
perceptual wind is the output of an interocular first-order
motion system. By selectively attending to it, observers
can judge the motion direction of even extremely brief
stimuli at temporal frequencies up to 30 Hz.1%!11 The
interocular first-order system is less sensitive than the
monocular system by a factor of 2—3 in five-frame (1.25-
cycle) stimuli. In 2-s stimuli, interocular contrast sensi-
tivity for motion direction approaches monocular sensitiv-
ity.

On the other hand, interocular motion cannot pass the
pedestal test. In brief sine-wave motion stimuli, no mat-
ter how discriminable the direction may be, adding a 2X
pedestal reduces interocular direction discrimination to
chance. To perceive interocular motion in the presence of
a 2X pedestal requires quite long durations. Interocular
motion-direction discrimination in the presence of pedes-
tals improves continuously from ~0.5 s to 3 s. That such
a long exposure is required to perceive pedestaled motion
suggests that the pedestal is being filtered out by adapta-
tion processes before the motion computation.

In agreement with Carney, Sperling et al.'® conclude
that there indeed is an interocular first-order motion com-
putation. It is less sensitive than monocular first-order
motion. But it is reasonable to call it first-order because
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it is very sensitive to small contrasts (0.5%) and resolves
extremely high temporal frequencies (30 Hz). Unlike
monocular first-order (and second-order) motion computa-
tions, interocular first-order motion fails the pedestal
test. Why this should be so is unresolved.

F. A Low-Level Special Mechanism for Stereomotion?
Stereomotion is motion that is produced in such a way
that a stereoscopic depth mechanism is required to decode
the sensory input, and no artifactual motion signals are
available to other motion detection systems. The classi-
cal example is a dynamic random-dot stereogram (DRDS)
that defines a stereo-depth grating. The depth-defined
grating translates in successive frames. As there is no
correlation between successive frames, there is no motion
signal for first- or second-order motion. Stereomotion,
defined by a DRDS, follows the typical third-order-motion
temporal tuning function (falloff corner frequency is 4
Hz).

It is usually assumed that the only motion signal in
DRDS motion is the depth signal. However, there often
is a concomitant motion signal produced by interocular ri-
valry, which can be of equal strength to the true stereo-
motion signal.'*? Rivalry motion is a common confound
in stereomotion experiments. However, as rivalry mo-
tion appears to have the same temporal dynamics as ste-
reomotion, probably it too is perceived by the third-order
motion system.

In a minireview of stereomotion sensing, Patterson
concludes that “stereoscopic motion is processed by a
motion-sensing system composed of special-purpose
mechanisms that function like low-level motion sensors”
(p. 3329). He contrasts this to Lu and Sperling*! who
conclude that the third-order motion system mediates the
perception of stereomotion. What is the evidence?

Patterson*? considers motion in the Z direction (toward
and away from the observer) as well as motion in the
X-Y direction, perpendicular to the line of sight. Only
movement in the X—Y plane is considered here. Patter-
son’s arguments for a stereo-specific motion system hinge
on (1) motion adaptation, (2) a difference between speed
and position discrimination, (3) the assertion that failure
of stereomotion to pass a pedestal test is not conclusive
evidence against a specialized stereomotion mechanism.

In principle, motion adaptation paradigms could reveal
mechanisms for perceiving stereomotion. For example, if
there were a low-level stereomotion mechanism, adapting
it should not affect nonstereo third-order motion stimuli.
On the other hand, if third-order motion were the mecha-
nism for perceiving stereomotion, then stereomotion
should cross adapt with other third-order motion stimuli.
The problem is that there undoubtedly is a final common
path for all motion mechanisms. So cross adaptation be-
tween motion systems is the rule, and finding cross adap-
tation (as Patterson does) is uninformative. The hard
problem is avoiding cross adaptation and adapting only
one specific system. To learn about stereomotion mecha-
nisms, it would be useful to cancel the common adapta-
tion and thereby to expose stereo-specific or third-order-
specific motion adaptation. One must also demonstrate
that adaptation is of stereomotion versus adaptation of a
more general stereo-depth mechanism that incidentally
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weakens the stereomotion response. These adaptation
experiments are possible in principle, but none of the ex-
periments cited by Patterson*? grapples successfully with
these complexities. All admit alternative interpreta-
tions.

With respect to speed discrimination versus position
discrimination, Patterson*? advances no general principle
that could used to discriminate third-order from a stereo-
specific motion mechanism. That arguments based on
temporal-frequency-tuning functions are inconclusive
with respect to identifying motion algorithms (versus mo-
tion systems) has been pointed out above in the reanaly-
sis of Seiffert and Cavanagh.%®

Patterson’s final argument is based on an analogy to in-
terocular motion perception. Pedestaled interocular mo-
tion perception failed in short-duration stimuli but appar-
ently succeeded in long-duration stimuli. Patterson*?
writes that Carney’® concludes “cyclopean motion was
processed by a binocular motion-energy system without
feature tracking” (p. 3340). Continuing by analogy,
Patterson reasons “We should not infer that a cyclopean
motion system does not exist on the basis of a lack of evi-
dence for its existence” (p. 3340).

Some indirect evidence for third order as the only
mechanism for perceiving DRDS stereo motion is the phe-
nomenon of motion standstill—the perceptual standstill
of an objectively rapidly moving stimulus. Originally,
Julesz and Payne® observed that a stereo-defined bar os-
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cillating back and forth at oscillation rates of ~7-9 Hz ap-
peared to stand still. Tseng et al.'® observed motion
standstill in DRDS stereomotion even with continuous
linear motion in a consistent direction (versus back-and-
forth) for temporal frequencies of 5—8 Hz. The signifi-
cance of motion standstill is that a stimulus is moving too
quickly for motion mechanisms to resolve but slowly
enough for texture-shape mechanisms to resolve clearly.?®
Until now, only the third-order motion system has been
slow enough to fail before shape—color—texture mecha-
nisms and thereby to make motion standstill possible.

In conclusion, the typical third-order temporal tuning
function, the ease with which motion standstill can be
produced, and the lack of evidence to the contrary, sug-
gest that stereomotion is perceived only by the third-
order motion system.

G. Apparent Failure of Pedestal Immunity for Brief
Stimuli

A motion pedestal stimulus consists of a standing sine
grating (the pedestal) on which a moving grating of the
same spatial frequency is superimposed. Lu and
Sperling*! observed that motion direction thresholds for
sine gratings are unaffected by pedestals of twice the am-
plitude of the moving sine (pedestal immunity). This ob-
servation of pedestal immunity is important because (1) a
pedestal with an amplitude of 2X that of the moving grat-
ing is amply sufficient to foil any motion algorithm that
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1.7 They measured contrast threshold for dis-

criminating left-versus-right motion of a vertical, 1-c/deg luminance sine-wave grating a, superimposed on a 1 c¢/deg stationary luminance
grating (b, the pedestal) with twice motion-threshold amplitude. a and b schematically illustrate the phase 6 between the moving sine
wave and the stationary pedestal in frame 1. d, e, f, Equal-duration motion stimulus and pedestal. Both the motion stimulus and the
pedestal contain one full cycle (27 frames) of the motion stimulus plus one extra frame. The graph f shows the systematic dependence
of the motion-direction threshold on the initial phase 6. g, h, i One-cycle motion stimulus, impulse pedestal. The pedestal was presented
for only one frame. The motion stimulus contained 28 frames (one full cycle+one frame). i, Systematic dependence of the motion-
direction threshold on the phase 6.
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depends on feature tracking (Fig. 7) and because (2) ped-
estal immunity is a nonintuitive prediction of a Reichardt
(and hence motion-energy) detector.

Zemany et al.” reported apparent counterexamples to
pedestal immunity. They measured contrast threshold
for discriminating left versus right motion of a vertical,
1-c/deg luminance sine-wave grating superimposed on a
1-c/deg stationary luminance grating (pedestal) with
twice-threshold amplitude, lasting one cycle of the motion
stimulus. They’! observed large phase-dependent effects
of the stationary pedestal on motion direction discrimina-
tion at 7 and 15 Hz; i.e., the motion direction discrimina-
tion threshold depended systematically on the relative
(initial) phase 6 of the pedestal and the moving sine wave
(Figs. 20a—20f). They also observed strong phase depen-
dence in motion-direction-discrimination thresholds with
very brief one-frame (“flash”) pedestals (Figs. 20g—20i).

Zemany et al’s"" experimental results pose two chal-
lenges to Lu and Sperling.*! (1) In Ref. 41, pedestal im-
munity of first-order motion was observed in experiments
in which different relative phases of the pedestal and the
moving sine wave were mixed and averaged. Their ap-
parent pedestal immunity might have resulted from aver-
aging across random phases. (2) Pedestal immunity is a
mathematical property of the Reichardt (or equivalent
motion-energy) detectors. Gross violation of pedestal im-
munity would suggest that computational theories of hu-
man motion perception (such as the Lu—Sperling three-
motion-systems theory) based on Reichardt (or equivalent
motion energy) detectors are wrong.

Reanalysis of the original pedestal data of Lu and
Sperling?! in terms of the relative initial phase between
the moving luminance sine wave and the pedestal found
no systematic phase dependence whatever for any of the
five temporal frequencies of motion stimuli that were
tested (0.94, 1.88, 3.75, 7.50, and 15.0 Hz). How is it pos-
sible to account for pedestal immunity and phase inde-
pendence in these data*! and the gross violation of pedes-
tal immunity and the big phase dependence in the data of
Zemany et al.?”!

Examination of the stimuli used by Lu and Sperling*!
and by Zemany et al.”! suggests the major, critical differ-
ence in the two experiments: In the experiments of Lu
and Sperling,*! the pedestaled stimuli were composed of
five frames with a 90-deg phase shift between successive
frames. The period of the motion sequence was four
frames, and the fifth frame was a repeat of the first. The
total phase shift was 450 deg. In the experiments of Ze-
many et al.”* the pedestaled stimuli were composed of 28
frames in a motion sequence with a period of 27 frames (a
total phase shift of 373 deg in their 7.43-Hz condition).!**
In this section we show that the Reichardt (or equivalent
motion-energy) detector actually predicts the two dispar-
ate data sets that result from these seemingly minor dif-
ferences in stimulus durations.

This section is organized in three parts. (1) We first
show that, for finite and/or sampled stimuli, Reichardt de-
tectors do not have perfect pedestal immunity, and we
outline the conditions under which a high degree of im-
munity obtains. This can best be understood in terms of
the Fourier analysis of the stimuli. (2) We illustrate a
simple algebraic approximation that can predict both the
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Fig. 21. Fourier analysis of the pedestaled stimuli of Zemany
et al.™" a, Space—time representation of a pedestaled motion
stimulus. To minimize edge effects in Fourier analysis, zero’s
are padded in the x, ¢ space around the visual stimulus. b,
Power spectrum of the pedestal + motion stimulus in a. ¢, Di-
rectional energy ratio for a pedestaled motion stimulus as a func-
tion of the initial angle 6 between the motion component and the
2X pedestal on which it is superimposed. The subscripts 28 and
34 indicate the number of stimulus frames (27 frames is one full
cycle). Direction energy E,g(6) is computed as follows:
E gg M(;, 6), the motion energy in quadrant i, is the integral of the
energies of all the motion components in i. Directional energy is
given by energy in quadrants 1 + 3 minus 2 + 4. Eg(0) is the
ratio of directional motion energy of the pedestaled stimulus di-
vided by that of the nonpedestaled motion stimulus, computed
for each initial relative phase 6 of the pedestal. Graphs show
E.g(6), 1.04 cycles; and Eg4(6), 1.26 cycles. Eqyg(6) varies
greatly with phase 6, including a change in direction of motion.
E3,(6) has only a small variation with 6.

basic pedestal immunity observed by Lu and Sperling*!
and the apparently contradictory results of Zemany
et al.”t (3) We make some new predictions—for example,
that prolonging the Zemany et al. stimulus to 90 + n
X 360deg, where n is a positive integer, would make it
relatively immune to pedestals under a wide range of con-
ditions.

1. Reformulation of Pedestal Immunity
When a continuous periodic stimulus composed of a sum
of sine waves of different temporal frequencies is pre-
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sented to a Reichardt detector that averages either over
one period exactly or over a very long interval that con-
tains many periods, its response is equal to the sum of its
responses to each of the frequencies individually.!* This
property has been called pseudolinearity.*

Because of pseudolinearity, Fourier analysis of the
stimuli gives great insight into the behavior of Reichardt
detectors. In particular, Fig. 21b shows the complex Fou-
rier power spectrum of a pedestaled stimulus. Of the
four most intense points (largest amplitudes) in the power
spectrum, two that represent the pedestal are on the spa-
tial frequency axis, and two that represent the moving
grating are between the axes. The response of a Rei-
chardt detector to any stimulus on either axis is zero.
Therefore, whenever pseudolinearity applies, a pedestal
has no influence on the output of a Reichardt detector.

Consider the Fourier spectrum of finite duration and
sampled stimuli. The continuous pedestaled stimulus is
multiplied by a window to produce a finite-duration
stimulus or by a sampling function to produce a sampled
stimulus, or by both. Multiplying the function by a win-
dow is equivalent to convolving the Fourier transform
with the transform of the window. For example, the
transform of a rectangular temporal windowing function
is a sync function, sin(w,)/w,, that splatters the energy of
both the moving grating and the pedestal along a vertical
line above and below the horizontal axes (Fig. 21b). The
transform of a regular sampling function is itself a sam-
pling grid, which splatters energy over the entire tempo-
ral frequency space. The usual computer-generated
stimulus is a windowed sampling grid, whose transform
is the convolution of the two transforms above, which has
even more frequency splatter.

The motion of a moving grating is assumed to be sensed
by detectors that are sensitive to spatiotemporal frequen-
cies in a neighborhood around the location of the stimulus
in the Fourier domain (and also around its mirror-image
locations, which represent movement in the opposite di-
rection).

For brief-duration stimuli, because of energy splatter,
pseudolinearity does not hold exactly. Therefore, Rei-

b
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chardt detectors presented with pedestaled motion in
brief-duration stimuli do not have absolute pedestal im-
munity. But for certain brief stimuli, such as a 2X ped-
estaled motion stimulus that is sampled every 90 deg and
is presented for 4n + 1 frames, the net directional mo-
tion energy (quadrants @, + @3 minus @, + @) is inde-
pendent of the pedestal. Therefore we expect and we ob-
serve pedestal immunity for these particular stimuli.

2. Analytic Predictions of a Simplified Reichardt
Detector

Consider a simplified “point-delay” Reichardt detector
(Fig. 22a) which has (1) a spatial separation of Ax be-
tween the left and the right detector units, (2) a temporal
delay At that is exactly equal to the frame-to-frame time,
and (3) an integration time that is long relative to the du-
ration of the stimulus (a property originally assumed by
Reichardt!®). At time ¢ + A¢, the subunit R of this Rei-
chardt detector multiplies the input at location x + Ax,
I(x + Ax,t + A¢) with the delayed input at location x,
I(x, t); the subunit L multiplies the input at location x,
I(x,t + At) with the delayed input at location x + Ax,
I(x + Ax,t). The output of the detector E(x,t + Atf) is
the difference between the right subunit R and the left
subunit L:

E(x,t + At) = I(x, )I(x + Ax,t + A¢)

—I(x + Ax, t)I(x,t + A¢). (11)

For a stimulus with a duration of KA¢, the output of the
Reichardt detector at time ¢t + kA¢, £ =1, .., K, is

E(x,t + kAt) = I(x,t + (B — )At)I(x + Ax,t + kA?)
—I(x + Ax,t + (B — 1)AD)I(x, ¢

+ kA?). (12)

Motion direction of the stimulus is determined by the
integration of the Reichardt detector throughout the du-
ration of the stimulus (assumption 3):

C APPROX.THEORY dAPPROX.THEORY
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- 28/27 frames/period 2 4/4 frames/period 5/4 frames/period
$ 20 220
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Fig. 22. Analytic predictions of a simplified Reichardt detector for four-frame and five-frame pedestaled (I**™) and nonpedestaled (I™)

motion stimuli.

a, Simplified Reichardt detector composed of (1) a spatial separation of Ax between the left and the right detector units,

(2) a temporal delay At that is exactly equal to the frame-to-frame time, and (3) an integration time (temporal averaging, TA) that is long

relative to the duration of the stimulus.
phase of the pedestal and the motion stimulus.
b very well.

(matches the data of Lu and Sperling*!).
Reichardt detector.

b, Data from Zemany et al.”* showing that motion threshold depends strongly on the relative
¢, Theoretical prediction by the simplified Reichardt detector that matches the data of
d, Theoretical prediction by the simplified Reichardt detector for a five-frame stimulus:
e, One-frame pedestal data of Zemany et a.

complete pedestal immunity

1. f, Theoretical prediction of e by the simplified
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K

E(x) = >, E(x, kAt). (13)
k=1
If E(x) > 0, motion direction is to the right; if E(x) < 0,
motion direction is to the left.

We use the simplified Reichardt detector as an approxi-
mation to the most sensitive Reichardt detector of the fol-
lowing stimuli: (1) A sampled moving sine-wave grating
M

IM(x,t) = msin(fx + ot), (14)

with spatial frequency f and temporal frequency w. The
grating jumps 90 deg from frame to frame in a consistent
direction every At. (2) A pedestaled motion stimulus
IP*M in which the moving luminance grating is identical
to (1) and the pedestal lasts from the beginning to the end
of the motion stimulus:

IP"M(x,t) = msin(fx + ot) + psin(fx + 7 + 6),
(15)

where 0 is defined relative to the central frame of the mo-
tion sequence; i.e., # = 0 if the pedestal and the moving
frame are in phase at the middle of the motion sequence.
(3) A one-frame pedestal stimulus I ¥ in which the mov-
ing luminance grating is the same as (1) but the pedestal
only occurs in one frame of the stimulus at time ¢,:

IT™M(x,t) = msin(fx + ot)
+ psin(fx + 7+ 0)8(t — ty), (16)

where § denotes a Kronecker delta function.

We derive motion threshold as a function of the relative
phase of the pedestal and the moving component in three
conditions: (1) a pedestaled motion stimulus with a du-
ration of four frames (exactly one cycle) to approximate
Zemany et al.’s"* pedestaled stimulus (28 frames with a
period of 27, 1.04 cycles); (2) a pedestaled motion stimulus
with a duration of five frames, as used in Lu and
Sperling?!; (3) a motion stimulus with a duration of four
frames and a one-frame pedestal occurring in frame three
to approximate one of Zemany et al’s’' stimulus condi-
tions.

1. Four-frame pedestaled motion stimulus. The out-
put of the Reichardt detector to a pedestaled four-frame
motion stimulus is given by substituting Eq. (15) (a four-
frame pedestaled motion stimulus) into Eq. (13) (the total
output of the Reichardt detector), which gives

V2

m? + ?mp sin

3
—a+ 6
4

am

Similarly, substituting Eq. (14) into Eq. (13) gives the out-
put of the Reichardt detector to a nonpedestaled four-
frame motion stimulus:

ET™ = 3sin(fAx)

EY = 3m?sin(fAx). (18)

Let motion threshold for the nonpedestaled four-frame
stimulus be m,. Choose the pedestal amplitude to be
2mg. Given these choices, what amplitude m of the mo-
tion component in the pedestaled motion stimulus is re-
quired to bring it to threshold? The threshold motion en-
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ergy (for left-right motion discrimination of
nonpedestaled motion) of the Reichardt detector is given
by Eq. (18) with m substituted for m. The motion en-
ergy for pedestaled motion is given by Eq. (17); at thresh-
old this is equal to Eq. (18). Setting Eq. (17) equal to Eq.
(18) gives

2 3
3 sin(fAx)| m? + ?mZmO Sin(zﬂ + 0

= 3m2sin(fAx). (19)

A complication in the Zemany et al.”' experiments that
the authors apparently overlooked is that superimposing
a rightward moving sine-wave grating on a pedestaled
motion stimulus with relative phase 6 is not a symmetric
time reversal of superimposing a leftward-moving sine-
wave grating with relative phase 6. Rightward and left-
ward motion must be computed separately. (In the ideal
case, motion-direction discrimination is computed from
true mirror-image stimuli, which of course do have the
same theoretical threshold.) Since Zemany et al.”! provide
only the average of leftward and rightward motion
thresholds, we combine the leftward and rightward pre-
dicted motion thresholds. Given Eq. (19), the definition
of 6, and a rightward moving four-frame pedestaled
stimulus, the threshold amplitude m’(6) for motion-
direction discrimination (versus its mirror image) is

my 3
m(9) = —1{ —2%2gin|—7 + 6
6 4

+

172
] . (20)

Threshold amplitude for direction discrimination for left-
ward motion, m'(9) for the four-frame pedestaled stimu-

lus, is
my 3
— 1 —2%2gin|—7 — 0
6 4

3
48 + SSinz(Zﬂ' - 9)

3
48 + 8sin2<zrr + 0

+

1/2
] . (21)

We take the mean of m’(6) and m’(6) as the motion
threshold m (6):

Mo l r
m(6) = - [ml(6) + m(0)]. (22)

Figure 22c plots relative motion direction discrimina-
tion threshold in a four-frame pedestaled stimulus,
m (6)/m, as a function of the relative phase 6. It pro-
vides a fairly good account of Zemany et al.’s' results
(Fig. 22b).

Another important aspect of the phase-dependence ef-
fect observed by Zemany et al.”! is that the size of the ef-
fect depends on the temporal frequency of the motion
stimulus. This is due to the effective size of the pedestal
in the visual system. Because the envelope of the pedes-
tal has lower temporal frequency components than the
motion stimulus, the higher the temporal frequency, the
larger is the effective amplitude of the pedestal relative to
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the amplitude of the motion stimulus and therefore the
larger is the relative phase effect induced by the pedestal.

2. Five-frame pedestaled motion display. Equations
(11)—(13) yield the following output of the Reichardt de-
tector to a five-frame pedestaled motion stimulus:

EL™ = 4m?sin(fAx) (23)

As stated in Ref. 41, the output of the simplified Rei-
chardt detector with temporal delay equal to the frame-
to-frame time depends on neither the relative phase 6 nor
the amplitude of the pedestal p. For comparison, the out-
put of the Reichardt detector for a five-frame nonpedes-
taled motion stimulus is

EY = 4m? sin( fAx). (24)

EE™ and EY are actually identical—the simplified
Reichardt detector is completely immune to the stationary
pedestal.*!

3. Four-frame motion stimulus with a one-frame ped-
estal. For this stimulus, the output of the Reichardt de-
tector is

Ef*M = 3m? sin( fAx)

p
1+ — cos(H)}. (25)
m

Let motion threshold for the nonpedestaled four-frame
stimulus be m and the pedestal amplitude be 2m,. For
the motion stimulus with a one-frame pedestal, at thresh-
old,

2m
1+

3m?2 sin( fAx)

2 cos( 0)} = Smg sin( fAx).
(26)

Thus motion direction discrimination threshold m , ()
for the motion stimulus with a one-frame pedestal is

1
m. (6) = g{—2 cos(0) + [36 + 4 cos?(0)]V%. (27)

Figure 22f shows that Eq. (27), which was derived from
a simplified Reichardt detector, provides a good account of
the one-frame pedestal data of Zemany et al.”*

3. Fourier Analysis

In this section we use Fourier analysis of x, ¢ space to es-
timate the directional motion power (e.g., Ref. 115) of the
pedestaled motion stimulus used by Zemany et al.”t We
then extend our analysis to a slightly different stimulus
(with a duration of 34 frames instead of 28 frames) to
demonstrate that it (unlike the 28-frame stimulus) has a
high degree of pedestal immunity. These results are il-
lustrated in Fig. 21.

We first generate stimuli in two-dimensional x, ¢ space
(Fig. 21a) in which the x dimension is sampled continu-
ously and the ¢ dimension is discretely sampled with a pe-
riod of 27 frames. Two types of stimuli are generated:
pure-motion stimuli I % (x,t) and pedestaled-motion
stimuli 1 ?’M (x,t, 8), where N is the number of frames in
the stimulus. (In Zemany et al.”' N = 28.) We also pad ze-
ro’s around the visual stimuli in x, ¢ space to minimize the
edge effects in Fourier analysis.
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Second, we compute the Fourier power spectrum of
each of the stimuli: F2(I5"™(x,t, 6)) and F2(I3¥(x, t)),
using a MATLAB™® program. We then define motion en-
ergy in a particular quadrant i as the integration of Fou-
rier power in that part of the Fourier space:

EN(i) = f F2(I¥(x, t))dw,do,, (28)

i

Ex™M(, 0) = f F2(Iy™(x, t, 0))do,do, .
l (29)
The total motion energy, whose sign determines the di-
rection of motion, is defined as

EX = [E¥(1) + E¥(3)] - [E¥(2) + EX(4)], (30)
EL™M(9) = [EX™(1, 6) + EX™(3,0)]
- [EX™(2,0) + E5™(4, 0)]. (31)

Equations (30) and (31) permit the computation of the
motion energy En(6) of an N-frame pedestaled motion
stimulus with pedestal-to-motion phase 6 relative to the
equivalent nonpedestaled stimulus:

N

(32)

The ratio of pedestaled to nonpedestaled motion energy
EN(6) as a function of 6 is shown in Fig. 21c¢ for two dif-
ferent N’s: N = 28 and N = 34. When N = 28, corre-
sponding to the stimulus used by Zemany et al.,”* E55(6)
achieves its minimum value 0.2654 at § = —180 deg and
180 deg, its maximum value 1.73 at § = 0 deg. In other
words, when N = 28, the resulting relative motion energy
computed from the pedestaled stimulus has very strong
phase dependence. Thus the corresponding motion-
direction-discrimination threshold—which is assumed to
require motion energy to reach a certain value relative to
the internal noise in the visual system—is predicted to
exhibit the very strong phase dependence shown in Fig.
20f.

On the other hand, when N = 34, corresponding to a
condition in which the duration of the pedestaled motion
stimulus is one full cycle plus ~90 deg, E3,(6) has only a
very weak dependence on #: E34(6) reaches its minimum
value 0.941 at 6§ = —135deg and its maximum value
1.059 at § = 45deg. Overall, E54(6) is quite close to 1.0.
Whereas perfect pedestal immunity requires the ratio to
be exactly 1.0, using 34 frames yields a maximum devia-
tion of 6% and an average deviation from 1.0 less than
3%. So we predict that if Zemany et al.”" were to use 34
frames instead of 28, they would observe approximate
pedestal immunity.

4. Conclusion

The apparent inconsistencies between Zemany et a
and Lu and Sperling®! on the effects of pedestals on
direction-of-motion thresholds are resolved within the
framework of the Reichardt (or equivalent motion-energy)
detector theory, which predicts both sets of results. By
means of this resolution, instead of contradicting the Rei-
chardt model (as the authors suggested), the Zemany

1.71
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et al.” data provide strong support for the Reichardt de-
tector as a computational algorithm for first-order motion
perception.

H. First-Order Artifacts in Second-Order Motion
Stimuli
Light adaptation and contrast gain control in the visual
system before motion detection (e.g., Fig. 11) may distort
the intensity values of the signal presented to the motion
system. When motion systems receive a distorted signal,
and the experimenter or theorist believes the systems to
have received an undistorted signal, the conclusions
about motion processing may be incorrect. The distor-
tion itself may be regarded as producing a contamination.
Smith and Ledgeway’? allege that imposing a moving
texture-contrast modulation on a static instead of a dy-
namic carrier (both second-order stimuli), artifactually
produces a first-order motion stimulus and that therefore
results based on such stimuli (e.g., Ref. 41) are erroneous.
The basis of their claim was that second-order stimuli
with static and dynamic carriers produced different
temporal-frequency-tuning functions: The one with
static carrier mimicked first-order motion, whereas the
one with dynamic carrier cut off at a much lower temporal
frequency. They concluded that the observed similarity
between the temporal tuning characteristics of first- and
second-order motion systems by Lu and Sperling*! was
due to a first-order artifact in the second-order stimuli be-
cause these stimuli used static carriers. They attributed
the first-order artifacts to two different sources: (1) Dis-
tortion products (visible to first-order mechanisms) occur
in second-order stimuli made of static carriers. (2) Selec-
tive attention to homogeneous areas permits operation of
first-order mechanisms. We discuss their experimental
results and each of the alleged artifacts in turn.

1. Different Temporal Tuning Functions: Dynamic
versus Static Carrier

A second-order temporal tuning function typically is mea-
sured by modulating a random-noise carrier with a
contrast-modulated sine wave (e.g., Fig. 7h). The modu-
lator translates (typically 90 deg) from frame to frame in
a consistent direction. The static-noise carrier remains
unchanged; only the contrast modulation changes (trans-
lates) from frame to frame. With a dynamic carrier, a
new noise sample is chosen for each frame. The modula-
tor is the same in both static and dynamic cases. The
tuning function (e.g., Fig. 6) is measured by varying the
frame rate and determining the amplitude threshold of
the modulation for 75% correct left—right motion discrimi-
nation.

Smith and Ledgeway''” found that static and dynamic
carriers produced different temporal frequency tuning
functions for second-order motion. Whereas the static-
carrier tuning function was similar to the first-order mo-
tion tuning function, the dynamic-carrier tuning function
had a lower temporal corner frequency (Fig. 23b) and
greatly reduced high-frequency sensitivity. On the basis
of this observation, they concluded that there were first-
order artifacts in second-order motion stimuli and that
these first-order artifacts caused the supposed second-
order tuning function to resemble a first-order motion
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tuning function. They alleged that second-order stimuli
with static carriers, i.e., the stimuli used by Lu and
Sperling,*! produced artifactual data and that only dy-
namic carriers produce legitimate second-order motion
(Ref. 117, p. 404).

We demonstrate below (Experiment 1) that Smith and
Ledgeway’s''” different temporal tuning functions for
first- and second-order motion are a consequence of the
vastly different stimuli used to measure them, not of the
different systems to which they are directed. When
stimuli that contain equivalent amounts of high-
frequency noise are used to measure tuning for first- and
second-order motion, the first- and second-order tuning
functions are remarkably similar.

2. Experiment 1: Temporal Tuning Functions with and
without Noise Masking

Display apparatus. The stimuli were created off-line,
displayed on a personal computer with a 60-Hz refresh
rate, a white phosphor, and 12 bits of intensity resolution.
Mean luminance was 169 cd/m?, and a linearized, high-

d  First-order b Second-order

. 20 ——
:‘é 1.0 static noise/no noise static carrier
Y,
‘% 1/4
g V81 gynamic noise dynamic carrier
I 1/16
1732 Sp&Lu| [Sm&Le
05 1.0 2.0 40 80 160 0.5 1.0 2.0 40 80 160 32
Temporal Frequency (Hz)
C log frequency
d linear frequency
€ LN inear frequency
f AT, log frequency
Fig. 23. Tuning functions for luminance-modulation and

contrast-modulation motion stimuli masked by broad-spectrum
white static and dynamic noise. a, Temporal tuning functions
for luminance modulation motion with static noise (same as
without noise)*! and with dynamic noise.8* For first-order mo-
tion, this static noise has no effect. The dynamic carrier impairs
performance approximately in proportion to temporal frequency.
b, Temporal tuning functions for contrast modulation motion ob-
tained by Smith and Ledgeway (Ref. 115, Fig. 2) for a static and
a dynamic carrier. The data from the static carrier are similar
to those of Lu and Sperling (1995, Fig. 7).4' ¢, Temporal fre-
quency channels with equal bandwidth in log frequency. d,
Channels of ¢ on a linear frequency scale. e, The expected Fou-
rier power spectrum of a dynamic second-order carrier has equal
Fourier power at all temporal frequencies within the achievable
range. f, The temporal frequency channels of ¢ contain more
noise frequencies and hence more noise energy at higher fre-
quencies. Doubling the temporal frequency doubles the amount
of noise within the channel, thereby producing a loss of sensitiv-
ity that is inversely proportional to temporal frequency.
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resolution intensity scale was produced.® All the
stimuli were viewed binocularly with natural pupils in a
dimly lighted room.

Stimuli. The luminance-modulation stimulus is a rig-
idly translating sine-wave grating, with spatial frequency
a = 2.55 cpd, modulation amplitude m, and temporal fre-
quency fj, f; = 0.94, 1.88, 3.75, 7.50, 15.0 Hz:

L(x,y,t, B,j) = Lo{1.0 + m sin[27(ax + Bfjt)]},
(33)

where 8 = *1 indicates the direction of motion (8 = +1
for leftward motion and B8 = —1 for rightward motion).

All luminance modulations extended 3.13 deg horizon-
tally and 1.57 deg vertically centered in a uniform back-
ground extending to 17.2 X 11.3 deg. The motion stimu-
lus started with a random temporal phase. It always
lasted a full temporal cycle plus one extra frame. The ex-
tra frame was added so that the last frame was identical
to the first frame. In this way, we removed any posi-
tional cue on which observers could base their judgments.

Dynamic binary masking noise of either 0 or =20% was
added to the motion stimulus. The size of noise pixels
was 6 X 6 min?. A new frame of external noise was pre-
sented at every frame refresh (60 Hz).

Determining the frequency characteristic requires that
a threshold be measured at each of the frequencies to be
tested. The method of constant stimuli'?! was used to
generate a psychometric function; the estimated 75% cor-
rect point is the threshold. Psychometric functions were
obtained for the two noise conditions, for each of the tem-
poral frequencies tested, and for each observer. Eighty
observations were made by each observer at every point
on the psychometric functions.

For a given noise condition n and temporal frequency
f;, the observer’s threshold is designated as mq5(n, f;).
Temporal sensitivity functions were generated by plotting
logy[ /mq5(n, f;)] as a function of logo(f;) for different
stimulus types.

Observers. A UCI graduate student (JM), naive to the
purposes of the experiments, and the first author served
as observers in all the experiments. Both have corrected-
to-normal vision.

Results. Comparison with Smith and Ledgeway.''"
The data for the two observers were highly similar, the
data for one are shown in Fig. 23a (dynamic noise). The
data labeled “static noise/no noise” were previously ob-
tained from the same observer with static noise (Ref. 41,
Fig. 7) and within statistical error are identical to data
obtained with no noise. Figure 23b shows the temporal
tuning functions for second-order motion obtained by
Smith and Ledgeway (Ref. 117, Fig. 2) for a static and a
dynamic carrier. For luminance modulation, the static
carrier is like a pedestal—it is invisible to the motion sys-
tem and has no effect as long as the carrier contrast is in-
sufficient to activate contrast gain-control mechanisms.
These luminance modulation thresholds are the same
with or without the carrier. With a static carrier, the
first-order and second-order motion system tuning func-
tions are essentially the same. The tuning functions ob-
tained with dynamic carriers also are the same for lumi-
nance modulation motion that primarily addresses the
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first-order system and for contrast-modulation motion
that addresses the second-order motion system.

Conclusion. Figure 23 shows that the first-order and
second-order tuning functions are virtually identical, all
the more remarkable because they were obtained in dif-
ferent laboratories with different observers. The conclu-
sion is that the difference that Smith and Ledgeway ob-
served between first- and second-order tuning functions is
not due to an “artifact” as they asserted in the title of
their paper but to the different properties of the vastly
different first- and second-order carriers they were com-
paring. When the carrier is made the same for first- and
second-order motion, the tuning functions are remarkably
similar.

3. Basis of the High-Frequency Falloff with Dynamic
Carriers

Suppose that the temporal frequency channels of the vi-
sual system, like the spatial frequency channels, are of
more or less equal bandwidth in log frequency, i.e., in oc-
taves (Fig. 23c).1?2122  Then, in linear frequency space,
the channel bandwidth increases with the central fre-
quency of the channel (Fig. 23d). The expected Fourier
power spectrum of the dynamic second-order carrier is
white in the linear frequency space, i.e., has equal Fourier
power at all spatial and temporal frequencies (Fig. 23e)
within the achievable range. When bandwidth is mea-
sured in octaves, temporal channels with high central fre-
quencies contain more noise energy (Fig. 23f) than low-
frequency channels. Doubling the temporal frequency
doubles the amount of noise within such a channel. In
fact, the slope of the dynamic-noise tuning function is
very nearly —1, which is precisely what would be pre-
dicted from a white-noise stimulus in channels with a
constant octave bandwidth (within the temporal fre-
quency range in which channel sensitivity is approxi-
mately constant, as measured by static noise). The con-
clusion is that the difference between the tuning
functions for static and dynamic noise is predictable from
the basic principles of temporal receptive fields and the
stimulus construction. Therefore it is not surprising that
the same relation holds for both first- and second-order
motion stimuli.

4. First-Order Distortion Products in Second-Order
Stimuli: Three Regimes

Consider the alleged distortion products in three different
regimes of second-order motion stimuli (Fig. 24): (1)
small carrier with small modulation, (2) large carrier with
large modulation, and (3) large carrier with small modu-
lation.

(1) Small carrier with small modulation. The relative
phase method and the results in Lu and Sperling (Ref. 41,
Experiment 4) provide a sensitive estimate of the amount
of distortion products in this regime (none). Suppose
there were a first-order distortion product in a second-
order stimulus such as Fig. 24a. Then, adding a first-
order stimulus of the same phase should reinforce the dis-
tortion product in some phases and cancel it in others.
The distortion product could, in principle be of the same
frequency as the second-order stimulus (most likely) or of
double frequency (less likely). When near-threshold
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Fig. 24. Contrast-modulation stimuli used to stimulate the
second-order motion system. Early visual processing produces
different distortion products for the three regimes: a, small car-
rier with small modulation; b, large carrier with small modula-
tion, and c, large carrier with large modulation.

LIy

first-order stimuli of equal or half spatial frequency were
added to a threshold second-order stimuli moving in the
same direction (Fig. 24a) with different initial relative
spatial phases, Lu and Sperling*! showed that observer’s
performance did not depend on the relative phase of the
two types of stimuli; their performance was equal to or
better than the prediction of probability summation from
two independent motion computations. The absence of a
phase effect indicates that there are no first-order distor-
tion products. The improved performance with two
stimuli versus one indicates that two different channels
are contributing to performance. Conclusion: No phase
dependence implies no distortion of near-threshold
second-order stimuli.

(2) Large carrier with large modulation. Second-order
stimuli with large-amplitude carrier and modulators, the
sort often used for demonstrations of second-order mo-
tion, are certainly not transmitted accurately to the mo-
tion systems by the early visual system. There is com-
pressive intensity nonlinearity that results in significant
distortion products. One can quickly estimate the
amount of distortion products by adding a first-order
stimulus with slightly different spatial and temporal fre-
quencies and observing beats®! or use the phase methods
outlined above. Scott-Samuels and Georgeson,?! and Lu
and Sperling'?* discuss calibration procedures. The
main problem is that the corrections (for early visual sys-
tem intensity distortion) are slightly different for differ-
ent observers, so it is not possible to guarantee that a par-
ticular high-amplitude second-order stimulus will be
distortion free for all observers.!??

(3) Large carrier with small modulation. Measure-
ments of second-order tuning functions are typically car-
ried out with large-amplitude carriers (see Ref. 84) and
small-amplitude modulations for most of the frequency
range. To evaluate the amount of first-order distortion
products in such near-threshold second-order motion
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stimuli requires indirect measurements of amplitude be-
cause the visually produced distortion products are below
motion threshold, as will be shown below.

5. Experiment 2: Measuring First-Order Contamination
in a Threshold Second-Order Stimulus

Display apparatus. The stimuli were created dynami-
cally on a Power PC Macintosh. Stimuli were displayed
on monitor with a white phosphor, 120 frames/s, 12.6 bits
of intensity resolution, and a carefully linearized inten-
sity scale. The background and the mean stimulus lumi-
nance was 27 cd/m2.  All the stimuli were viewed binocu-
larly with natural pupils in a dimly lighted room.!26:127

Stimuli and procedure: moving luminance grating
(Fig. 25a). A square-wave luminance grating (1.28 c¢/deg)
moved 90 deg from frame to frame at 7.5 Hz and lasted
five frames. To make this condition similar to subse-
quent texture-modulation conditions, the same static bi-
nary noise (pixel size 3 X 3 min) at =50% contrast that
was used subsequently was added to the luminance grat-
ing. Threshold modulation at 75% correct motion-
direction discrimination was measured by the method of
constant stimuli and found to be ~1.0% (A, Fig. 25d).

Moving texture-contrast grating (Fig. 25b). The
square-wave texture-contrast grating (1.28 c/deg) moved
90 deg from frame to frame at 7.5 Hz and lasted five
frames. The carrier texture was made of static binary
noise (pixel size 3 X 3 min) at =50% contrast. The grat-
ing is made of Carrier X (1 + B - modulator). Thresh-
old modulation B was measured by the method of con-
stant stimuli and found to be ~4.5% (Fig. 25e).

Sandwich stimulus (Fig. 25¢). In the sandwich stimu-
lus, odd frames were made of square-wave texture-
contrast gratings at threshold B (4.5% modulation depth
for ZL). Even frames were made of luminance square-
wave gratings. The phase shift between odd frames was
180 deg; the phase shift between even frames was 180
deg. The phase shift between successive odd and even
frames was 90 deg. When there was no (physical or per-
ceptually produced) luminance contamination, no motion
system was activated by the stimulus because the odd
frames addressed only the second-order system, the even
frames, only the first-order system. The direction of ap-
parent motion, when it was perceived, indicated the
phase of the (physical or perceptually produced) lumi-
nance contamination.

Luminance gratings of small amplitude were added to
the odd frames, either “in phase” (align the bright region
in the first-order stimulus with the low-contrast region of
the second-order stimulus), or “out of phase” (align the
bright region in the first-order stimulus to the high-
contrast region of the second-order stimulus). The
method of constant stimuli was used to determine the am-
plitude C of the luminance grating that reduced motion-
direction-discrimination performance to chance. In the
sandwich stimulus, C was estimated to be 0.40%.

When there is appreciable luminance contamination in
the high-contrast texture grating, the sandwich grating in
Fig. 25¢ will appear to move consistently in one direction.
Luminance modulation is added to find two points: the
75% threshold for rightward apparent movement and the
75% threshold for leftward movement (i.e., 25% rightward
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movement). We estimate the point of perfect motion can-
cellation (50%) as being midway between the 25% and the
75% point, and designate its contrast as C (Fig. 25f). Cis
the contrast of a luminance (first-order) contamination in
the contrast-modulation (second-order) stimulus. Refer-
ring C to the prior estimate of luminance thresholds with
the same carrier (Fig. 25d) yields an estimate of the mag-
nitude of the first-order distortion product (contamina-
tion) in the second-order stimulus. The contamination is
~1/2 the amplitude of a first-order stimulus that achieves
75% threshold. The conclusion is that a second-order
stimulus with a large static carrier and a near-threshold
second-order modulation will produce a visual first-order
distortion product that is 1/2 threshold and, by itself,
would seldom be visible.

A second phenomenon illustrated in Fig. 25f is that by
appropriately choosing the amplitude of the even (lumi-
nance) frames in the sandwich display (Fig. 25¢) reduces
the distance between the 25% and the 75% points of the
psychometric function. This is motion amplification.!?*
Amplification factors greater than five are easily obtained
in such sandwich displays and are useful for making
quick, very accurate estimates of possible (below-
threshold) contamination components.

6. Selective Attending

Smith and Ledgeway? also claimed that selective atten-
tion to homogeneous areas permits operation of first-
order mechanisms. However, introspectively, in the
stimuli that we use (e.g., Refs. 40 and 41) we do not see
such areas; they are too small and too evanescent. More-
over, all the stimuli that we use (e.g., Ref. 41), and all the
stimuli described by Smith and Ledgeway’® are
microbalanced.?® This means that in any area—large or
small—there is equal expected first-order motion energy

e
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in opposite directions. There is no area in any microbal-
anced stimulus where selective attention to that area
could make possible a first-order computation to extract
the second-order motion direction.

7. First-Order Artifacts in Second-Order Stimuli:
Conclusions

Because the visual system does not represent stimulus in-
tensity perfectly, all stimuli are distorted to some degree
before they reach a motion detector. Measurements of
these distortions (described above) showed that, for
second-order motion stimuli with low texture contrast,
these distortions do not produce any visible first-order
contamination. For texture stimuli with high contrasts
but small-amplitude motion modulations, such as might
be used to measure motion thresholds, the first-order dis-
tortion product can be 1/2 the amplitude of a threshold
motion threshold stimulus; i.e., by itself it would rarely be
visible, but it could reduce the value of an estimated
second-order motion threshold. Using sensitive methods
to measure and thereby to compensate perceptual distor-
tions of second-order stimuli leaves second-order motion
perfectly intact and does not change the appearance of
second-order motion.®>12* However, demonstrations of
second-order motion that involve large-amplitude motion
modulations should be individually calibrated to assure
that perceptual distortions do not produce visible first-
order motion components. The perceived motion in the
second-order stimuli that have been described so far is
not just caused by first-order contamination; it is true
second-order motion.

The apparent differences in the temporal tuning func-
tions for first- and second-order motion reported by Smith
and Ledgeway''” were due to the different carriers that
they used in the two measurements, not to a first-order
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Fig. 25. Procedure for estimating first-order contamination in the second-order stimuli.'?* a, First-order (luminance modulation) mo-

tion stimulus on static-random-noise carrier with =50% contrast. d, Psychometric function (percent correct motion-direction judgment
versus luminance-modulation amplitude for stimulus a). “A”is the 75% correct motion-direction threshold. b, Moving contrast modu-
lation imposed on the same +50% static random carrier as in a. e, Psychometric function for b for determining the contrast-modulation
amplitude B that yields 75%-correct motion-direction thresholds. ¢, Sandwich method'?* for measuring the amount of first-order con-
tamination C in the second-order stimulus at its threshold as determined in b. Odd frames are the same as for the 75% threshold in b.
Even frames have pure luminance modulation. Direction bias (ordinate) depends on added luminance contrast in odd frames and on
luminance amplitude in even frames. [On even frames, luminance modulations m, of 6—8X motion threshold produce the steepest
psychometric functions (greatest motion amplification!?4)]. Two psychometric functions are shown for two values of m,. Luminance
modulation C is added to odd frames to bring performance to chance (50%). The canceling modulation reveals the magnitude of the
contamination product. Typically C < (1/2)A; i.e., a contrast modulation stimulus with a large static carrier and a near-threshold
second-order modulation contains a first-order distortion product that is 1/2 threshold and would normally be invisible.
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artifact as they claimed in the title of their publication.
When the same carrier was used in the determination of
temporal tuning functions, first- and second-order had es-
sentially identical tuning functions. The effects of the
carrier on the tuning function could be understood in
terms of the temporal bandwidth of visual detectors.
Stimuli that stimulate the second-order motion system
without first-order contamination can be produced with
either dynamic or static texture carriers.

4. SOME EVIDENCE IN SUPPORT OF
ASPECTS OF THE THREE-SYSTEMS THEORY

A. Second-Order Stimuli Are Not Transformed

into First-Order Stimuli by an Early Nonlinearity
Scott-Samuel and Georgeson® used a nulling method to
measure the distortion product and then asked whether
this early distortion could account for perception of
second-order motion. The stimulus sequence consisted of
alternate frames of contrast-modulated (CM, 100% modu-
lation) and luminance-modulated (LM) patterns. The
texture carrier was either two dimensional binary noise
or a 4-c/deg grating. The moving modulation was 0.6
c¢/deg. The carrier remained stationary while the phase
of the modulating signal (LM alternating with CM)
stepped successively through 90 deg to the left or right.
Motion was seen in a direction opposite to the phase step-
ping, consistent with early compressive distortion that in-
duces an out-of-phase LM component into the CM stimu-
lus. The authors measured distortion amplitude by
adding LM to the CM frames to null the perceived motion.
Distortion increased as the square of carrier contrast, as
predicted by the compressive transducer they proposed.
Distortion also increased with modulation drift rate, im-
plying that the transducer is time dependent, not static.
They concluded that early compressive nonlinearity does
induce measurable first-order artifacts into second-order
stimuli. Nevertheless, this does not account for second-
order motion, because perceived motion of a pure second-
order sequence (CM in every frame) could not be nulled by
adding LM components. This implies that two pathways
for motion (first-order, second-order) do exist.

It is worth noting that, in addition to studying second-
order motion produced by imposing moving modulations
on noise carriers, Scott-Samuels and Georgeson®' also
used high-spatial-frequency sine-wave carriers. The dis-
advantage of a sine-wave carrier, noted by the authors, is
that the modulator produces real, physical first-order
movement components that interfere with the measure-
ment of the visually produced first-order motion compo-
nents. The random noise carriers and modulators used
in the experiments described herein have been proved not
to contain systematic first-order components,30 S0 any
first-order motion that can be canceled must have been vi-
sually produced.

B. Two Mechanisms That Extract Motion from
Contrast-Modulated Sine-Wave Gratings

Ukkonen and Derrington'?® used the pedestal paradigm
(Refs. 14 and 41 and Subsection 2.B.3 above) to investi-
gate the nature of the motion computation involved in dis-
criminating the direction of motion of a moving contrast-
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modulation imposed on a static sine-wave grating (the
carrier). Their stimuli consisted of a carrier, a modulator
and a pedestal as described by Eq. (35):

L(x,t) = Lo[1 + Ccos(27nf.x + ¢,)
X {1 + mcos[27(f,,x + ot) + ¢,,]

+ pcos[27f,x + ¢,11]. (34)

The mean luminance of the stimuli was L,. The carrier
was a static sine-wave grating with a relatively high spa-
tial frequency (f, = 5 c/deg) of contrast C. The moving
modulator was a sine wave of relatively low spatial fre-
quency (f,, = 1c/deg), temporal frequency w, and con-
trast m. The stationary pedestal also was of frequency
fm; it had contrast p. Psychometric functions (percent
correct in discriminating motion direction consistent with
that of the modulator as a function of modulator contrast
m) were determined in different conditions, defined by the
contrast of the carrier C, the contrast of the pedestal p,
and the temporal frequency of the moving modulator w.

Ukkonen and Derrington'?® found that, when the con-
trast of the static carrier sine-wave gratings was high
(C = 45%), the presence of pedestals did not affect per-
formance in judging motion direction (pedestal immu-
nity); and the modulation sensitivity remained high up to
12 Hz. When the contrast of the carrier sine-wave grat-
ings was low (C = 4.5%), the presence of pedestals
greatly impaired the observer’s performance in judging
motion direction, and it was impossible to judge motion
direction even in the absence of pedestals at 4 Hz. Ped-
estal immunity and relative high corner frequency are
characteristics of second-order motion system; pedestal
vulnerability and low corner-frequency (4 Hz) are charac-
teristics of a third-order motion system.*!

Ukkonen and Derrington'?® concluded that motion of
contrast-modulated sine-wave gratings, which are nor-
mally considered to be second-order stimuli, can be ex-
tracted by two different mechanisms. When the contrast
of the carrier sine-wave gratings is low, motion of the con-
trast envelopes (the modulator) is computed by feature
tracking'®® (i.e., the third-order motion system). When
the contrast of the carrier is high, motion of the modula-
tors is extracted by a second-order mechanism.

By manipulating the contrast of the carrier, Ukkonen
and Derrington'?® clarified the range of operation of two
motion systems. Their study illustrates the importance
of three often stated principles: (1) In principle, any mo-
tion stimulus could (and unless it is highly artificial usu-
ally does) activate all three motion systems. (2) Which
motion system is most useful in extracting motion from a
particular stimulus is an interesting empirical question.
(It may even depend on attention. In interocular sine-
wave motion, selective attention to the wind was neces-
sary to perceive the first-order motion component.) (3)
The distinction between first-, second- and third-order
motion systems is computation based, not stimulus based.

C. Determining the Monocularity and/or Binocularity

of Motion Systems

Solomon and Morgan®? developed a clever paradigm to
determine whether a type of motion could be perceived
monocularly. Adopting a strategy originally used by
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Kolb and Braun,'®® they created monocular textures that
conveyed a motion signal. The textures were composed
of arrays of small texture elements: Gabor patches. In
Fig. 26a, the texture consists of two rows of patches
slanted +45 alternating with two rows oriented at —45.
In the next frame, the 2 + 2 row pattern translates down
one row, i.e.,, 90 deg. Because the second-order texture
grabbers are isotropic, insofar as motion is detected it
must be by the third-order system. Although the authors
do not state so explicitly, we expect that, to see good mo-
tion, observers would have to attend to either the +45 or
the —45 deg slant and that the motion would then be vis-
ible monocularly, binocularly, or interocularly. Indeed,
observers had no difficulty in determining the direction of
motion of these stimuli. Stimuli of this type are the basis
for their experiments.

1. A Stimulus That Contains Monocular but Not
Binocular Pattern Motion

Solomon and Morgan®? present an easily perceivable mo-
tion stimulus (as described above) to the left eye and a
similar stimulus to the right eye that moves in precisely
the same direction. The two stimuli move in perfect syn-
chrony. Each eye individually has a clearly defined mo-
tion stimulus, the two stimuli moving in the same direc-
tion and at the same speed. The trick is that the left-eye
and right-eye stimuli are constructed 180 deg out of phase
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Fig. 26. Dichoptically canceled motion. Five consecutive
frames to either the left or the right eye produce one complete
cycle of motion defined either by slant, a, or by flicker, b. Motion
disappears when left- and right-eye images are physically
summed. When viewed dichoptically so the left- and right-eye
images are summed in a perceptual cyclopean image, the motion
disappears unless it can be computed monocularly before in-
terocular combination. Only the flicker motion is visible dichop-
tically (i.e., computed monocularly). (After Solomon and
Morgan,®? Fig. 2, p. 2295, with permission of Elsevier Science
Ltd.)
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so that if they were physically summed, the summed
stimulus would not contain a motion stimulus. There-
fore, if the left- and right-eye stimuli were equally
weighted and summed in a cyclopean image in the brain,
that cyclopean image would be completely ambiguous
with respect to motion direction. Solomon and Morgan®?
find that indeed, observers can easily perceive motion di-
rection in the monocular task but fail completely in the
binocular task. This proves that this particular kind of
third-order texture motion is not computed monocularly;
it is computed only from binocular neurons. These neu-
rons can be driven by either eye to produce a motion sig-
nal.

2. A Stimulus That Contains Monocular but not
Binocular Flicker Motion

The stimulus in Fig. 26b is constructed on the same prin-
ciples as that in Fig. 26a except that here a flicker-defined
(instead of an orientation-defined) grating moves. With
each frame change, all the elements in one pair of rows
change their orientation (i.e., they produce flicker); all the
elements in the alternate set of rows remain unchanged.
This flicker-versus-silence pattern translates one row (in
the vertical direction) from frame to frame. This is clas-
sical second-order motion, the movement of “activity.”®°
When such a pattern is viewed by either or both eyes, the
direction of motion is completely obvious.

Again, Solomon and Morgan®? construct two similarly
moving stimuli, one in the left and the other in the right
eye so that if the stimuli were perfectly summed, the sum
would be ambiguous with respect to motion direction.
Now, when the observers simultaneously view the binocu-
lar stimulus, the motion is easily perceived. This indi-
cates that, wunlike translating-orientation motion,
translating-flicker motion is computed monocularly be-
fore binocular combination.

3. Conclusions

Third-order motion is computed only after binocular com-
bination; second-order motion is computed before binocu-
lar combination. Solomon and Morgan’s®? observations,
based on a completely different paradigm, are strongly
confirmatory of the same conclusion reached by Lu and
Sperling.*!

D. Competition between the Second- and Third-Order
Motion Systems
One method of determining whether there are indeed dif-
ferent motion algorithms for second- and third-order mo-
tion is to put them into competition in a compound motion
stimulus. That one could perceive either of two direc-
tions of motion is suggestive but not proof of two systems.
It is more important that other factors such as temporal
frequency, interference tasks, monocular versus interocu-
lar viewing, and individual differences have predictable,
differential effects on the outcome of the competition.
These differences, in turn, help to define the actual algo-
rithms and more general properties, such as temporal
tuning functions, that characterize the second- and third-
order motion systems.

When Ho®? created ambiguous motion stimuli similar
to those of Werkhoven et al.,>° she discovered that the
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identical stimulus was perceived to move in opposite di-
rections by different observers. In one direction, the
second-order direction, successive pattern elements along
the motion path have a greater effective contrast but vary
in spatial frequency. In the other direction, the third-
order direction, successive elements along the motion
path have lower average contrast but have the same spa-
tial frequency. Because attention (to a pattern) can
strongly influence third-order motion*’ but not second-
order motion,”® Ho introduced a concurrent letter search
task (which requires attention).”” As predicted, the
attention-demanding task?’ interfered with perceiving
the third-order motion direction—but not the second-
order direction. The inverse relation also held: A con-
current third-order (but not second-order) motion task in-
terfered with the letter search task.

The Werkhoven et al.8° and Ho®® second-versus-third-
order motion paradigms were extended to examine the ef-
fect of temporal frequency and of interocular versus mo-
nocular viewing.?"% To study temporal frequency, the
exact same sequence of frames is shown but the frame-to-
frame time is varied. In monocular viewing, one eye,
randomly chosen on each trial, sees all the frames. In in-
terocular viewing, even-numbered frames in the sequence
are directed to one eye and odd-numbered frames to the
other eye. Because there is a 90-deg phase shift from
frame to frame, successive frames within one eye have a
phase shift of 180 deg, which is direction ambiguous. To
perceive a consistent direction of motion in the interocu-
lar conditions, information from the two eyes must be
combined.

Figure 27a shows an ambiguous motion stimulus in
which the motion direction of the higher-contrast ele-
ments is rightward (second order), whereas the motion di-
rection of elements that have the same slant is leftward.
At a temporal frequency of 1 Hz, by attending to the slant,
all observers perceive this stimulus as moving leftward
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Fig. 27. Motion competition.®®

motion sequence of texture-defined motion stimulus are shown.
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virtually 100% of the time. When temporal frequency is
increased to 3—4 Hz, the stimulus becomes directionally
ambiguous; above 5 Hz the predominant perception of
motion is rightward. Above ~15 Hz, the temporal fre-
quency is too high for consistent motion perception.

To relate the results of the temporal frequency manipu-
lation to previously observed characteristics of second-
and third-order motion, recall that the corner (or critical)
frequency above which amplitude attention becomes sig-
nificant typically is ~4 Hz for third-order motion and
10-12 Hz for second-order motion. Therefore it was an-
ticipated that above 3—4 Hz, perception of the third-order
motion direction would be greatly reduced (as it was).

Viewing the same motion sequence (Fig. 27a) interocu-
larly instead of monocularly greatly enhances the percep-
tual strength of third-order direction versus the second-
order direction relative to monocular viewing. Again,
this is consistent with previous observations*! that
second-order motion is monocular whereas third-order
motion is indifferent to the eye of origin.

Very similar results for both temporal frequency and
interocular viewing are obtained when the first-order mo-
tion system is put into competition with the third-order
system, as illustrated in Fig. 27b. That is, at frequencies
of 1 Hz on 5%-contrast gratings, observers universally
perceive the stimulus to be moving in the third-order di-
rection; from ~5 Hz to the high frequency cutoff, the
stimulus moves in the first-order direction. Interocular
stimuli almost eliminate motion perception in the first-
order direction and thereby greatly increase the probabil-
ity of perceiving the third-order direction.

A third manipulation to influence second- versus third-
order motion perception for stimuli as in Fig. 27 is mak-
ing the slant of all the grating patches identical. This
eliminates the third-order cue, because a particular direc-
tion of slant is uninformative about motion direction.
Motion at all temporal frequencies is now perceived in the

b Attend to patches with slant: %\
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a, Second- versus third-order motion stimulus with orthogonal-slant patches. Four frames of a longer
Two trajectories (left, right) are shown. Along the leftward trajectory

(third-order), all frames have the same slant and the same low contrast (0.2). Along the rightward trajectory (second-order), patches
with contrast 0.2 alternate with patches with contrast 0.4. Attending the common feature favors the third-order direction, whereas the
rightward direction has higher second-order motion energy. b, Luminance-defined motion stimulus. Four frames of a longer motion
sequence in which first- and third-order motions are in opposite directions. Frames along the leftward motion trajectory (third order)
have the same slant feature. The rightward trajectory has first-order motion energy. For both stimuli, below 3Hz, leftward (third-

order) motion is dominant; above 3 Hz, rightward motion dominates.
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second-order direction (Fig. 27a), and in the first-order
versus third-order direction for the stimuli shown in Fig.
27b. The same-slant data are especially informative be-
cause they show that, at some level, both directions of mo-
tion are computed over a wide range of frequencies even
though, typically, only one becomes conscious.'® That is,
the stronger-direction one wins, and the observer is often
completely unaware of the weaker motion-direction com-
putation. These observations are analogous to observa-
tions from Burt and Sperling’s'®! paradigm. Their ob-
servers rated the motion strength of the weaker of two
alternative trajectories in an ambiguous-motion para-
digm. In many conditions, a trajectory that consistently
received ratings of zero (invisible) received high ratings
when the competing trajectory was removed. Such ob-
servations are consistent with the perceptual computa-
tion of all motion strengths and a winner-take-all selec-
tion procedure.

For the ambiguous-motion stimuli of Fig. 27, the re-
sults of three manipulations (temporal frequency varia-
tion, monocular versus interocular viewing, and presence
of absence of the third-order slant cue) could be incorpo-
rated into a formal mathematical theory. The theory
yields the temporal tuning functions of the first-, second-,
and third-order systems derived from this class of
ambiguous-competition stimuli. The three system tun-
ing functions are quite similar to those derived from ped-
estaled (and unpedestaled) sine waves in quite different
conditions.*!

E. Motion of an Isoluminant Red—Green Grating Is
Processed by and Only by the Third-Order
Motion System
We consider here the movement of a vividly colored red—
green grating. The red and green stripes are so carefully
matched in luminance that there is no luminance-motion
component when this grating moves. Because every neu-
ron that responds to color has slightly different character-
istics, isoluminance is a statistical balance that applies
only to the particular sample of neurons involved in a par-
ticular stimulus condition. Therefore creating isolumi-
nant stimuli requires individual calibration for each ob-
server, for each spatial and temporal frequency of grating,
for each grating configuration, for each fixation point, and
for each degree of color saturation. And a single set of
parameters for isoluminance applies only within a limited
spatial region.

There are four lines of evidence that isoluminant chro-
matic motion (ICM) is computed by the third-order mo-
tion system and by no other system.?%5°

1. The temporal tuning function for isoluminant chro-
matic motion matches the previously measured tuning
function for third-order motion (i.e., low-pass, corner fre-
quency approximately 3—5 Hz).

2. ICM fails the pedestal test (which is characteristic
only of third-order motion).

3. ICM is perceived exactly, in interocular as well as in
monocular viewing. This is characteristic only of third-
order motion; first- and second-order motion normally are
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not perceived interocularly. (When brief stimuli are per-
ceived by the interocular first-order system, there is a 2%
to 3X loss of sensitivity.)

4. Motion standstill (perceptual standstill of physi-
cally rapidly moving gratings) can be produced with vivid,
high-saturation isoluminant gratings. Motion standstill
is produced by careful adjustment of the relative satura-
tion of the (isoluminant) red and green stripes (different
for each observer and for each spatial and temporal fre-
quency of the grating). Motion standstill is verified by
objective failure to judge motion direction (up versus
down) and by subjective speed ratings. Standstill can be
produced over the whole range of spatial and temporal pa-
rameters that a priori would have been believed to be
ideal for perceiving color motion.

That motion standstill can be produced with vivid high-
saturation, rapidly (or slowly) moving color gratings by
merely matching the salience of the red and green stripes
(i.e., nulling them for third-order motion) means that no
other color system is computing the motion of these
stimuli (or they would not appear to stand still).
Thereby, the observation of motion standstill excludes the
possibility of specialized chromatic motion mechanisms
within the color pathways.

F. Motion Standstill

The fact that motion standstill occurs, and occurs in a
predictable way, is strong evidence for the assumptions
underlying a third-order motion system. The underlying
principle of third-order motion is that the salience of dif-
ferent portions of the visual field varies as a function of
space and time and that the third-order system computes
the salience flow field. In particular, in order for grating
motion to be perceived by the third-order motion system,
the grating must contain a salience modulation, that is,
stripes of higher salience alternating with stripes of lower
salience.

For an isoluminant red—green grating on a neutral
background, it is reasonable to suppose that the salience
of the colored stripes is proportional to their color differ-
ence from the background. Isoluminant red and green
stripes differ from a neutral background only in color
saturation. For a red—green grating on a neutral back-
ground, salience is assumed to increase monotonically
with color saturation. Therefore, for a given saturation
of red, there must be a saturation of green that will make
the red and green stripes equally salient. At this satu-
ration ratio, there no longer is any red—green salience
modulation in the grating. No salience modulation im-
plies no salience motion. That motion standstill occurs
indicates that, although the third-order motion system
has failed, the shape and color systems are still able to ex-
tract the grating’s shape and color.

In normal vision, uncontrolled motions of the eyes,
head, and body sweep the images across the retina at
speeds and over distances that are huge compared with
the fine details in the objects and the diameters of rods
and cones. The function of shape, color, and texture
analysis systems is to extract invariant shapes, colors,
and textures from the space—time-varying retinal image.
When these systems succeed, they present subsequent
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processes with unchanging representations of shapes, col-
ors, and textures. Only the motion systems report move-
ment.

Motion standstill was originally reported by Julesz and
Payne® in small, rapid back-and-forth oscillations of a
dynamic random-dot, stereo-defined depth grating.
Tseng et al.''® demonstrated motion standstill in depth-
defined stereo gratings even when the gratings moved
continuously in a consistent direction. Lu et al.”® demon-
strated motion standstill for rapidly moving isoluminant
red—green gratings. It is quite possible that it will be
possible to demonstrate motion standstill for most pure
third-order motions. This is because third-order motion
has a poor response at high temporal frequencies and be-
cause shape, color, and texture systems seem to maintain
responsiveness at high frequencies. In the critical range
of temporal frequencies, there is a window of opportunity
for observing motion standstill.

Motion standstill can occur in the presence of first- and
second-order motion. In pedestaled motion, as the tem-
poral frequency of motion increases, the wobble of the
pedestal becomes imperceptible. However, with rapid
back-and-forth motion, it is difficult or impossible to dis-
criminate simple averaging from standstill—the (uncon-
scious) perceptual selection of only one of many possible
frames. In rapid (high-temporal-frequency) interocular
motion without a pedestal, the perceptual standstill of the
moving sine grating initially masked the first-order mo-
tion output that observers learned to see as a wind sweep-
ing over the grating. Can motion standstill occur with
other motion stimuli that stimulate only the first- or
second-order motion systems? The sensitivity of first- and
second-order motion at high temporal frequencies may ex-
ceed that of the shape, color, and texture systems. That
may explain why neither first-order nor second-order mo-
tion standstill has yet been observed.

5. DISCUSSION ISSUES, SUMMARY, AND
CONCLUSIONS

A. Discussion

1. Feature Tracking versus Third-Order Motion

The phenomenon of motion standstill clarifies the distinc-
tion between feature tracking and third-order motion.
Without a functioning motion system, when a feature
moves, it is still represented by the shape, color, and tex-
ture systems as an invariant feature at an invariant loca-
tion. At some point, when it has moved sufficiently, it is
re-represented. But there is no sensation of motion.
Tracking a feature, that is, knowing that it is moving, re-
quires a motion system. According to this interpretation,
the third-order motion system is a prerequisite for feature
tracking, whether the tracking be attentional or by eye
movements. Without a functional motion system one can
have feature search but not feature tracking.

2. Algorithm of Third-Order Motion

Van Santen and Sperling* derived three properties of
Reichardt models: pedestal immunity, strength multipli-
cation (motion amplification), and pseudolinearity. They
experimentally verified these properties for the percep-
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tion of first-order motion direction. The motion energy
model'® and a model based on Hilbert transforms?? were
shown to be equivalent or nearly equivalent to the Rei-
chardt model.’®17 The cumulative data are quite con-
straining. Other candidate models for first-order motion
(e.g., Baloch et al.,'®? Johnston et al.2°) that have not
been as critically tested experimentally, even if funda-
mentally different, are constrained to be Reichardt-like
for a wide range of first-order stimuli. Pedestal
immunity*!' and motion amplification'?* were shown to
hold for second-order as well as first-order motion.

None of the above properties have been established for
third-order motion. Is this because the third-order mo-
tion system utilizes a fundamentally different algorithm
than the first-order system? Or because the third-order
motion system uses the same motion-extraction algorithm
as first-order motion but the nature of its input is very
different—perhaps much more coarsely quantized? Third-
order motion fails the pedestal test,*! exhibits a minimal
multiplication property,'®® and has characteristics differ-
ent from first- and second-order motion in a variety of mo-
tion tasks.®!3* Unfortunately, none of these tasks dis-
criminates a different type of preprocessing from a
different type of algorithm. In Fig. 5 the third-order al-
gorithm was listed as “ENERGY?” because it seemed to us
that the genetic argument was still the strongest and be-
cause no alternative computational algorithm remained
as a viable candidate.

B. Summary

Since the publication of a formal three motion-systems
theory*' and the original evidence, there has been an
abundance of both new evidence and new criticism.
Strong support for the theory was found in the highly se-
lective neurological damage to first- and to second/third-
order motion systems, in brain imaging of first- and
second-order systems, in selective adaptation of first-,
second-, and third-order motion systems, in different
gain-control mechanisms for first- and second-order sys-
tems, in the differential effects of attention on the third-
order motion system, in second-order reverse phi (the for-
ward direction is third order), in the establishment of
isoluminant chromatic motion as third-order motion, in
third-order motion standstill, in stimuli that utilized bin-
ocular competition to selectively stimulate second- and
third-order systems, and in motion competition between
systems.

Among the criticisms of the theory were various pro-
posals that a smaller number of systems could account for
the data. These proposals collapsed when the data set
was enlarged—a particular difficulty being the phase pro-
cedure. (For two different sinusoidal stimuli of the same
spatial and temporal frequencies and the same strength,
moving in the same direction within a single motion sys-
tem, there must be a phase and amplitude relation where
motion perception is canceled and another phase where it
is enhanced). Reported failures of pedestal immunity
were shown to actually produce results that were entirely
consistent with the three-systems theory. Supposed
first-order artifacts were shown to be inconsequential in
properly constructed second-order stimuli. With selec-
tive attention, observers were able to perceive the direc-
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tion of briefly displayed interocular first-order motion but
not in the presence of effective pedestals—an exception to
other instances of first-order motion that are immune to
pedestals. Data that allegedly implied a non-Reichardt
(nonmotion-energy) detection mechanism for third-order
motion were more parsimoniously explained by input fil-
tering.

C. Conclusions

The advantage of a more formal theory is that it is very
clear when it fails: Failure of first-order theory to ex-
plain second-order stimuli required postulation of a
second-order motion system. A reiteration of this process
resulted in the postulation of a third-order motion sys-
tem. The major criticisms directed at second- and third-
order motion systems have been resolved. On the other
hand, alternative theories?®'3? that encompass some of
the data considered here cannot be excluded. The many
diverse studies in the six years since the initial publica-
tion of the three-systems theory of motion perception that
are reviewed here provide much welcome new data and
the opportunities for significant clarification and exten-
sion of the theory.
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probably why Taub et al.%” discarded the Taylor expansion
approach. On the other hand, the different terms in the
Taylor expansion generate different spatial and temporal
frequencies, and this could have been used to isolate and
define 7.

Taub et al.%” use the term “motion amount” instead of the
usual “motion energy” to indicate that motion is computed
between pairs of points in immediately consecutive im-
ages in the stimulus, rather than, more commonly, be-
tween nearby or overlapping regions in space—time. To
be consistent with the TVC model, TVC’s definition of
MShqyc is used throughout this section.

The TVC motion strength computation is not exactly a
Reichardt computation, because the forward motion and
the reverse motion are computed between different pairs
of points rather than the same pairs of points, as in a Rei-
chardt computation. However, because motion between
all pairs of points is summed in the computations under
consideration here, this subtle difference is insignificant.
Further, the Taub et al.5” motion computation [Eq. (3)] is a
pixel-by-pixel computation; all averaging occurs in sum-
ming all the pixel-by-pixel motions. A more realistic
model would incorporate some averaging (spatial filtering)
before each nonlinearity (intensity compression and
motion-direction extraction). Our explorations with their
model showed that such enhancements, while desirable,
do not fundamentally change the character of the predic-
tions. dJonathan D. Victor, Department of Neurology and
Neuroscience, Cornell University Medical College, 1300
York Avenue, New York, N.Y. 10021 (personal communica-
tion, July 31, 1996).
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Why did these observers in the interocular motion experi-
ment overlook the first-order perceptual wind when they
had previously very successfully reported the motion of
the wind in pedestaled luminance-modulation motion and
pedestaled texture-contrast motion?*! Probably because
of the context of the other trials. In pedestaled motion
experiments, half of the stimuli have a pedestal, so ob-
servers are alerted to look for wind motion. In the in-
terocular motion experiment, there was no pedestal.
Most of the stimuli consist of a clearly moving grating.
Only at the highest frequencies is there an illusory pedes-
tal (which is created by motion standstill in the third-
order system).?® In this context, the observers attempted
to interpret the output of the third-order motion system,
and they overlooked the first-order wind.



2370

112.

113.

114.

115.

116.
117.

118.

119.

120.

121.

J. Opt. Soc. Am. A/Vol. 18, No. 9/September 2001

H. J. Kim, Z.-L. Lu, and G. Sperling, “Rivalry motion ver-
sus depth motion,” Invest. Ophthalmol. Visual Sci. ARVO
Suppl. 42, S736 (2001).

C. Tseng, H. Kim, J. L. Gobell, Z.-L. Lu, and G. Sperling,
“Motion standstill in rapidly moving stereoptic depth dis-
plays,” Invest. Ophthalmol. Visual Sci. ARVO Suppl. 42,
S504, Abstract nr. 2720 (2001).

Zemany et al.’s’" use of 28 frames was stimulated by a
misstatement by Lu and Sperling!: “..preserving
pseudo-linearity requires exactly one full cycle plus one
extra frame...” This is correct only for four-frame cycles.
See the more general formulation in the text below.

B. A. Dosher, M. S. Landy, and G. Sperling, “Kinetic depth
effect and optic flow: 1. 3D shape from Fourier motion,”
Vision Res. 29, 1789-1813 (1989).

The MathWorks, Natick, Mass., 1997.

A. T. Smith and T. Ledgeway, “Sensitivity to second-order
motion as a function of temporal frequency and eccentric-
ity,” Vision Res. 38, 403—-410 (1998).

Stimuli were created with HIPS image-processing
software''%120 and displayed by using a software package
(Runtime Library for Psychology Experiments, 1988) de-
signed to drive an AT-Vista video graphics adapter in-
stalled in an IBM 486 PC-compatible computer. Stimuli
were presented on a 60-Hz vertical retrace IKEGAMI
DM516A (20-inch diagonal) monochrome graphics monitor
with a fast, white P4-type phosphor. A special circuit
that combines two output channels produces 4096 distinct
gray levels (12 bits). The luminance of the monitor was
12.1 cd/m? when every pixel was assigned the lowest gray
level and 325 cd/m? when every pixel was given the great-
est gray level. The background luminance was set at
0.5%(325 + 12.1) = 169 cd/m2. A lookup table was gen-
erated by means of a psychophysical procedure that lin-
early divided the whole luminance range into 256 gray
levels. When extremely low contrasts were required by
the experiment, a simpler lookup table was generated by
linearly interpolating luminance levels around the back-
ground luminance (for contrasts less than 1%).

M. S. Landy, Y. Cohen, and G. Sperling, “HIPS: a Unix-
based image processing system,” Comput. Vis. Graph. Im-
age Process. 25, 331-347 (1984a).

M. S. Landy, Y. Cohen, and G. Sperling, “HIPS: image
processing under UNIX software and applications,” Behav.
Res. Methods Instrum. 16, 199-216 (1984b).

R. S. Woodworth and H. Schlosberg, Experimental Psy-
chology (Rev. ed.). (Holt, Rinehart & Winston, New York,
1954).

122.

123.

124.

125.

126.

127.

128.

129.

130.

131.

132.

133.

134.

Z. Lu and G. Sperling

H. R. Wilson, “Spatiotemporal characterization of a tran-
sient mechanism in the human visual system,” Vision Res.
20, 443-452 (1980).

M. B. Mandler and W. Makous, “A three channel model of
temporal frequency perception,” Vision Res. 24, 1881—
1887 (1984).

Z.-L. Lu and G. Sperling, “Sensitive calibration and mea-
surement procedures based on the amplification principle
in motion perception,” Vision Res. 41, 2355-2374 (2001).
Z.-L. Lu and G. Sperling, “Black-white asymmetry in vi-
sual perception,” Mathematical Behavioral Sciences Rep.
MBS 01-14 (University of California, Irvine, Calif., 2001).
Apparatus. The stimuli were presented on an achromatic
19” Nanao FlexScan 6600 monitor, driven by the internal
video card in a 7500/100 Power PC Macintosh at 120
frames/sec using a C++ version of VideoToolbox.'?” A
special circuit was used to combine two 8-bit output chan-
nels of the video card to produce 6144 distinct voltage lev-
els (12.6 bits). A psychophysical procedure was used to
generate a linear lookup table that evenly divides the en-
tire dynamic range of the monitor (from 1 cd/m? to 53
cd/m?) into 256 levels.

D. G. Pelli and L. Zhang, “Accurate control of contrast on
microcomputer displays,” Vision Res. 31, 1337-1350
(1991).

0. I. Ukkonen and A. M. Derrington, “Motion of contrast-
modulated gratings is analyzed by different mechanisms
at low and at high contrasts,” Vision Res. 40, 3359-3371
(2000).

“Feature tracking” is Ukkonen and Derrington’s'?® term.
However, a third-order motion system is required in order
to do feature tracking. The terms are not synonymous.
See Section 5.A.1.

F. C. Kolb and J. Braun, “Blindsight in normal observers,”
Nature 377, 336—338 (1995).

P. Burt and G. Sperling, “Time, distance, and feature
trade-offs in visual apparent motion,” Psychol. Rev. 88,
171-195 (1981).

A. Baloch, S. Grossberg, E. Mingolla, and C. A. M.
Nogueira, “Neural model of first-order and second-order
motion perception and magnocellular dynamics,” J. Opt.
Soc. Am. A 16, 953-978 (1999).

M. J. Morgan and C. Chubb, “Contrast facilitation in mo-
tion detection: evidence for a Reichardt detector in hu-
man vision,” Vision Res. 39, 4217-4231 (1999).

J. Krauskopf and X. Li, “Effect of contrast on detection of
motion of chromatic and luminance targets: retina-
relative and object-relative movement,” Vision Res. 39,
3346-3350 (1999).



