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ABSTRACT

In this paper, the current “state of the art” for virtual reality (VR) applications in the field of
motor rehabilitation is reviewed. The paper begins with a brief overview of available equip-
ment options. Next, a discussion of the scientific rationale for use of VR in motor rehabilita-
tion is provided. Finally, the major portion of the paper describes the various VR systems that
have been developed for use with patients, and the results of clinical studies reported to date
in the literature. Areas covered include stroke rehabilitation (upper and lower extremity
training, spatial and perceptual-motor training), acquired brain injury, Parkinson’s disease,
orthopedic rehabilitation, balance training, wheelchair mobility and functional activities of
daily living training, and the newly developing field of telerehabilitation. Four major find-
ings emerge from these studies: (1) people with disabilities appear capable of motor learning
within virtual environments; (2) movements learned by people with disabilities in VR trans-
fer to real world equivalent motor tasks in most cases, and in some cases even generalize to
other untrained tasks; (3) in the few studies (n = 5) that have compared motor learning in real
versus virtual environments, some advantage for VR training has been found in all cases; and
(4) no occurrences of cybersickness in impaired populations have been reported to date in ex-
periments where VR has been used to train motor abilities.
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INTRODUCTION

IN RECENT YEARS, the field of virtual reality (VR)
has grown immensely. Practical applications for

the use of this technology encompass many fields,
from aviation training and military applications, to
industrial training in machine operation, to medi-
cine, where surgeons can be trained in surgical
techniques using VR systems.

One of the newest fields to benefit from the ad-
vances in VR technology is that of medical rehabili-
tation. In the space of just a few years, the literature
has advanced from articles which primarily de-
scribed the potential benefits of using such technol-
ogy, to articles that describe the development of
actual working systems, testing of prototypes, and
early clinical results with patients who have used
some of these systems.

In this article, a brief overview of the equipment
typically used in VR training systems is provided.
There follows a review of the scientific rationale and
the potential advantages of using VR systems in the
field of rehabilitation. Finally, the “state of the art”
for VR applications in motor rehabilitation is re-
viewed. The application topics have been organized
by diagnostic or task specific categories for ease of
reference by the reader. The focus in this paper has
been restricted to the field of motor rehabilitation.

EQUIPMENT FOR VR SYSTEMS IN
MOTOR REHABILITATION 

A virtual environment (or virtual reality) is a sim-
ulation of a real world environment that is gener-
ated through computer software and is experienced
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by the user through a human–machine interface. A
wide variety of hardware and software devices can
be utilized to create VR simulations of varying de-
grees of complexity. Whereas in the real world we
gain knowledge about our environment directly
through our senses—vision, hearing, touch, propri-
oception, smell—in the virtual world, we utilize
these same senses to obtain information about the
virtual world through a human–machine inter- 
face (e.g., head-mounted visual display). The
human– machine interface can provide information
specific to one or more senses, depending on the
type of devices that have been selected for use. The
information gathered about the virtual environment
through the interface is then used to guide interac-
tions of the participant within the virtual world.
Input from the virtual environment can also be
combined with natural sensory inputs from the real
environment, to create a hybrid input to the central
nervous system (CNS).

A variety of equipment can be utilized to create
different kinds of virtual environments with differ-
ent capabilities and purposes. Several available
books provide complete and detailed descriptions
of available VR equipment1–3; therefore, only cur-
sory descriptions will be provided here. The basic
components for VR systems are a computer, usu-
ally with a special graphics card that will allow fast
computation and drawing of three-dimensional
(3-D) images, display devices through which the
user views the virtual environment, hardware de-
vices that can be used to monitor movement kine-
matics, or provide simulations of haptic and force
feedback to participants, and, of course, specially
written software that enables all these components
to work in synchrony. More immersive virtual en-
vironments provide the user with the perception
that the environment is real and 3-D, a quality re-
ferred to as presence. Less immersive virtual envi-
ronments provide less of a sense of presence and
are more akin to looking through a window at a
scene. While it might seem intuitive that more
immersive virtual environments would be best
for motor training, this may not actually be the
case, in part because of a practical difficulty. Such
immersive virtual environments can generate cyber-
sickness (a constellation of motion-sickness like
symptoms) in many participants.4,5 Common symp-
toms of cybersickness include nausea, vomiting,
headache, somnolence, loss of balance, and altered
eye–hand coordination. These are obviously unde-
sirable events, particularly in participants with im-
paired function in the CNS. Most of the studies on
cybersickness to date have been on normal partici-
pants but it is reasonable to assume that patients

with neurological impairments would be suscepti-
ble to cybersickness with similar (if not higher) fre-
quencies than normal participants. It is important to
note, however, that none of the studies reviewed in
this paper that have used VR to train impaired par-
ticipants have reported any incidence of cybersick-
ness. All these studies have used less immersive
desktop or wall screen displays. Although newer
equipment, in theory, should greatly decrease the
incidence of cybersickness,6 the effects of different
immersive systems on patient populations is an area
still in need of investigation. Lewis and Griffen7

have provided a comprehensive description of key
issues to be considered in such investigations.

Display devices

The simplest visual display device is a desktop
computer monitor, using an enhanced 2-D graphics
display. Although such displays will not be as realis-
tic as a true-stereo 3-D display, the sense of depth can
be enhanced through the use of depth cues such as
perspective, relative motion, occlusion, and aerial
perspective.1 Use of a liquid crystal display (LCD)
projector and large wall screen as the monitor will
also enhance the sense of depth perception (and thus
sense of presence) in the user. Such set-ups are conve-
nient, easy to use, require no glasses or headset with
wires, and allow both the therapist and patient to
view the same scene with ease. These displays have
been preferred in clinical studies to date, as they are
relatively cheap and easy to use, and there have been
no reported occurrences of cybersickness in studies
using such systems with clinical populations.

To move toward a more immersive virtual envi-
ronment, one needs a display that can provide true
3-D stereo. This can be done inexpensively with
flicker glasses which display alternating right/left
views of the picture synchronized to the frame rate;
or more expensively with a head-mounted visual
display (HMD), which allows stereo viewing via
small monitors mounted in front of each eye and
linkage of the VR viewpoint with head movements;
or large screen stereo projection systems, which pro-
vide compelling stereo with lightweight polarizing
glasses. At the very high end, the CAVE™ system,
developed at the University of Illinois at Chicago,8,9

provides a multi-person, room-sized, high-resolu-
tion, 3-D video and audio virtual environment.

Interface devices

In addition to the standard mouse and joystick
interfaces that are routinely used to navigate large
3-D worlds, a variety of devices will allow simula-
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tion of movement kinematics and sensory feedback
such as touch, pressure, or force. In theory, any
type of motion tracking device could be used to
monitor movement or simulate movements in a
virtual world. In practice, electromagnetic tracking
devices are frequently utilized to monitor head,
trunk, arm, and leg movements. They are lower in
cost and impervious to optical occlusion problems.
However, they can be susceptible to signal distor-
tion from large metal objects or from electromag-
netic fields generated by electronic devices.10

For capture of the more detailed kinematics of
hand movements, an instrumented glove may be
used. Inexpensive haptic feedback can be provided
with newly developed contact feedback devices,
for example, small vibration devices attached to
the fingertips that become active when the partici-
pant has “touched” a virtual object and turn off
when the object is released. For higher fidelity
haptic feedback, a robotic arm, which generates 3
or 6 degrees of freedom forces (e.g., PHANToM™),
can be used. To utilize this kind of feedback in VR
training, a hand-held stylus is usually attached to
the robotic arm, and the forces are translated to the
participant through the stylus. This type of set-up
has been used to train surgical techniques,11,12 but
has not been used to date in rehabilitation. To feel
more realistic force feedback on different fingers
and thumb, or throughout the arm, an exoskeleton
type device is required. One such device, which
applies forces to resist finger flexion, has been de-
veloped by Burdea and colleagues.13 Commercial
devices which can apply force feedback to the fin-
gers and thumb (“CyberGrasp”) or the entire arm
(“CyberForce”) are also now available but expen-
sive <www.immersion.com/3d/products/cyber_
grasp.php>.

Auditory input can also be utilized in VR to en-
hance spatial orientation and localization. For ex-
ample, the CAVE system uses multiple speakers
mounted in the room to create direction and dis-
tance effects in the virtual world.8,9

SCIENTIFIC RATIONALE AND
ADVANTAGES OF VR USE FOR

REHABILITATION 

The discussion of the scientific rationale and ad-
vantages for VR use in rehabilitation will focus on a
few key concepts relevant to motor learning. More
extensive discussion of these issues may be found
elsewhere.14–17 The key concepts to be discussed are
repetition, feedback, and motivation. We know that
repetition is important both for motor learning and

the cortical changes that instantiate it. But it is not
just repetition alone that produces motor learning.
The repeated practice must be linked to incremen-
tal success at some task or goal. In the normal ner-
vous system, this is achieved by trial and error
practice, with feedback about performance success
provided by the senses (e.g., vision, propriocep-
tion). But to practice movements over and over,
participants must be motivated. Most people can
recall the extensive practice that was necessary
when learning to ride a bicycle. In this case, the mo-
tivation to tolerate the extensive practice period
was provided by the anticipation of later fun to be
experienced while riding the bike.

VR provides a powerful tool with which to pro-
vide participants with all of these elements—repet-
itive practice, feedback about performance, and
motivation to endure practice. In particular, in a
virtual environment, the feedback about perfor-
mance can be augmented—that is, enhanced rela-
tive to feedback that would occur in real world
practice. A wide variety of methods have been used
to exploit aspects of VR technology to enhance
motor learning in people with disabilities through
real time feedback (i.e., concurrent with task per-
formance) and/or “knowledge of results” feedback.
Knowledge of results feedback occurs immediately
following a trial or block of trials. Feedback has
been extensively investigated and there is general
agreement that it improves learning rate.18

Since feedback is central to motor learning in a
virtual environment, it is important to examine the
neurophysiological processes that are evoked by
feedback and discuss their relevance to the re-
learning of motor skills. There is extensive evi-
dence that the proprioceptive and exteroceptive
feedback associated with the execution of skilled
tasks (in addition to internal feedback) induces
profound cortical and subcortical changes at the
cellular and synaptic level. For example, evidence
derived from recording the activity of single cells
from the primary motor cortex of intact primates
has indicated that protracted use of the digits leads
to an enlargement of the cortical representation.
Nudo et al.19 showed that cortical area M1 was al-
terable by use throughout the life of an animal.
Use-dependent alterations of cortical organization
have also been found in auditory, visual, and so-
mato-sensory areas.20–24

Direct evidence for the development of new pat-
terns of activity in the cells of the motor areas of the
frontal lobe during the acquisition of a new motor
skill has also been reported in a series of experi-
ments in primates.25–27 The most striking result in
these experiments was the gradual recruitment of
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previously silent cortical neurons in area M1 dur-
ing learning; these neurons displayed activity re-
lated to the production of forces that compensated
for externally imposed disturbances. Similar re-
sults have been reported by Wise et al.28 using the
same technique of single-cell recordings with a dif-
ferent behavioral paradigm. Co-occurrence of func-
tional and structural plasticity within the same
cortical regions has also been described for rats.29

Studies by Greenough et al.30 and Kleim et al.31

have revealed some of the mechanisms underlying
the functional reorganization in the motor cortex
following motor learning. Rats trained on a com-
plex motor task had larger dendritic fields and an
increased number of synapses in cortical motor
cells in the hemisphere opposite to the trained
limb. There is also experimental evidence that
synaptic efficacy in the motor cortex may be modi-
fied by the induction of long-term potentiation.32,33

It has also been shown in the rat29 and the primate34

that functional reorganization of the motor cortex
(“remapping”) occurs only in response to the de-
velopment of skilled forelimb movements, and not
simply to increased forelimb use.29,35 These studies
provide neurophysiological evidence that motor
repetition alone is not enough to induce cortical
correlates of motor learning.

Substantial functional reorganization also takes
place in the motor cortex of adult primates after a
focal ischemic infarct.36 The retraining of skilled
hand-use in these animals results in reorganization
in the adjacent intact cortex. Thus, the undamaged
motor cortex may play an important role in motor
recovery.37,38 Interestingly, Nudo et al. found that,
in the absence of post-infarct training, the move-
ments formerly represented in the infarcted area do
not automatically reappear in adjacent cortical re-
gions, but do so only in response to specific motor
re-training activities.36,37

Real versus virtual practice

As will be seen in the latter part of this paper,
augmented feedback about motor performance can
readily be provided in a virtual environment. And,
as outlined above, scientific evidence suggests that
augmented feedback about performance will en-
hance the cortical changes associated with motor
learning. But one might argue, most of the cited
studies have been conducted on animals, and the
animals were not trained using VR. What sort of
evidence exists about motor learning for human
participants trained in virtual environments? And,
have any studies compared training in a real vs.
virtual world environment? 

On the first point, there exists a fair amount of
evidence that humans can learn motor skills in a
virtual environment39–42 and that they can then
transfer that motor learning to a real world envi-
ronment.43–45 Evidence that people with disabilities
can learn motor skills in VR and transfer this learn-
ing to real world performance will be presented in
the various sections to follow. In general, it can be
said here that people with disabilities do seem able
to both learn motor skills in VR and transfer these
abilities to the real world. But how does learning in
a virtual environment compare to that which oc-
curs in a real environment? On this second point,
few studies exist. And this issue is an important
one for those in the rehabilitation field, who inevi-
tably ask when discussing the use of VR in rehabili-
tation: “Why bother with all that equipment; why
not just practice the real task? Wouldn’t that work
better anyway, and cost less?” Of course, propo-
nents of VR believe that outcomes will be enhanced
following practice in VR because of the ability to
make tasks easier, less dangerous, more cus-
tomized, more fun, and of course easier to learn be-
cause of the salient feedback that can be provided
during practice. To date, however, only five studies
have examined this issue in a controlled fashion.
All five studies provide some experimental evi-
dence that motor learning in a virtual environment
may be superior.

In the first of these studies, Todorov et al.46 found
that healthy participants who practiced a table-
tennis stroke in a virtual environment, with aug-
mented feedback from a virtual teacher, performed
better following training than did participants who
had practiced the table tennis stroke with feedback
from an expert coach, or just practiced on their
own. (Participants were tested on a real world per-
formance test.)

A second study of motor learning in VR trained
normal participants to move a hand held metal ring
over a curved wire (“steadiness tester”) in either a
real or a virtual environment.47 Participants received
virtual training, real training or no training on the
steadiness task. Prior to and following training, all
participants were tested on the real task. The re-
sults were that both virtual and real training
groups improved significantly (p < 0.001) post-
training, but the no training group did not. The
performance, as measured by number of errors,
was equivalent (p = 0.22) between those who re-
ceived virtual or real training. These results sup-
port the transfer of motor training in VR to real
world performance, in concert with the findings of
others reported earlier. Next, these same partici-
pants performed a second post-test on the steadi-

190 HOLDEN

13966C02.PGS  5/26/05  12:39 PM  Page 190



ness tester, but were required to simultaneously
carry out either a motor interference or a cognitive
interference task. The motor Interference group
was asked to tap on a Morse code key in time with
a pre-recorded tempo. The cognitive interference
group was asked to listen for the names of fruits in-
terspersed within a string of pre-recorded words
and say “yes” when they occurred. These concur-
rent tasks lasted for the duration of the steadiness
test. The results were that the motor interference
task had a significantly greater effect on the steadi-
ness test than did the cognitive interference task
(p < 0.01). However, the very interesting result was
that participants who had trained on the virtual
task were significantly less impaired (p < 0.05) by
the interference task than those who had trained on
the real task. This finding is in concert with the re-
sults of Todorov et al.46 and implies an advantage
or improved efficiency for the virtual training.

In the third study which compared real and vir-
tual practice, Brooks et al.48 found that an amnesic
patient was able to learn two routes around a real
world hospital rehabilitation unit following train-
ing in a VR simulation of these routes for 15 min
per day for 3 weeks. An errorless learning49 method
was used. Seven untrained routes were also tested;
performance on these routes showed no improve-
ment. Later, the patient was trained on two addi-
tional routes in the same rehabilitation unit—one in
VR and one in the real world. After 2 weeks of
training, she had learned the route trained in VR,
but not the route trained in the real world. Thus, in
this case, training in the virtual environment proved
to be superior to training in the real world. It is also
interesting to note that the patient easily trans-
ferred the learned performance from VR to the real
world, despite the fact that the motor activity in VR
consisted only of manipulating a joystick, whereas
in the real world, actual walking was of course re-
quired. Obviously, the motor patterns of the two
tasks varied considerably, implying that the learn-
ing was at a more abstract or conceptual level.

In a fourth study, Webster et al.50 evaluated the
effectiveness of using a VR-based wheelchair train-
ing program in improving real world wheelchair
use in a group of patients with stroke and unilat-
eral neglect syndrome. A second group of patients
who had participated in a prior study of unilateral
neglect served as a control group (i.e., non-random-
ized). Both groups received standard rehabilitation
wheelchair training, but only the experimental group
received the VR training. The results showed that
the patients who had received the VR training made
fewer errors and hit significantly fewer (p < 0.000)
obstacles with their wheelchair during the real

world obstacle avoidance test than did participants
in the control group, who had not received this
training. In addition, the number of falls during
their inpatient hospital stay was fewer for the VR-
trained participants (p < 0.02) compared to control
participants. 

A fifth study compared training to avoid obsta-
cles during walking using VR-based vs. real world
training in a randomized controlled study of pa-
tients with chronic stroke.51 Investigators reported
that, although both groups improved on most of
the outcome measures, participants in the VR
group showed greater improvement (p < 0.001) in a
fast paced velocity test post-training.

Taken together, the results of these five studies
comparing different types of motor learning in a vir-
tual versus real environment support the idea that
motor learning following training in a virtual envi-
ronment may be superior to that following real
world practice. Obviously, further work is needed to
confirm these findings, in particular with motor-im-
paired patient populations, where only one random-
ized controlled study has been published to date.51

Other factors that may enhance motor learning in VR

In addition to the important factors discussed
above (augmented feedback, facilitation of cortical
plasticity through guided practice), a few other
ideas that may enhance motor learning in VR
should be mentioned. For instance, there is psy-
chophysical evidence that humans derive the speci-
fications of a movement by tracking the trajectory
of the end-point of the limb.52,53 The precise defini-
tion of “end-point” depends on the task itself and
can vary from the tip of a held object, to a finger, or
to the entire hand. By explicitly showing this end-
point trajectory to the participant via an animated
VR display, learning may be enhanced, especially
in the initial phase.14,15,54

VR also allows us to program into the display a
virtual teacher, who performs the task repeatedly.
The powerful visual input of the teacher perform-
ing the movement over and over may provide en-
hancement of “learning by imitation” through direct
input to M1 via mirror neuron inputs.55 Mirror neu-
rons are cells which have been discovered in the
monkey premotor cortex that fire when a move-
ment is observed and when it is performed.56 They
may provide a neurophysiological underpinning to
“learning by imitation” in VR. This feature of learn-
ing by imitation is not only an important way to
provide enhanced visual feedback, but also a way
to develop, through repetition, the formation of the
correct pattern of cellular activity in the CNS.25,26
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VR offers the unique capability for real time feed-
back to the participant during practice in a very in-
tuitive and interpretable form. Patients can see their
own movement attempts in the same spatial frame
of reference as that of the “virtual teacher” (unlike
practice with a real coach or therapist). Also, the
task can be simplified in the early stages of learn-
ing, allowing the learner to focus on key elements.
In contrast, in the real world situation, many poten-
tial distracters exist and may slow down learning
as the participant attempts to distinguish, through
trial and error, the key aspects of the task on which
to focus. (This factor of reduced distractibility may
have enhanced learning for the amnesia patient in
the study by Brooks et al.48) Training environments
can also be customized for different therapeutic
purposes and the system designed to help the
learner detect and correct errors more rapidly.

New methodology

Finally, even if it proves to be the case following
further study that VR offers no performance advan-
tage over real world practice for patients with motor
impairments, there will still be a significant place for
VR use in rehabilitation. It is a powerful new tool
that can be utilized to test different methods of
motor training, types of feedback provided, and dif-
ferent practice schedules for comparative effective-
ness in improving motor function in patients. The
technology provides a convenient mechanism for
manipulating these factors, setting up automatic
training schedules and for training, testing, and re-
cording participants’ motor responses.

USE OF VR FOR STROKE
REHABILITATION

Upper extremity

Several groups of researchers have been working
to develop VR systems for upper extremity (UE) re-
habilitation in patients with stroke, using a variety
of approaches.

MIT group. Holden and colleagues, based at
Massachusetts Institute of Technology (MIT), Cam-
bridge, Massachusetts, were the first to report suc-
cessful use of VR to retrain movement in patients
with stroke.57 The VR motor re-training system they
have developed is centered around the concept of
“learning by imitation” of a virtual teacher,55 and
allows the user to retrain a wide variety of arm
movements (including shoulder, elbow, wrist, and

hand) in any part of the UE workspace, within the
context of functional or goal-directed tasks. A brief
system description is provided below; further de-
tails may be found in Holden and Todorov,15 and
Holden and Dyar.14

System description. The system consists of an
electromagnetic motion tracking device (Polhemus,
Inc.), desktop computer display, and VR software.
The VR software contains a basic 3-D graphics edi-
tor which allows the user (therapist) to create
“scenes” designed to be therapeutically meaning-
ful to the targeted patients. Usually, a scene shows
some simple task (e.g., place an envelope in a slot,
hit a nail with a hammer, move a ball through a
ring, or lift a cup to the mouth). To date, approxi-
mately 20 scenes, each with multiple levels of dif-
ficulty, have been developed and tested with
patients, making a total of approximately 50 train-
ing scenes. Following the basic scene creation, the
motion tracking device is used to pre-record nor-
mal participants performing the desired activities,
within the context of the VR scene. These prere-
corded trajectories (6 degrees of freedom (DOF);
translation and orientation) then serve as the “vir-
tual teacher” for the patient to watch and copy dur-
ing the VR therapy practice. The entire limb or only
the endpoint of the limb (i.e., hand or held object)
and its trajectory may be displayed. The teacher
display may also be hidden from view if desired.

During training, the same motion tracking de-
vice used to record the “virtual teacher” is attached
to the patient. The arm movements of the patient
can then be monitored and displayed in real time in
the context of the virtual scene, along with the pre-
recorded movements of the virtual teacher. The de-
gree of match with the teacher trajectory provides
augmented feedback in a visual context to the par-
ticipant during practice. The amount of match may
also be quantified to provide augmented knowl-
edge of results feedback following each trial. This
feedback is presented to the participant as a
“score,” or paired with verbal cues, such as “Very
good!” The scoring algorithm is flexible, allowing
the therapist to specify weights for different aspects
of performance as needed for particular patients.
For example, displacement error, orientation error,
angular or linear velocity, smoothness, and other
factors may be weighted to emphasize one or more
of these factors during training. A more complete
description of the score algorithm may be found in
a forthcoming paper.58

Although the desktop display allows only en-
hanced two-dimensional (2-D) displays, 3-D dis-
play is possible if stereo headsets, flicker glasses,
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or large screen polarizing projectors are used. To
date, however, the desktop has been the preferred
choice for these initial clinical studies, both because
of lower cost and to minimize any risk of cyber-
sickness in these impaired participants. Recently, a
telerehabilitation version of the system has been
developed and deployed. Two disadvantages of
the system developed by Holden and colleagues
are that it presently lacks a full hand model (fingers
and thumb) and haptic feedback capability. How-
ever, the group is presently working to add these
features to their system. 

Study results. In the first study reported by
Holden et al.,57 the purpose was to assess whether
participants with stroke would even be able to use a
virtual environment to practice motor tasks, and if
so, whether any movements that they learned in VR
would generalize to performance in the real world
on similar and untrained tasks. Two participants
with stroke (3.5 and 1.5 years post-stroke; one with
right hemiparesis and aphasia; one with left hemi-
paresis, parietal lobe symptoms, left side inattention
and hemianopsia; initial Fugl-Meyer [FM] Motor
Scores = 31.5 (max = 66) for both participants) were
trained on a complex reaching task on their involved
side, requiring shoulder flexion with external rota-
tion, elbow extension, and forearm supination com-
bined with grasp. During training, each participant
held a (real) Styrofoam envelope using a lateral
grasp. The envelope was fitted with a sensor, which
recorded the endpoint trajectory of the patient’s
reaching movements, which in turn was displayed
to the patient in the context of a VR scene. In the VR
scene, a “teacher” animation placed an envelope in
the slot of a virtual mailbox. Six levels of difficulty
for this scene were devised (near and far reach with
different hand orientations). Participants practiced
for 1-hr sessions at a frequency of once or twice a
week, for a total of 16 sessions. Before and after
training, participants were assessed on their reach-
ing ability using a 3-D kinematic test performed in
the real world. The kinematic test was repeated
three times at 1-week intervals, prior to and follow-
ing training. In the test, participants held an enve-
lope in their hand and attempted to place it in a real
“mailbox” slot. The box and slot were placed in nine
different locations, only one of which had been
trained in VR. Participants were also tested using
two standard clinical tests: the FM Test of Motor Re-
covery for Stroke,59 and the motor task section of the
SAILS test of UE function.60

Results for the kinematics test indicated that, not
only could participants transfer what they learned
in VR practice to the real world, but also, that they

generalized the motor learning to untrained spatial
locations. Both participants showed significant im-
provement for distance errors to the target across
both trained and untrained locations (64% reduc-
tion in error for P1, 50% reduction for P2, when
averaged across all target locations). Hand orienta-
tion errors improved for P1 in the trained location
and for five of eight untrained locations; however,
no improvements in hand orientation were seen for
P2. As expected, the control of hand orientation
while reaching and grasping proved more difficult
to learn than control of reach with no constraint on
hand orientation. The clinical tests also showed
some improvement, greater for P1: FM motor test
improved by 17% for P1; 5% for P2. Neither partici-
pant improved on the SAILS test, probably due to
poor fine motor control of hand for both partici-
pants. However, P1 reported that he gained the
ability to perform three new functional tasks with
the right arm following the VR training.

In a second study, the issue of motor generaliza-
tion was examined in greater depth. The study pro-
vided further evidence that movements trained in
VR in patients with stroke can be generalized to
similar real world tasks and to certain types of un-
trained tasks. Preliminary results from the first
seven participants have been reported and will be
reviewed here.14,61,62 Final results of this study, in-
cluding a more extensive analysis of kinematic
data, additional participants and statistical analy-
ses will be presented in a forthcoming paper.

In this study, two movements were trained in a
virtual environment using the same system as in
the first study, but with the addition of quantitative
feedback about trajectory match with the virtual
teacher that could be presented in the form of a
score following each trial. Specific and non-specific
motor generalization was assessed. Specific gener-
alization was defined as transfer of learning from
VR to the real world measured during real world
performance of 14 tasks designed to assess the fol-
lowing six types of generalization: (1) same task
generalization; ( 2) spatial generalization; (3) gravi-
toinertial force (GIF) generalization; (4) combined
spatial plus GIF generalization; (5) generalization
to tasks requiring novel recombination of trained
movement elements; and (6) control tasks with un-
trained elements. Non-specific generalization was
defined as transfer of learning from VR to the real
world as measured by change in clinical tests of
motor recovery and function following the VR
training.

Participants (n = 7) with cortical and/or subcorti-
cal stroke were tested (mean duration post-stroke
was 20.4 months, mean age 52.6 years; four had left
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hemiparesis, three had right; five were male, two
female). Initial FM UE motor scores ranged from 18
to 54; mean score was 32 (maximum = 66). All par-
ticipants primarily used the uninvolved UE for ac-
tivities of daily living (ADL) tasks and were no
longer receiving therapy for the arm.

Participants were trained on two tasks in a vir-
tual environment using a series of scenes that simu-
lated the tasks at increasing levels of difficulty. The
first scene was the mailbox scene, which elicited
forward reach with grasp; the second scene re-
quired the participant to reach smoothly out to the
side (abduction to 45 degrees) with open hand and
elbow extension, by moving the hand from its start
position resting on a table in front of participant at
midline, through a series of rings arranged along
the trajectory of the hand path, approximately in a
semicircle, to the final position out to the side.
(Such a movement would be useful to catch one’s
balance, use hand for postural support, or to reach
for objects located lateral to participant.) Each
scene displayed a virtual “teacher” performing the
correct movement. Augmented feedback about error,
based on degree of match with the teacher trajec-
tory, was provided during movement practice, ini-
tially at high frequency, then faded to a lower
frequency as sessions progressed. Participants re-
ceived 30 sessions in total, 1 hr each, at a frequency
of three sessions per week.

During the specific generalization tests, 3-D kine-
matics of the arm and trunk were measured using
an electromagnetic tracking device. Spatial errors
(distance from movement endpoint to target) and
number of velocity peaks were calculated for each
trajectory. Non-specific generalization was as-
sessed using the FM test of motor recovery, the
Wolf Motor Test for UE function,63,64 and two
strength tests. The test battery was administered
prior to and after the VR training.

Five of the seven participants showed quantitative
evidence of generalization, defined as a >25% reduc-
tion in spatial error (range = 25–98%) or >25% reduc-
tion in the number of velocity peaks (range = 25–97%)
for the test movements following training. Larger
generalization effects were found for same task, spa-
tial, GIF, and combined spatial plus GIF tasks than for
novel recombination and untrained tasks.

Results for the clinical testing (non-specific gen-
eralization) of these participants (plus one addi-
tional participant [n = 8]14) showed that the mean
values post-training were significantly higher on
both the FM Motor and FM Total scores, indicating
improvement (p = 0.008 and p = 0.048) for FM
Motor and Total scores, respectively. These results
indicate that most of the improvement was in

motor function, but some participants also had de-
creased pain, increased range of motion and im-
proved sensory scores post-training. Individually,
all participants showed some level of improvement
on the Motor subtest; the range was 2.5%–42%; the
mean across participants was 15% ± 14.8%. Indi-
vidually, three of the eight participants improved
by >20% on the FM Motor test.

Results for the Wolf Motor Test of UE Function
indicated improvement, with lower Total Time
scores post-training (p = 0.021). Average improve-
ment was 31% ± 25.7% (range, 1–83%). Individu-
ally, six of the eight participants improved by
>20%. Of note is that the participants who showed
little change on the FM measure all had large im-
provements on the Wolf Motor test of UE Function.
Conversely, the two participants who showed little
change on the Wolf Motor test showed larger
changes (>20%) on the FM test.

Two strength tests, for shoulder flexion and for
grip strength, also improved after VR training. The
differences for shoulder flexion strength (mean in-
crease 118%) were statistically significant (p = 0.02),
and the differences for grip strength (133%) were
close to significance (p = 0.058). Considered individ-
ually, six of the eight participants increased either
shoulder flexion or grip strength, or both, by >20%. 

Taken together, these improvements in three
standard clinical tests of function were surprising,
given that participants practiced only two move-
ments during VR training and that most of the
tasks tested were untrained. These results are also
encouraging, as they imply that something more
general than one specific movement is being
trained by these VR methods, and thus VR may be
an efficient way to train a set of “basis functions,”
which in turn allow the execution of a variety of
more skilled movements.

A third study on patients with stroke conducted by
this group will be described in the last section enti-
tled Telerehabilitation. In this study, a wider variety
of training scenes (8–10 per participant) were used,
and the scenes were designed to address specific
deficits displayed by each participant.

Rutgers group. A second group, Burdea and
colleagues, based at Rutgers University and the
University of Medicine and Dentistry of New Jer-
sey, has centered their development around the
hand. (The Burdea group has done extensive en-
gineering development for a variety of VR reha-
bilitation applications.)

System description. Their UE system makes use
of the commercially available Cyberglove™ to
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monitor hand position and to provide feedback
about kinematics of hand movement during train-
ing, and a laboratory-built glove, Rutgers Master II,
to provide haptic monitoring and feedback com-
bined with position sensing.13,65 Four types of hand
exercise routines have been developed: (1) range of
motion (ROM); (2) speed; (3) fractionation; and (4)
strength. 

In the ROM exercise, participants begin with
their fingers in extension, and attempt to move ei-
ther the thumb or the four fingers into flexion. As
they do so, a picture is revealed on the screen, with
the amount revealed roughly equivalent to the
amount of flexion ROM. For the speed exercise,
participants again begin in extension, seeing their
open “virtual” hand on the screen. Then a butterfly
begins to flutter around the hand, and the partici-
pant attempts to rapidly flex the fingers in order to
“catch” the butterfly. The fractionation exercise is
designed to help participants practice isolated fin-
ger control. In this exercise, participants see a piano
keyboard on the screen, with the virtual hand on
the keys. The patient tries to depress a single key
using a single finger (flexion), while maintaining
the other fingers in extension. If successful, the key
turns green; errors cause keys to turn red. For the
strength exercise, a different glove is used (Rutgers
Master II),13 which has small pneumatic pistons in
the palm, with movable rods fixed to the fingertips.
The participant practices with thumb and each
finger separately, depressing the piston against a
force applied via the computer. On the screen, the
participant sees a virtual hand, with virtual pistons
in the palm. The pistons are red at the start of each
trial, but turn green if the target force level is
achieved by the patient. For all of these exercises,
participants receive immediate visual feedback
about their ongoing performance by viewing the
virtual hand on the screen. In addition, following
each trial, participants receive a numerical score
which provides quantitative information about
their performance.65,66

Study results. The Rutgers group has used their
hand rehabilitation system in two clinical studies
with chronic stroke patients. The first study used
the system on three participants with right hemi-
paresis.65,67 In this initial study, the VR treatment was
combined with another type of treatment for UE re-
habilitation, constraint-induced (CI) therapy.68,69 The
participants ranged in age from 54 to 83 years, were
3–6 years post-stroke, and had a fairly high degree of
motor recovery, as they met the criteria used for in-
clusion in CI studies (i.e., active wrist extension of
20° and 10° of active MP extension).

Participants were treated for 5 hr per day for 9
days, with one 2-day break. The majority of the
time (approximately 3.5 hr/day) was spent in CI
therapy, while the remainder was spent in VR ther-
apy (approximately 1.5 hr/day). Because two dif-
ferent treatments were used in combination, it is
not possible to determine whether, or to what ex-
tent, the VR therapy contributed to the changes
found in the participant’s post-training. 

Participants’ progress following this combined
therapy was measured using quantitative mea-
sures of ROM, speed, fractionation, and work, de-
rived from the VR training data (performance of
first 2 days vs. last 2 days). In addition, a clinical
test of hand function (Jebsen)70 and dynamometer
measures of grip strength were performed. Results
for the measures derived from the VR training data
showed a variable pattern, with all three partici-
pants showing improvement on at least some of the
measures. The ROM changes were small (approxi-
mately 10° finger flexion; 20° thumb flexion). How-
ever, changes for fractionation and speed, seen in
two of the three participants, were larger (25° for
fractionation; speed increases of 16–69% for thumb
and 21–52% for fingers). Mechanical work capacity
improved by a small amount across participants
(9–25%). For the clinical test, two participants im-
proved (+11%, +29%), while the third participant
got worse (�7%).  All three participants increased
their grip force (range, 13–59% increase). However,
two participants showed similar rates of grip force
increase on their non-involved side, so some of the
change seen following training may have been due
to the simple practice of the dynamometer grip
rather than to specific effects of either the CI or VR
training.

In the second study reported by Burdea and col-
leagues,66,71 eight participants with stroke were
treated using the VR system alone. Preliminary re-
sults from the first four of these participants are pre-
sented in the first report,66 while results for all eight
participants are presented in a more recent report.71

Data from the second report is reviewed here. Par-
ticipants ranged in age from 50 to 81 years, six were
male; two female; seven had a right hemiparesis,
and one had a left hemiparesis. Although initial
clinical scores are not reported, all had a fairly high
degree of motor recovery, as they met the minimum
criteria of active wrist extension of 20° and active
MP extension of 10°. Treatment sessions were 2 hr in
length, conducted 4–5 times per week for 3 weeks
(total = 13 sessions, or approximately 26 hr). The VR
exercises were the same as those in the prior study
(i.e., ROM, speed, fractionation, and strength). Each
exercise was repeated 40–60 times, for a total of
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approximately 160–200 movement repetitions per
session. As in the prior study, participants received
feedback about performance both during and after
every trial. Results were measured by assessing the
percent improvement in performance in VR (first
2 days vs. last 2 days of training). In addition, par-
ticipants performed a clinical test (Jebson test of
hand function70) and a real world grasping task
using the Cyberglove, to assess transfer to real world
performance. 

For the quantitative VR measures (ROM, speed,
fractionation, and work), results are not averaged
across participants; rather, they are presented for
each participant individually, as “each participant
showed improvement on a unique combination of
movement parameters.” The most impressive areas
of change seem to be for thumb ROM (four of eight
participants improved by >40%) and for fractiona-
tion where six of eight participants improved by
>40%). The changes for speed and work are small
and likely not clinically significant, though the au-
thors report “statistical significance” based on re-
sults of unpaired t-tests, performed individually for
each participant. For example, on the speed mea-
sure, only three of 16 cases (16 = 8 finger + 8 thumb
measures) had >20% improvement, and only three
of the eight participants had >20% change on the
work measure. For the Jebson test of hand function,
results were pooled across participants, and a 15%
improvement was found. However, since these
data were pooled across participants, it is not clear
whether the 15% change reflects a large improve-
ment by a few participants, or a smaller change by
most participants.

For the grasping task, hand kinematic data were
analyzed in terms of movement time, averaged
across participants. No change in movement time
was found for the transport phase, but an 18% de-
crease in movement time was found for the grasp-
ing phase, although three of the eight participants
did not decrease their grasp movement time. Al-
though the authors report that they performed a
discriminant analysis on the hand kinematic data
as a way to assess hand preshaping during the
evolving movement, the results of this analysis are
presented for only one participant’s data in graphi-
cal form. For this participant, classification errors
from the discriminant analysis are shown to de-
crease as the movement evolves, indicating an im-
provement in the timing of hand preshaping during
the grasping task.  

Groups in Sweden, United Kingdom, and Italy. A
group in Sweden has described the use of another
VR system, consisting of a Reachin Technologies

AB 3.0 system with haptic force feedback provided
by a PHANToM device and stereoscopic vision
provided by CrystalEyes CE-2 glasses in a single
case study of one stroke patient.72 The participant
was a 59-year-old man with left hemiparesis, 11
weeks post-stroke, with normal spatial competence
and body awareness. He trained using a computer
game developed by Reachin Technologies, in which
the participant strikes a ball, which in turn knocks
over bricks, and gives a score. He was treated three
times per week for 4 weeks for a total of 12 sessions
and progressed through four levels of difficulty
(based on faster ball velocities), using a perfor-
mance criterion. It was unclear whether he was also
receiving additional therapy. The use of telemedi-
cine was mentioned, but it was not clear whether
the patient was using the VR system in the labora-
tory, with the telemedicine system employed as an
adjunct to communicate response to the treatment
from home, or whether the entire VR system was
installed in the patient’s home, and the treatment
was conducted via a telemedicine set-up.

The patient was evaluated using three tests: (1)
Purdue pegboard; (2) hand grip using a dyna-
mometer; and (3) a laboratory-developed reaching
test, using the PHANToM to record data. Following
the training, he increased the number of pegs from
six to eight on the Purdue test, increased grip
strength from 68 to 264 N, and improved somewhat
on selected kinematics measures derived from his
reach trajectory data. For example, path length of
the trajectories decreased (by 0–11 cm, depending
on direction), movement time decreased (by ap-
proximately 0.5 sec), and movement velocity in-
creased (by ~10 cm/sec for one direction).

A group at the University of Nottingham73 ex-
plored the use of VR in stroke rehabilitation via a
“user centered design approach” that involved
consultation with stroke survivors, therapists and
stroke researchers. Based on input from these
groups, the activity of making a hot drink was se-
lected for development and study. This group used
a different approach for their VR system. They
began by building a real (“tangible”) interface for
the task, consisting of a series of instrumented ob-
jects. To conduct training in the task of making a
hot drink, the real objects and VR are integrated in
a unique fashion. For example, the computer first
instructs the patient verbally to place the kettle
under the tap. Once the movement has been sensed
from the instrumented real kettle, a signal is sent to
the computer and the VR plays a simulation of the
activity (e.g., participant hears water running and
sees a kettle filling). Then the next subtask in the se-
quence is suggested verbally by the computer. If
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the patient performs the incorrect task, the com-
puter corrects the participant and the user cannot
proceed until the correct task is performed using
the correct real world hardware. This procedure is
repeated until the 16 subtasks for this activity have
been completed.

Seven participants tried out this system in a pilot
test. The participants were community dwelling
stroke patients, all with right hemiparesis and
aphasia. Six of the seven had “little to no use” of
the involved arm. (Although not specifically men-
tioned, this would imply that participants were
using their non-involved extremity to complete the
task, making it more a cognitive training than a
motor training tool for these particular partici-
pants.) Observations were made as participants
used the system, and notes were taken on both par-
ticipant and system performance. Through this
process, problems were identified and potential
solutions were discussed. The two main points,
which are planned for implementation in future
models of the system, were to let the user imitate
the virtual task, and to provide feedback about per-
formance using the VR system in order to enhance
learning of the task. (Note that the system devel-
oped by Holden and colleagues14,15,55 already does
this.) While this device appears to be a good train-
ing system, its effectiveness has yet to be tested. It
also seems labor intensive in terms of its develop-
ment (especially if additional tasks were to be
trained), and it is not clear whether training on this
one task would generalize to other real world tasks. 

Others have described the usefulness of VR sys-
tems in the assessment of arm motor deficits follow-
ing stroke or brain injury.74 Piron et al. describe how
a VR system was used to provide a more sensitive,
precise and objective measure of progress in reha-
bilitation settings. Twenty patients with chronic
stroke (mean, 8.2 months post-stroke) were treated
with “standard” rehabilitation therapy for 1 hr per
day, 5 days per week (20 sessions total). Before and
after the therapy, patients were tested with the FM
Test of Motor Recovery59 and two kinematic mea-
sures (movement duration and average velocity),
which were derived from 20 repetitions of a reach-
ing movement, performed in a virtual environment.
The changes in the kinematic measures following
therapy were statistically significant (average move-
ment duration was 4.4 sec prior to and 3.5 sec fol-
lowing treatment; average velocity changed from
19.6 cm/sec before therapy to 26.3 cm/sec after
therapy). In addition, the kinematic measures were
found to correlate significantly with the FM test59

(Pearson correlation = �0.82 to �0.97 for duration,
and 0.82 to 0.97 for velocities, all at p < 0.01). The VR

test was thought to be useful for evaluating the re-
sults of rehabilitation treatments, as it was faster
and easier to perform than the FM test.

Several of the research groups whose work is de-
scribed above are also developing telerehabilitation
applications of their VR systems.

Lower extremity/gait

Burdea and colleagues have also developed a VR
haptic device for use in training ankle control, the
“Rutgers Ankle.”75–77 The details of the engineering
design are well described in these articles, so only a
brief description is provided here. The system con-
sists of a Stewart platform-type haptic interface
that provides 6 DOF resistive force to the patient’s
foot, in response to his or her performance in a
game-like VR exercise. The patient is treated in the
sitting position, with the foot attached via a foot-
plate to the device. Two exercise games have been
developed. In the first, the patient pilots a virtual
airplane, by using the foot, through a virtual sky.
As the plane moves forward, a series of open
square hoops are presented on the screen. The goal
is for the participant to maneuver the plane
through the hoops without hitting the sides. This is
done by mapping the ankle kinematics to the flight
path (e.g., ankle dorsiflexion causes the nose of the
plane to point upward, eversion causes the plane to
go toward the left). Difficulty level can be adjusted
by changing the number and placement of hoops,
airplane speed, and the amount of resistance pro-
vided by the haptic interface. A second game calls
for the participant to pilot a virtual speedboat over
the ocean while avoiding buoys, again by moving
the ankle up/down or in/out. A recent addition to
these games is the ability to apply task-related hap-
tic effects such as a “jolt” when a buoy or hoop is
hit, or to change the environmental conditions by
adding turbulence to the air or water (implemented
by generating a low-frequency side-to-side vibra-
tion of the platform75). 

To date, the system has been used in two pilot
studies with stroke patients, the first a single case
report77 and the second involving three patients.75,76

In the first study, a 70-year-old patient with left
hemiparesis, 11 months post-stroke, was treated.
Concurrent with the experiment, the patient was
also receiving outpatient physical therapy twice a
week. That therapy was focused on improving the
use of the affected hand, strength and coordination
of affected leg, and on balance and coordination
training in standing. Thus, it is difficult to know
which treatments may have contributed to the
changes noted after the VR treatment. The patient
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received six sessions of VR training, with testing
and training in sessions 1 and 6. The amount of time
spent working in the VR exercise ranged from 13 to
26 min over the sessions. The patient practiced
ankle movements by interacting with the airplane
scenario, guiding the plane through the hoops, at
increasing levels of difficulty, as described earlier.
Following training, the participant had gained 10
degrees of plantarflexion ROM, increased torque
production for ankle inversion and eversion (by
3 Nm), and ankle power from 200 W in session 1 to
550 W in session 6. The largest changes were seen
for accuracy, as measured by the number of hoops
entered (whether on not sides were hit); this in-
creased from 32% in session 1 to 95% in session 6 for
the dorsiflexion/plantarflexion movement. Clini-
cally, a large decrease was seen in time required to
climb four stairs, which was 90 sec in session 1 and
20 sec in session 6.

In the second study,75,76 three patients with stroke,
mean age 52 years, 1–8 years post-stroke, were
treated three times per week for 4 weeks, for 1-h
sessions (total = 12 sessions, with total exercise time
ranging from 20 to 50 min per session). It is not
mentioned whether these patients were receiving
any additional concomitant therapy. The patients
demonstrated increased power, as measured by the
system, as well as increased muscle strength, as
measured by a hand-held dynamometer (range of
increase across the four muscle groups, 0.5–13 N).
Although increases in gait speed are reported, the
only value presented is for one participant, who in-
creased his score on the 6 min walk test by 9%. The
changes in strength seen for selected muscles for
some participants were large, especially consider-
ing the relatively small amount of time spent in
treatment. The Rutgers Ankle system has also been
pilot tested with orthopedic patients.

These authors are currently developing a sub-
stantial enhancement to this system, which will
allow training in standing and also virtual walk-
ing.78,79 The new system will add a locomotor hap-
tic interface to two linked Stewart platforms (one
for each foot). It will be able to withstand higher
loads and apply 6 DOF force and torque to the feet,
thus simulating different surface support condi-
tions (such as ice, gravel, normal sidewalk). VR
simulations for use with the device are being devel-
oped, one for crossing a street, and another for
walking on a park path. 

Another group of researchers, located at the Palo
Alto Veterans Administration, have recently de-
scribed the use of VR technology to train obstacle
avoidance during walking in chronic post-stroke

patients,51 and reported an advantage for the VR
method. In this study, 20 participants with hemi-
paresis (10 right, 10 left, mean age, 60.7 years; mean
time post-stroke 3.8 years) were randomly assigned
to receive training in obstacle avoidance during
walking via either a real world scenario or a virtual
world scenario. Both groups received six sessions
of 1 hr in duration, given over a 2-week period (6 hr
of total training). Each session consisted of 12 walk-
ing trials. During each trial, a series of 10 objects
had to be “stepped over.” Participants in the real
world scenario practiced stepping over (real) foam
objects placed along their walking path at distances
approximating their stride length. Participants
began with small (2” � 2”) objects and progressed
to larger objects based on their performance. Partic-
ipants in the virtual training scenario walked on a
treadmill at a self-selected comfortable velocity and
viewed virtual obstacles through a head-mounted
display (HMD). The virtual objects were superim-
posed on a real time lateral video view of their foot
and leg as they attempted to clear the object. The
software was programmed with collision detection,
and if the foot “touched” the virtual object, a tone
was heard, and a vibrotactile signal was applied to
the participant’s toe or heel, to provide enhanced
feedback as to the location of the error. In addition,
the participant could see their foot on the video. Al-
though the view was rotated 90º from the normal
walking viewpoint, there were no reports of ill ef-
fects or confusion on the part of participants (per-
haps because it was an HMD, and no conflicting
visual input from a different perspective could be
seen). There were also no complaints of cybersick-
ness from any of the participants. Virtual training
participants practiced with 10 steps over virtual ob-
jects per trial, as in the real world condition. Partic-
ipants were allowed to hold on to the side rails of
the treadmill, and as an additional precaution,
wore an overhead safety harness to protect against
possible falls.

Although both groups improved on most of the
outcome measures used, participants in the VR
training showed greater improvement (p < 0.001) in
fast paced velocity post-training. There also seemed
to be an advantage for the VR group in improve-
ments in obstacle clearance and step length of the
non-paretic side, but these differences were not sta-
tistically significant. A 2-week follow-up test showed
that participants in both groups had retained the
improvements they had made, with some mea-
sures showing continued improvement. Given the
relative brevity of the training and low number of
repetitions, and the duration post-stroke of the par-
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ticipants, these results are impressive, and lay the
groundwork for further work in this area.

Spatial and perceptual-motor training in stroke

Connor et al.80 have experimented with the use
of an active force-feedback (AFF) joystick to train
a perceptual motor skill in the uninvolved UE of
12 stroke patients. These authors wished to test
whether errorless learning (EL), a method proven
to be effective in teaching new information to par-
ticipants with memory problems,81,82 could prove
useful in re-training perceptual motor deficits. Er-
rorful (EF) learning (movement practice, allowing
errors, and standard knowledge of results feed-
back) was used as a control training method. Twelve
community dwelling stroke patients were re-
cruited, all >1 year post stroke, age 38–83 years. All
had some form of visuospatial processing deficit,
ranging from minor to profound. A within-partici-
pant, cross-over design, randomized to sequence
was used. Group 1 received EF first; Group 2 re-
ceived EL first. Participants were treated once a
week for 4 weeks for each method, with a 3-week
washout period in between. During training, par-
ticipants sat at a computer and used an AFF joy-
stick with their uninvolved hand. A series of letters
or numbers were randomly dispersed on the com-
puter screen, together with a variable number of
distracter objects. The participant’s task was to con-
nect the sequential items by moving a cursor on the
screen using the joystick, then pressing the button
on the joystick when they felt the cursor was in the
correct location. In the EL condition, a “force field
valley” was defined which prevented movements
to incorrect targets on the screen, but allowed cor-
rect movement. Thus, when participants moved, no
“errors” were made. In the EF conditions, no forces
were applied, so participants could make errors,
which they saw visually on the screen.

Participants were tested weekly, before, during
and after training. Five sets of different target com-
binations were used. Data were analyzed for re-
sponse time and for maximal deviation from a
straight trajectory for each target link. The results
showed no difference for EL versus EF. Overall,
five of 12 participants improved on response time;
only one improved in the trajectory error measure.
Group 1 (EF first) did better than Group 2 (EL first)
in that four participants versus one participant in-
creased response speed. However, these differences
may also have been due to differences in partici-
pant impairment levels. Although these results are
not dramatic, they do indicate the feasibility of the

treatment approach. The authors speculate that
better participant selection, more frequent and
more individualized treatment might improve the
results in the future with this method.

In another study, Rose et al. evaluated the effects
of a VR exposure on spatial memory and object
recognition memory.83 Forty-eight patients with
brain injury of vascular etiology (stroke), with
equal numbers of young and old, left and right
hemisphere involvement, participated. Mean age
was 61 ± 17 years. Forty-eight unimpaired control
participants, mean age 36 ± 11 years. were also in-
cluded. Patients and control participants were ran-
domly assigned to an active or passive VR group. A
virtual bungalow, consisting of four interconnected
rooms, was created and displayed on a desktop
computer. The virtual rooms could be navigated
using a joystick. In addition, a total of 20 objects
were embedded in various locations throughout
the four rooms. Participants in the active group
were told to enter the house and use the joystick to
find a route through the rooms. At the same time,
they were instructed to study the various objects
and to try to find a toy car. Participants in the pas-
sive group watched a recording of the last active
participant’s path through the house (this was a
clever control for exposure time), but received the
same instructions regarding the embedded objects.
All participants received only one trial of the task.
Following this single VR exposure, participants
completed two tests: (1) a spatial recognition test,
in which they guided reconstruction of the bunga-
low by the experimenter, using real 2-D cardboard
elements; and (2) an object recognition test, in which
participants were randomly presented with pho-
tographs of the 20 test objects that had been in the
bungalow, and 20 ruse objects, and had to report
whether they recognized the objects as having been
in the virtual house. Since the idea was to test inci-
dental memory, no instructions were given in ad-
vance as to what would be tested following the VR
exposure.

The results showed that for the spatial recon-
struction test, active VR use improved the perfor-
mance as compared to passive VR use, for both
patients and controls. Considering that participants
received only a single exposure to the VR bunga-
low, these results are quite impressive. They sug-
gest that one way to enhance spatial learning/
memory in patients with stroke may be to use mo-
toric encoding to tap into spared procedural mem-
ory. VR can provide a convenient way to do this.
For the object recognition task, however, active/
passive VR made no difference to patients’ scores,
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whereas for the control participants, performance
was better following the passive VR condition. This
finding was interpreted for control participants as
having been due to having more time available
during the passive exploration condition to view
objects in the virtual house (e.g., less attention to
actual control of the joystick). The fact that a similar
effect did not occur in the stroke participants was
attributed to their memory deficit (relative to con-
trols) and to having had no enforced procedural
component in the active exploration VR condition
(such as touching each object) that might have facil-
itated procedural learning. 

Children with severe motor disabilities often
have poorly developed spatial awareness.84 One
significant contributing factor to this deficit is
thought to be the reduced ability to explore the en-
vironment in an active way secondary to the mobil-
ity impairment. VR technology has been proposed
as a way to offer such children a chance for active,
independent spatial exploration. Wilson et al.85 have
tested whether such training in VR would result in
improved spatial knowledge in a comparable real
world setting. The authors used a desktop VR sys-
tem to train large-scale spatial knowledge of a two-
story building. Participants (n = 10) were children
with a variety of disabling conditions, including
spina bifida, cerebral palsy, and muscular dystro-
phy. All relied on a wheelchair as their prime
method of mobility, though three participants could
walk short distances with a walker. They ranged in
age from 7 to 11 years. A control group of eight
healthy adults, mean age of 23 years, received no
VR training, but underwent the same testing as the
children. Children received one training session.
They explored a virtual model of the actual build-
ing in which the experiment was conducted, with
the goal of finding the fire extinguishers and the
fire exit door. Immediately following VR training,
they were tested on knowledge of the fire extin-
guishers and fire door locations in the real building
in two ways. First, while still in the training room
with the computer, participants used a pointer to
aim at the expected location. This was followed by
a wheelchair tour of the real building, during
which participants were asked to guide the experi-
menter to two specific locations. Results showed
that all the participants were able to point to and
find the desired locations in the real world, and to
do so significantly better than control participants
who received no training.

Broeren et al. in Sweden have used a VR system to
measure neglect in patients following stroke.86 The
system utilized a Reachin 3.0 system, stereo vision
with Crystal Eyes, and a PHANToM to provide hap-

tic feedback. In this paper, they describe the devel-
opment of a VR test to measure neglect, and com-
pare the results with those from standard clinical
measures of neglect. Four patients with stroke, mean
age 51.5 years, 7–36 weeks post-stroke were evalu-
ated. All were right handed, with left hemiparesis,
and had shown evidence of neglect at 2–5 weeks
post-stroke. A reference group of nine healthy par-
ticipants, mean age 53 years, was also tested. Partici-
pants completed two clinical tests of neglect, the Star
Cancellation test,87 and the Baking Tray Test,88 and
the VR test developed by the authors. 

The authors found a reasonable correspondence
between the tests, and they found that the new VR
test was at least as sensitive as the clinical tests in
detecting neglect. In addition, the VR test was able
to measure additional variables that might enhance
its sensitivity relative to the clinical tests. For exam-
ple, target detection time, and search strategy pat-
terns showed abnormalities in Participant 1, who
had scored within the normal range on the stan-
dard clinical tests. 

Another group is working on improving wheelchair
mobility in patients with stroke who have unilateral
neglect.50 This study is discussed in the Wheelchair
Mobility and Functional ADL Training section.

ACQUIRED BRAIN INJURY: 
MOTOR TRAINING

Most rehabilitation efforts using VR with this
population have involved cognitive rehabilitation,
a topic reviewed elsewhere in this issue (Brooks et
al., this issue). There have been few attempts to
work with motor retraining in the acquired brain
injury (ABI) population using virtual environ-
ments. One group that has done so is Holden and
colleagues.89,90 In this study, eight patients with ABI
(seven male, one female; mean age 27.3 ± 8.8 years,
mean duration post-injury 9.5 ± 7.0 years) were
trained in the functional task of pouring from a
cup, within a virtual environment. The VR system
used was the same one described previously for
use with stroke patients, but the scenes used were
different. Participants had primarily a hemiparetic
deficit (five right, three left) and received training
on the involved arm. All participants received a
block of 16 one-hour treatment sessions, at a fre-
quency of three times per week. Four of the eight
participants received a second block of 16 VR ses-
sions, making a total of 32 sessions. Prior to and fol-
lowing each treatment block, participants received
an evaluation battery of tests. The battery was ad-
ministered twice, at a 2-week interval. Four mea-
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sures of UE motor performance were included: (1)
the FM Test of Motor Recovery;59 (2) the Wolf Motor
Test;63,64 (3) strength tests for shoulder flexion and
grip; and (4) a behavioral kinematic test of pouring
skill. This last test consisted of measuring the 3D
kinematics of trunk and arm movements during a
pouring task performed in the real world. During
testing, participants held a cup filled with oatmeal,
then at the start signal, lifted the cup and poured
the contents into a second cup, located on a table in
front of them. Six target locations were used; only
one or two of these locations were trained during
the VR sessions. The end-point trajectories (path of
the cup) were analyzed to assess progress.

Following VR training, both the Wolf Motor Test
and the FM Total UE scores improved (p = 0.010,
p = 0.034, respectively), and the FM Motor subscore
showed a trend toward improvement (p = 0.068).
Strength did not change significantly. These results
indicate a significant amount of generalization of
the motor training received in VR to functional
ADL tasks. The term “generalization” is used here
because these clinical tests consist primarily of
tasks that were not specifically trained in VR dur-
ing the experiment. Analysis of the pour trajectory
data indicated that the time spent to accomplish the
pouring task and the size of the spatial volume en-
compassed by the cup path during pouring (an in-
dication of stability of the hand during pouring
and the precision of the pouring movement) de-
creased for most participants following training.
Quantitative measures derived from the pouring
trajectories, averaged across participants, suggested
some reductions in length of hand path, trunk
movements, response times and number of velocity
peaks following training. However, for the most
part, these changes did not reach statistical signifi-
cance. When data for individual participants were
evaluated, it was found that some participants im-
proved more on the transport phase of the move-
ment, while others improved more on the precision
of the pouring movement. Thus, when data from
these two types of participants were averaged to-
gether, these positive effects cancelled each other
out, and mean improvements appeared low. 

The study served to demonstrate that even par-
ticipants with significant motor and cognitive im-
pairment are capable of at least some learning
within a virtual environment, and that it is feasible
to use VR to teach functional tasks, such as pouring
from a cup, which would be inconvenient or messy
in the real world. 

A group from Sweden has reported early results
from a project designed to evaluate the potential
usefulness of VR in brain injury rehabilitation.91 In

this paper, the authors describe the broad spectrum
of tasks that need to be re-learned by patients fol-
lowing brain injury. Such tasks require learning on
a variety of levels, from physical to cognitive. Three
broad categories of tasks which present challenges
for participants with brain injury were identified:
preparing food, managing finances, and finding
one’s way from one place to another. Specific VR
applications were developed to train tasks from each
of these categories. The tasks selected were (1)
kitchen-based training (making coffee, setting a
table); (2) using vending machines, specifically an
automated teller machine (ATM); and (3) way-
finding, specifically using two prototype virtual
environments representing the local hospital and
university buildings. Although no clinical data or
training data are reported, the article does present
useful and relevant information about the develop-
ment of such a system for this population.

Researchers from Texas have begun to evaluate
the use of VR as a diagnostic tool for ADL skills fol-
lowing ABIs.92 They have developed a virtual
kitchen environment and a test task, that of making
soup and a sandwich, to serve as an evaluation
tool. This meal preparation task was broken down
into 81 subtasks; each subtask received a rating
with the sum of ratings as the total score. This test
tool has been evaluated for reliability and validity.
To assess these attributes of the test, 54 participants
with ABI were evaluated. Participants ranged in
age from 18 to 69 years, with the majority of partic-
ipants (63%) between 18 and 35 years old. Forty-six
had been in a coma following injury, with a mean
duration in coma of 11 days. All had total Func-
tional Independence Measure (FIM) scores of >60
and FIM cognitive domain sub-scores of >20. Each
participant performed the virtual kitchen test on
two occasions within a 3-week period. They also
performed an actual kitchen test, similar to the vir-
tual test, on two occasions. In addition, they re-
ceived a single occupational therapy (OT) evaluation
for meal preparation and for cognitive skills, and up
to 12 different neuropsychological tests. 

An intraclass correlation coefficient (ICC) test
was used to evaluate test-retest reliability and re-
vealed an r value of 0.76, indicating good reliability.
A Pearson test was used to assess validity, revealing
an r value of 0.63 for the virtual kitchen test with
the actual kitchen test (p < 0.01). Significant correla-
tions were also found for the virtual kitchen perfor-
mance with eight other tested variables (range of
r values 0.30–0.56, p < 0.05). A regression model was
constructed, using the tested variables, to assess
which tests were the strongest predictors of actual
kitchen performance. Although the model was sta-
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tistically significant, the R2 was not overwhelming
(R2 = 0.34). Two variables in the model had signifi-
cant beta weights: the virtual kitchen performance
(� = 0.35, p = 0.014) and OT meal preparation score
(� = 0.45, p = 0.007).

VR USE IN PARKINSON’S DISEASE

One of the primary symptoms of Parkinson’s dis-
ease (PD) is akinesia, or difficulty in the initiation
and continuance of motions, in particular during
ambulation. These symptoms tend to worsen as the
disease progresses. Although the symptoms can be
mitigated by drugs such as L-dopa, over time these
drugs can become less effective and may produce
unwanted side effects, such as correaform and
athetotic movements. Thus, an alternative method
to treat akinetic gait in PD could offer patients a
way to delay or reduce drug use while still main-
taining or improving function

Such a method is being developed and tested by
a group of researchers led by Weghorst and Riess.
The method is based on an interesting phenome-
non associated with patients with PD termed “ki-
nesia paradoxa.” Patients with PD, who are unable
to ambulate, or even initiate a step on open ground
are, paradoxically, able to step over objects placed
in their path with little difficulty. Weghorst and col-
leagues have conducted a number of studies to
ascertain whether VR technology could provide a
way to take advantage of this phenomenon and fa-
cilitate walking in PD patients by presenting vir-
tual objects overlaid on the natural world.

In the first study, investigators attempted to de-
termine which aspects of the stimuli accounted for
the “kinesia paradoxa” effect.93 For example, could
non-tangible objects elicit it? If a virtual environ-
ment was used to provide the cue, how would fac-
tors such as eye dominance, field of view, location
within field of view, and image realism affect the
response? Testing was done with both a simple
laser pointer and with a Virtual Vision Sport, a dis-
play device with a visor and small lens mounted in
front of one eye reflecting a liquid crystal display
(LCD). The authors found that spatial stabilization
of the cue was a critical factor in its effectiveness.
The cue had to appear stable in the external world
(i.e., a virtual cue had to move relative to the partic-
ipant). The realistic nature of the cue was found not
to be important; robust effects were obtained with
both the laser pointer and small yellow squares in
the VR display. The vertical field of view was found
to be important, as both a cue near the body, and
two or three cues, corresponding to 2–3 paces

ahead, were needed. The cue near the body was as-
sociated with gait initiation, but the far cues were
required to continue gait. The laser pointer proved
to be inconvenient, as it had to be moved, and
turned on and off, to facilitate the gait. As well, in
outside light, the laser pointer was not visible.

Two patients with PD were evaluated with the
VR technique. The first participant had a dramatic
increase in stride length, from 3 to 26 in. This par-
ticipant also learned, after 2 h of practice using the
laser pointer as a cue, to initiate and sustain gait
without a cue. This effect was maintained (though
fragile) for 2–3 months. The second participant had
a smaller increase in stride length (8%), and was
unable to learn to initiate and continue gait in the
absence of cues.

In later articles, the system features are described
in more detail.94–97 One report mentions that the
prototype system was found to work with “more
than 20 patients in early testing,” but specific re-
sults, such as standard gait measures, are not re-
ported.96 The authors refer to the use of “augmented
VR” in the system, by which they mean technology
that combines the real world view with the virtual
environment view. Initially, see-through head-up
information displays that fuse the natural scene
with physically registered graphical overlays were
used in combination with a head position tracker to
achieve a “space-stabilized” image. However, these
displays were not bright enough to compete with
ambient light. The solution was to partially occlude
the visual field, using a field-multiplexed display,
which projects an image near optical infinity super-
imposed on the real- world image. A portion of one
visual field is occupied by an occlusive and colli-
mated reflection of a small LCD panel mounted in
the brow piece. Continuous virtual objects (bars)
scroll downward in the participant’s visual field,
giving the illusion of objects that are stable relative
to the ground. This induces participants with PD to
“step” over them. The lower part of the field of
view has been found to control the gait initiation
response, while the upper part of the field of view
is linked with sustaining the gait. Another key fac-
tor in success of the technique was found to be the
movement speed of the virtual cues, which must be
linked to the user’s gait speed, so that virtual cues
are spaced at apparent stride length.

With further testing, the investigators have also
found that the greater the impairment of the par-
ticipant, the more realistic the virtual cues need to
be. However, the realism required is not photoreal-
ism, but “interactive” realism (i.e., the run-time
modifications of cue spacing to adjust to different
walking speeds and stride lengths, as well as per-
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spective changes with head tilt). Further work is
now being done to investigate the relative impor-
tance of a variety of factors on the effectiveness of
the visual cues ability to elicit the “kinesia para-
doxical” effect.95,97

Riess is currently working on the development of
a sunglasses-like commercial device to deliver
these visual stimuli to PD patients. He has also re-
ported that similar visual cues can have a profound
calming effect on the dyskinesia induced by long
term use of L-dopa.95

A group in Italy has reported on the potential
usefulness of VR as a way to evaluate deficits in
ADL in participants with PD.98 In this paper, they
report preliminary findings on two participants
with PD who navigated in a virtual flat using a joy-
stick and were then tested on three performance
measures: (1) a speed test (“walking” from living
room to bathroom; (2) a pointing task (object identi-
fication); and (3) an incidental memory task (object
recall). Ten normal participants were also tested.
The participants with PD also received a battery of
six standard neuropsychological tests, the results of
which were in the normal range. The results for the
VR tests, however, suggested some differences
from those of the normal participants, especially
for the speed test and, to a lesser extent, the inci-
dental memory test. 

WHEELCHAIR MOBILITY AND
FUNCTIONAL ADL TRAINING

A computer-assisted training (CAT) program for
the treatment of unilateral neglect has been de-
veloped by Webster et al.50 In a recent study, they
examined whether use of the CAT system in combi-
nation with a wheelchair simulator device would
be effective in improving real world performance
on a wheelchair obstacle course in a group of pa-
tients with stroke and unilateral neglect syndrome.
In addition, they examined whether this training
influenced the number of falls experienced by par-
ticipants during their inpatient hospital stay.50 Forty
patients (38 men, two women) with right hemi-
sphere stroke participated. All were right handed
and showed evidence of unilateral neglect, defined
as specific scores on two standard tests of neglect,
the Random Letter Cancellation Test99 and the Rey-
Osterrieth Complex Figure test.100

Twenty of the patients received the CAT treat-
ment for neglect. The remaining 20 patients, who
had participated in a prior study of unilateral ne-
glect, served as controls. Both groups received a
standard inpatient rehabilitation program, includ-

ing real world wheelchair training to improve mo-
bility and obstacle avoidance skills. Participants in
the VR experimental group also received 12–20 ses-
sions of CAT. Sessions were 45 min in length, deliv-
ered five times per week during the inpatient
rehabilitation stay. The control participants did not
receive additional training of any kind beyond the
standard rehabilitation care (thus, as measured by
time, the amount of therapy was unequal between
the two groups). Extensive testing was performed
on participants. All participants received the previ-
ously mentioned neglect tests as part of screening
procedure. Participants in the VR-CAT group were
tested on two virtual tests, a video tracking test and
a video obstacle course test, before and after the
CAT training to assess their virtual world learning.
The main outcome measures, assessed for both
groups, were the number of falls during partici-
pants’ inpatient stay (obtained from a review of in-
cident reports), and scores on a wheelchair obstacle
course test performed in the real world. 

The training method employed by the investiga-
tors is very well thought out, logically progressed,
and highly relevant to the deficits one sees in such
patients. Their method is fully described in their ar-
ticle, but will be briefly summarized here. Patients
view a virtual wheelchair on a large, wall size LCD
screen. They navigate the chair using either a hand
controller or wheelchair simulator, through various
scenes that involve turns and obstacle avoidance.
Five modules were developed that began with sim-
ple task components, and then progressed to more
complex task control based on participant’s perfor-
mance. The five modules were (1) scanning the full
frontal environment; (2) coordinating scanning
with right UE movements; (3) detection of stimuli
in left hemi-space; (4) wheelchair simulation; and
(5) additional training on obstacle avoidance. Ex-
tensive software features of many types were used
to provide feedback about performance and guide
correct movement.

The results showed that the patients who had re-
ceived the VR-CAT training made fewer errors,
and hit significantly fewer (p < 0.000) obstacles
with the left side of their wheelchair during the
real world wheelchair obstacle course test than did
participants in the control group, who had not re-
ceived this training (1.3 vs. 5.1 collisions, respec-
tively). In addition, participants in the VR-trained
group sustained significantly fewer falls (p < 0.02)
than those in the control group (two of 19 patients
in CAT group; eight of 19 in the control group). Re-
sults for the virtual performance tests, conducted
on participants in the CAT group, showed that
performance had improved post-training for both
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the video tracking and VR wheelchair obstacle
test, indicating that learning in the virtual world
had occurred.

Although this study has some flaws (participants
were not randomized to the treatments; experimen-
tal and control participants received differing
amounts of total therapy time), the results are still
impressive. It is one of the few studies in the VR lit-
erature in the rehabilitation field with reasonable
numbers of participants and at least an attempt to
provide a control group. The findings are impor-
tant, not only because they seem to indicate that
symptoms of neglect can be remedied by virtual
world training, but also because they show signifi-
cant generalization from virtual world practice to
real world performance, that is, fewer collisions
during actual wheelchair use, and fewer falls dur-
ing everyday activities.

Another group has been working on the develop-
ment of different interface options for driving elec-
tric wheelchairs and on VR applications that can be
used to train patients in how to drive electric wheel-
chairs.101 This work addresses an important prob-
lem, as one study estimates that 40% of people who
need electric wheelchairs cannot presently use them
because they are unable to control them sufficiently
using currently available controls.102 The authors
first developed an isometric joystick as an alterna-
tive to the standard position sensing joystick. Then,
both devices were interfaced with a VR wheelchair
mobility training module. Ten participants with dis-
abilities (predominantly spinal cord injury) were
tested; all were experienced electric wheelchair
users (mean 10 years experience). Participants were
tested in both VR based tasks and real world tasks
which involved wheelchair mobility control using
both interface devices. The results indicated no dif-
ferences for the type of joystick interface in either
time or RMS error (i.e., error indicating deviation
from a straight path), for all tasks combined, and
few differences when individual tasks were evalu-
ated. A significant correlation was found for perfor-
mance in VR versus real world tasks, as measured
by RMS error (r2 = 0.81 for position joystick, p =
0.008; r2 = 0.72 for isometric joystick, p = 0.02). This
finding indicates VR could serve as a good training
tool for electric wheelchair control, as performance
in the two environments was fairly comparable.

A third group, from Singapore, has developed a
more generic VR system that can be used to train a
variety of ADL skills.103 The system contains an
authoring tool than can be utilized to construct a
variety of training scenarios. A virtual hand is dis-
played within the virtual scene and is able to inter-
act with 3-D objects placed in the scene. In this

article, they describe two specific scenes that they
have developed, a pick and place task, designed to
improve spatial skills, and a virtual kitchen, which
can be utilized to practice tasks such as making a
cup of coffee, using a stove, or making a microwave
meal. However, no patient data have been collected
or analyzed as yet with this system.

Researchers in Canada have developed and
tested a VR program designed to teach safe street-
crossing ability to children.104,105 Although the sys-
tem was tested on normal children, it is reported
here as it would appear to be a useful tool for re-
training adults with acquired brain injury or stroke
in similar skills. A virtual environment was first
developed that consisted of a virtual city, moving
vehicles, people, and different intersections. Then,
modules were designed to teach various key skills,
such as stopping at the curb, looking left-right-left
before crossing, and so on. Following development,
95 children were randomly assigned to receive ei-
ther the VR street crossing training (three trials), or
a control treatment, which consisted of practice on
an unrelated VR program. Children were evaluated
in the real world by observers who rated actual
street crossing behavior of the children, 1 week be-
fore and 1 week after the intervention. 

Performance in the virtual environment was also
tested. While all children improved their perfor-
mance in the virtual environment, only children
from a suburban school showed improved perfor-
mance in actual street crossing; urban school chil-
dren did not make the transfer from virtual to real
performance. The authors speculate that, with fur-
ther training, transfer may have been achieved. 

BALANCE TRAINING

A group from Israel has been working on balance
training and related skills in participants with a vari-
ety of neurological disabilities, using a laboratory-
adapted version of VividGroup’s Gesture Xtreme
projected VR scenarios.106 In this article, they de-
scribe the development of the adaptations they em-
ployed for training, and pilot results for patients who
have used the system thus far. The participants in-
cluded patients with stroke (n = 3), spinal cord injury
(n = 4), and cerebral palsy with mental retardation.
Although specific treatment details (e.g., number of
sessions, length of treatment) and performance data
are not provided in this preliminary report, the au-
thors do say that all patients responded positively to
the treatment, felt a sense of presence, made more ef-
fort during the VR training than during standard
training, and made gains in their mobility.
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Another preliminary report on the use of VR in
balance training has been provided by Whitney et
al.107 The authors describe a VR system they have
developed for use in balance training of partici-
pants with vestibular disorders, which they term
the “Balance Near Automatic Virtual Environ-
ment” (BNAVE). Persons with peripheral vestibu-
lar disorders frequently suffer from disequilibrium
during standing and walking, and visual blurring
during head movements. They are often treated in
vestibular rehabilitation programs by exposure to
situations that stimulate their symptoms in order to
promote habituation. Typically, patients are taken
through a graded type exposure that progressively
adds situations and positions that provoke and in-
crease their symptoms (e.g., dizziness, motion sick-
ness, loss of balance). Such training is an ideal type
of therapy to deliver via VR, as large immersive vi-
sual fields can be created and changed easily to suit
patients needs, and stimuli applied to patients can
be carefully controlled and measured. 

The BNAVE system developed by Whitney et al.
is a spatially immersive, stereoscopic, projection-
based VR system that encompasses a participant’s
entire horizontal field of view, and most of the ver-
tical field of view, when looking forward (view
angle, 200º horizontal, 95º vertical). The validity
of the system’s immersion was tested in a pilot
study using five participants. Two participants had
peripheral vestibular disorders (more than 1 year
post-onset and well compensated), and three were
healthy normal participants. Each participant was
exposed to three conditions, while standing on a
force platform in the center of the virtual “room”:
(1) normal room lighting, nothing on VR screens;
(2) infinite tunnel with checkerboard pattern mov-
ing at a sinusoidal velocity; and (3) infinite tunnel
with a constant velocity profile (pulsed). The ante-
rior-posterior movement of the participant’s center
of foot pressure and head movement were mea-
sured. Both normal and vestibular-impaired partici-
pants responded to the visual stimuli provided by
the BNAVE system with substantial increases in
head movements (range, 100–300% increase) and
body sway movements (3.3 vs. 9.2 cm) in synchrony
with the visual motion. The results confirmed the
robust effect of the visual stimuli provided by the
system on postural responses.

Keshner and Kenyon108 have used an immersive
virtual environment, produced by a CAVE™ sys-
tem, a multi-person, room-sized, high-resolution,
3-D video and audio environment 8,109 to study the
organization of dynamic postural responses in nor-
mal participants. In this study, normal participants
were exposed to constant velocity motion or sinu-

soidal motion of the visual scene in either a 3-D
stereoscopic scene (Experiment 1, n = 3) or a ran-
dom dot pattern (Experiment 2, n = 3) while at-
tempting to maintain static posture or walk a short
distance (Experiment 3, n = 4). Their results sup-
port the idea that postural controllers in the ner-
vous system may set limits of motion at each body
segment rather than be governed solely by the per-
ception of visual vertical. For example, with pitch
plane stimulation, the upper body appeared to re-
spond to visual-vestibular signals with changes at
the hip; in contrast, ankle movements appeared
more linked to segmental proprioceptive inputs and
inputs from ground reaction forces. Although this
work is more theoretical in nature, it is mentioned
here as presumably it may lead in the future to new
therapeutic intervention methods for participants
with postural instability. 

ORTHOPEDIC REHABILITATION

The Rutgers Ankle system described earlier has
also been pilot tested on patients with orthopedic
disorders.110–112 In the first of these papers,110 the
system is described in detail, and results from a
proof-of-concept trial are reported. Four patients
with ankle problems participated, two with hyper-
mobility and two with hypomobility. Each partici-
pant was seen once, experienced the system, and
had their ankle ROM and torque evaluated.

Patient reactions to the system were evaluated
through use of a questionnaire. Patient reactions
were positive and the device was able to discriminate
a difference between the involved and uninvolved
ankle torque and ROM in the two participants for
whom both ankles were tested. In the second
paper,111 the system is described further, and six pa-
tients with orthopedic disorders were tested in order
to evaluate the system’s capabilities and its potential
use as an evaluation tool. However, data for only one
patient is presented; these data demonstrated a dif-
ference in torque values between the involved and
uninvolved sides.

In the third paper, a pilot study conducted on
three patients with ankle injuries is described. Case
1 was a 14-year-old patient, 2 weeks after Grade 1
ankle sprain. Case 2 was a 15-year-old patient, 5
months after Grade 2 ankle sprain. Case 3 was a
56-year-old patient, 2 months after bimalleolar frac-
ture. Patients received five treatment sessions over
a 2-week period, sessions were 30 min, delivered
two to three times per week. A sixth session was used
for the post test. The treatment consisted of piloting
a virtual airplane through hoops, at progressive
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levels of difficulty, as described earlier for the
stroke patients. Cases 1 and 3 were also receiving
concomitant physical therapy for their ankle prob-
lem. Case 2 received only the VR therapy. Each case
is discussed separately, and different measures are
presented for each participant. The authors report
that all three participants improved. However, only
for participant 2 could these changes be attributed
to the VR treatment, as the other participants were
receiving additional therapy at the same time. The
most consistent improvement across the three par-
ticipants was in task accuracy, defined as the num-
ber of hoops entered versus missed. All were able
to reach 100% accuracy, from a start point of 40%,
65%, and 25%, respectively, for cases 1, 2, and 3. Im-
provements of varying amounts in ankle ROM and
torque production, one leg stance time, stair de-
scent time, and speed of target hoop acquisition
were also noted in one or more participants. 

TELEREHABILITATION 

Rosen,113 in his extensive review of the newly de-
veloping field of telerehabilitation, identified access
to and quality of care as key factors in the rationale
for the developments in this field. The unfortunate
reality is that many patients who have completed
their acute in-patient rehabilitation following a
stroke or other injury may have limited access to
out-patient rehabilitation upon their return home to
rural communities. Even many patients in urban
settings have poor access to transportation, or may
find travel to a clinic too tiring because of the added
effort imposed by their disability. Such patients
could benefit from telerehabilitation services, in
particular those aimed at the provision of direct
therapeutic services over the internet.

Several groups have been working to develop
such telerehabilitation applications for VR tech-
nologies in rehabilitation. Some have focused on
truly home-based systems58,114–117 while others are
working to develop clinic to clinic connections.118,119

Holden and colleagues have recently expanded the
functionality of their original VR system14,15,54,55 to
include telerehabilitation capability. Their telereha-
bilitation system can provide real-time interactive
treatment sessions in the patient’s home with a
therapist who is located remotely at a clinic.58,114,120,121

Both the patient and therapist see a simultaneous
display of the VR program on one monitor and can
communicate via video-conferencing on a second
monitor. The system can be used to train a wide
variety of arm movements in any part of the UE
workspace.

Initial results from an ongoing study designed to
develop and test the clinical feasibility of the system
on patients with stroke, have demonstrated clini-
cally meaningful improvements (range, 17–67% p =
0.003–0.05) on a variety of outcome measures. Fol-
lowing 30 1-hr VR sessions, delivered in the home
via the internet, patients with stroke showed statisti-
cally significant improvements on the FM test of
Motor Recovery, Wolf Motor Test of UE Function,
Strength tests for shoulder and hand grip,114,121 and
kinematic measures of arm movement trajectories
recorded during real world functional movement
tasks.58,121 Piron et al.,116 working in Italy, have also
reported success with home-based telerehabilita-
tion, finding a significant improvement in the mean
values for clinical and VR trajectory measures of the
first five participants tested, following four weeks of
daily therapy via telerehabilitation. (The VR soft-
ware used by this group was developed at MIT by
Holden and colleagues.) 

Burdea and colleagues have developed a VR-
based telerehabilitation system that focuses on
hand rehabilitation using force feedback, and
tested the system on orthopedic patients.118,119

Reinkensmeyer and co-workers117 have developed
a web-based telerehabilitation system that the pa-
tient can access independently, and with which he
or she can practice simple movements using an
adapted computer joystick with force feedback.
These systems appear to be designed mainly for in-
dependent work by the patient, with the network-
ing component being used to send data to the
therapist for later evaluation. Although a video-
conferencing link was included in one of these sys-
tems,119 it was too slow to support real time
interactive therapy. Thus, as presently configured,
only highly constrained movements in a very small
workspace can be practiced using these systems.
Both of these telerehabilitation systems have
proven feasible in pilot testing on a single patient.
In contrast to results reported by Holden et al.114

and Piron et al.,116 neither of the patients tested by
Popescu et al.119 or Reinkensmeyer et al.117 were re-
ported to show significant improvement on stan-
dard clinical tests of UE function following
training. However, some changes in force produc-
tion,118,119 movement, and speed117 on selected test
items were seen.

CONCLUSION

This review details the wide variety of clinical ap-
plications for which VR systems are now being de-
veloped and tested. The published clinical studies,
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for the most part, still consist of small studies with-
out control groups, geared toward feasibility or
proof of concept testing. However, this type of de-
sign is appropriate for testing a new technology in
the early stages of its application. As the reader ex-
amines the wide variety of VR systems that have
been or are being developed, it is important to keep
in mind that VR is not really a treatment in itself—
and thus cannot be found to be “effective” or not for
motor rehabilitation. Rather, VR is only a new tech-
nological tool that can be exploited to enhance
motor retraining. But how well the new VR systems
work in this regard will depend very much on how
familiar the developers and users are with the scien-
tific rationale behind motor learning as well as the
specific details of the motor impairments presented
by different clinical populations. This understand-
ing will be key to designing appropriate system fea-
tures and successful VR treatment interventions.
Conversely, considerable engineering knowledge is
required to understand the potential capabilities of
the various technologies and which functions are
necessary for the various applications.

Thus, to be maximally successful, experiments in
this area require collaborative efforts among a team
of clinicians, engineers, and neuroscientists—not a
trivial task. In terms of the types of clinical problems
that have been investigated in studies of VR applica-
tions to motor rehabilitation, patients with stroke
have received most of the attention. The record of
success in this area to date has been good (e.g., see
results for UE training, gait training, and wheelchair
mobility training), and the potential for further suc-
cess in this area appears quite promising. The poten-
tial to apply VR to training patients with vestibular
disorders is great, but the equipment set-up for this
type of application is quite expensive, and may limit
its widespread use. In contrast, standard balance
training could be widely applied to general rehabili-
tation populations with comparatively less expen-
sive equipment. The potential for applications in PD
appears quite promising, but will require further
system development and testing. Motor rehabilita-
tion has been undertaken in patients with acquired
brain injury with some success, but the cognitive
deficits displayed by this population may remain
the best area of potential application for VR in this
population. Finally, the field of telerehabilitation is
in its infancy, but has great potential, especially if
system cost can be reduced. 

Much work remains to be done in such areas as
identifying which types of patients will benefit
most from VR treatment, which system features are
critical, and what types of training routines will
work best. However, a few findings appear to be

solidly emerging from the VR work to date, as they
have appeared repeatedly in multiple studies by
different research groups. These findings are that:
(1) patients with disabilities appear capable of
motor learning within virtual environments; (2)
movements learned in VR by patients with disabili-
ties transfer to real world equivalent motor tasks in
most cases, and in some cases even generalize to
other untrained tasks; (3) in the few studies (n = 5)
that have compared motor learning in real versus
virtual environments, some advantage for VR
training has been found in all cases; and (4) no oc-
currences of cybersickness in impaired populations
have been reported to date in experiments where
VR has been used to train motor abilities.
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THE REVIEW BY Holden, provides an excellent state of the art paper on the most recent virtual reality (VR)
applications in the field of motor rehabilitation, as published both in journals and European and Ameri-

can conferences. New technologies, in particular VR and telerehabilitation, will have a major impact on
health care in the next decade. Apart from the development of current applications, VR will most likely also
have a role in telerehabilitation. The advantages of VR as a rehabilitation technique are many: VR can be a
motivating medium to encourage patients to continue to practice tasks, and it allows measurement tech-
niques aimed to evaluate motor functions that are otherwise time consuming. Traditional measurement tech-
niques often lack sensibility and repeatability. The keystone within all rehabilitation is motivated patients.1
Designing individually tailored compelling interventions using VR almost certainly enhances motivation.

The growing cost of providing healthcare services to an ageing population and changing patterns of use
of hospital resources are changing the focus of care from the hospital to the home. The idea of introducing
VR into homes and rehabilitation centers is another challenge. The importance of VR as an exciting new
complement to traditional practice, both in the patients’ home or rehabilitation clinics, rather than as a
stand-alone rehabilitation tool, has to be considered.

Another important aspect is that computer technology is not an integral part of the training of health-
care professionals, and computer anxiety and alienation are real problems within the healthcare sector. In
the future, the potential of VR in rehabilitation should be compared to traditional rehabilitation modali-
ties in randomized controlled trials.
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RECENTLY, there has been considerable progress made toward using computer-based virtual reality (VR)
technologies in healthcare environments. Dr. Holden presents a comprehensive review of the current

uses of VR technology for rehabilitation. There are numerous studies demonstrating beneficial effects of
the implementation of immersive and non-immersive virtual environments in the improvement of func-
tion in individuals with various movement disorders.

As scientific explorations into cortical function continue to evolve, the ability of VR technology to un-
ravel complexities of the central nervous system remains paramount. As pointed out by Dr. Holden, a
common question directed at VR in motor rehabilitation is: “Why bother with all that equipment; why not
just practice the real task?” Other pertinent questions are: What aspect of VR makes it beneficial? What
cortical substrates are active in VR environments? The target article suggests there may be motor learning,
attention, or specific aspects of imitation that lead to improved outcomes garnered in virtual environ-
ments. The use of modern neuroimaging techniques, such as transcranial magnetic stimulation (TMS),
functional magnetic resonance imaging (fMRI), and near infrared spectroscopy (NIRS) may provide in-
vestigators a unique opportunity to design experiments that may address these questions.
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TMS uses a rapidly changing magnetic field to depolarize pyramidal neurons, either directly or via cor-
tico-cortical connections. TMS may be used to create motor maps for a specific muscle or muscle group
using electromyography (EMG) recordings of motor evoked potentials from the muscle of interest, and
locating the areas over the scalp over which focal TMS simulation results in targeted muscle activation.1,2

The procedure is safe and well tolerated.3 A “hot-spot” over which maximum amplitude of contraction
can be elicited is identified, surrounded by concentric ellipses of less robust response. Functional MRI,
using the blood oxygen–level dependent (BOLD) technique, measures an MR signal change that has many
components, including regional cerebral blood flow, blood volume, and the extent of saturation of hemo-
globin with oxygen. There is evidence to suggest BOLD signal change correlates with neuronal excitation
during upper extremity (UE) movement.4–7

NIRS is gaining recognition as a safe, painless, non-invasive, and relatively quick method for mapping
functional brain activity in awake, behaving humans. NIRS monitors tissue oxygenation and hemody-
namics within the brain. Although spatial resolution is not as precise as in fMRI, NIRS has advantages
such as high temporal resolution, simple construction, and suitable application at the bedside or during
comparatively more dynamic functional situations.8 NIRS has been applied to assess brain activities dur-
ing language function9–11 and a variety motor tasks.8,13,14 Similar to fMRI, NIRS has been used to indirectly
measure cortical activity in both normal and stroke populations.10,13,15,16

There is increasing evidence that “real-world” goal-directed therapy that includes some component of
fine motor skill may induce plasticity or dynamic changes in the pattern of brain activity as well as im-
prove clinical outcome.17–23 Changes in TMS maps and functional imaging have been described in patients
with stroke; investigators have demonstrated a relative expansion of the TMS motor map over the af-
fected hemisphere,24,25 accompanied by improvement in the paretic hand. As the paretic hand regains
function, neuroimaging studies have shown areas of increased contralateral activity,16,20,26,27 while others
have shown a sustained ipsilateral28–32 or bilateral33 activity. 

Only a few functional imaging studies using relatively small cohorts of patients have investigated the
effects of physical rehabilitation interventions.34–36 None of the VR studies presented by Dr. Holden in the
current review29–31 have investigated the specific neural substrates responsible for improved function.
There is a remaining need to design studies that combine simultaneous measurement of cortical activity
concurrent with new technological tools such as VR to understand the mechanisms of motor retraining.  

The cortical changes observed after undergoing an intervention involving VR technology may be simi-
lar or even greater to those seen in current physical rehabilitation protocols. Such changes may lead to
greater cortical reorganization and improved functional outcome. Data gathered from investigations in
virtual environments that also record cortical change using modern neuroimaging techniques may affirm
the notion that virtual environments can be used to elucidate mechanisms of movement recovery. As a re-
sult, training in a virtual environment may contribute to defining cortical substrates that contribute to the
reacquisition of movement control. If the cortical structures that become engaged with VR therapeutic ap-
proaches are activated with some consistency during training in virtual environments, then investigators
will be better positioned to develop specific hypotheses about how VR-based therapies work in the con-
text of larger randomized controlled clinical trials.

The topics presented by Dr. Holden suggest that VR technology can be utilized to enhance motor retrain-
ing in patients with movement limitation. The inclusion of brain imaging studies in future investigations
will provide useful information to help clinicians better comprehend the value of their interventions.

REFERENCES

1. Cohen, L.G., Roth, B.J., Nilsson, J., et al. (1990). Effects of coil design on delivery of focal magnetic stimulation.
Technical considerations. Electroencephalography & Clinical Neurophysiology 75:350–357.

2. Cohen, L.G. (1991). Congenital mirror movements. Abnormal organization of motor pathways in two patients.
Brain 114:381–403.

3. Flitman, S.S., Grafman, J., Wassermann, E.M., et al. (1998). Linguistic processing during repetitive transcranial
magnetic stimulation. Neurology 50:175–181.

4. Rao, S.M., Bandettini, P.A., Binder, J.R., et al. (1996). Relationship between finger movement rate and functional
magnetic resonance signal change in human primary motor cortex. Journal of Cerebral Blood Flow and Metabolism
16:1250–1254.

COMMENTARY ON HOLDEN, M.K. 213

13966C03-C07.PGS  5/26/05  12:39 PM  Page 213



5. Schlaug, G., Sanes, J.N., Thangaraj, V., et al. (1996). Cerebral activation covaries with movement rate. Neuroreport
7:879–883.

6. Sadato, N., Ibanez, V., Campbell, G., et al. (1997). Frequency-dependent changes of regional cerebral blood flow
during finger movements: functional MRI compared to PET. Journal of Cerebral Blood Flow and Metabolism
17:670–679.

7. Rees, G., Friston, K., & Koch, C.A. (2000). Direct quantitative relationship between the functional properties of
human and macaque V5. Nature Neuroscience 3:716–723.

8. Watanabe, E., Yamashita, Y., Maki, A., et al. (1996). Non-invasive functional mapping with multi-channel near
infra-red spectroscopic topography in humans. Neuroscience Letters 205:41–44.

9. Watanabe, E., Maki, A., Kawaguchi, F., et al. (1998). Non-invasive assessment of language dominance with near-
infrared spectroscopic mapping. Neuroscience Letters 256:49–52.

10. Kennan, R.P., Horovitz, S.G., Maki, A., et al. (2002b). Simultaneous recording of event-related auditory oddball re-
sponse using transcranial near infrared optical topography and surface EEG. Neuroimage 16:587–592.

11. Noguchi, Y., Takeuchi, T., & Sakai, K.L. (2002). Lateralized activation in the inferior frontal cortex during syntactic
processing: event-related optical topography study. Human Brain Mapping 17:89–99.

12. Miyai, I., Tanabe, H.C., Sase, I., et al. (2001). Cortical mapping of gait in humans: a near-infrared spectroscopic
topography study. Neuroimage 14:1186–1192.

13. Kato, H., Izumiyama, M., Koizumi, H., et al. (2002). Near-infrared spectroscopic topography as a tool to monitor
motor reorganization after hemiparetic stroke: a comparison with functional MRI. Stroke 33:2032–2036.

14. Suto, T., Ito, M., Uehara, T., et al. (2002). Temporal characteristics of cerebral blood volume change in motor and
somatosensory cortices revealed by multichannel near-infrared spectroscopy. International Congress Series
1232:383–388.

15. Kennan, R.P., Kim, D., Maki, A., et al. (2002a). Non-invasive assessment of language lateralization by transcranial
near infrared optical topography and functional MRI. Human Brain Mapping 16:183–189.

16. Park, S.W., Butler, A.J., Cavalheiro, V., et al. (2004). Changes in serial optical topography and TMS during task
performance after constraint-induced movement therapy in stroke: a case study. Neurorehabilitation and Neural Re-
pair 18:95–105.

17. Van Der Lee, J.H., Wagenaar, R.C., Lankhorst, G.J et al. (1999). Forced use of the upper extremity in chronic stroke
patients: results from a single-blind randomized clinical trial. Stroke 30:2369–2375.

18. Liepert, J., Bauder, H., Wolfgang, H.R., et al. (2000c). Treatment-induced cortical reorganization after stroke in hu-
mans. Stroke 31:1210–1216.

19. Liepert, J., Graef, S., Uhde, I., et al. (2000b). Training-induced changes of motor cortex representations in stroke
patients. Acta Neurologica Scandinavica 101:321–326.

20. Levy, C.E., Nichols, D.S., Schmalbrock, P.M., et al. (2001). Functional MRI evidence of cortical reorganization in
upper-limb stroke hemiplegia treated with constraint-induced movement therapy. American Journal of Physical
Medicine and Rehabilitation 80:4–12.

21. Schaechter, J.D., Kraft, E., Hilliard, T.S., et al. (2002). Motor recovery and cortical reorganization after constraint-
induced movement therapy in stroke patients: a preliminary study. Neurorehabilitation Neural Repair 16:326–338.

22. Wolf, S.L., Blanton, S., Baer, H., et al. (2002). Repetitive task practice: a critical review of constraint-induced move-
ment therapy in stroke. The Neurologist 8:325–338.

23. Wittenberg, G.F., Chen, R., Ishii, K., et al. (2003). Constraint-induced therapy in stroke: magnetic-stimulation
motor maps and cerebral activation. Neurorehabilitation Neural Repair 17:48–57.

24. Liepert, J., Bauder, H., Sommer, M., et al. (1998). Motor cortex plasticity during constraint-induced movement
therapy in chronic stroke patients. Neuroscience Letters 250:5–8.

25. Liepert, J., Graef, S., Uhde, I., et al. (2000a). Training-induced changes of motor cortex representations in stroke
patients. Acta Neurologica Scandinavica 101:321–326.

26. Carey, J.R., Kimberley, T.J., Lewis, S.M., et al. (2002). Analysis of fMRI and finger tracking training in subjects with
chronic stroke. Brain 125:773–788.

27. Johansen-Berg, H., Rushworth, M.F., Bogdanovic, M.D., et al. (2002a). The role of ipsilateral premotor cortex in
hand movement after stroke. Proceedings of the National Academy of Science U.S.A. 99:14518–14523.

28. Weiller, C. (1992). Functional reorganization of the brain in recovery from striatocapsular infarction in man. An-
nals of Neurology 31:463–472.

29. Weiller, C., Ramsay, S.C., Wise, R.J.S., et al. (1993). Individual patterns of functional reorganization in the human
cerebral cortex after capsular infarction. Annals of Neurology 33:181–189.

30. Cramer, S.C., Nelles, G., Benson, R.R., et al. (1997). A functional MRI study of subjects recovered from hemiparetic
stroke. Stroke 28:2518–2527.

31. Cao, Y., D’Olhaberriague, L., Vikingstad, E.M., et al. (1998). Pilot study of functional MRI to assess cerebral activa-
tion of motor function after post-stroke hemiparesis. Stroke 29:112–122.

32. Binkofski, F., Seitz R.J., Hacklander, T., et al. (2001). Recovery of motor functions following hemiparetic stroke: a
clinical and magnetic resonance-morphometric study. Cerebrovascular Diseases 11:273–281.

214 COMMENTARY ON HOLDEN, M.K.

13966C03-C07.PGS  5/26/05  12:39 PM  Page 214



33. Johansen-Berg, H., Dawes, H., Guy, C., et al. (2002b). Correlation between motor improvements and altered fMRI
activity after rehabilitative therapy. Brain 125:2731–2742.

34. Holden, M.K., Dettwiler, A., Dyar, T., et al. (2001). Retraining movement in patients with acquired brain injury
using a virtual environment. Studies in Health Technology Information 81:192–198.

35. Jack, D., Boian, R., Merians, A.S., et al. (2001). Virtual reality-enhanced stroke rehabilitation. IEEE Transactions on
Neural System Rehabilitation Engineering 9:308–318.

36. Merians, A.S., Jack, D., Boian, R., et al. (2002). Virtual reality-augmented rehabilitation for patients following
stroke. Physical Therapy 82:898–915.

ANDREW J. BUTLER, Ph.D.
Department of Rehabilitation Medicine, Emory University

E-mail: Andrew.Butler@emory.edu 

WITHIN THE CONTEXT OF MOTOR REHABILITATION—and considering the advantages of real versus virtual
practice—this review raises a number of pertinent questions often asked by those in the rehabilita-

tion field: “Why bother with all that equipment; why not just practice the real task? Wouldn’t that work
better anyway and cost less?”

These challenging questions are fundamental, and there are others. If learning in a virtual environment
works for the armed forces, surgeons, and elite athletes, then why not for those who have suffered neuro-
logical trauma? What can be learnt from the approach to their training and transferred to those who have
impaired motor control and possibly cognitive deficits? Which of the parameters used to monitor and en-
hance their skills can be used in rehabilitation? Are there outcome measures that are transferable? What
measures of reliability underpin these claims? What intensity of training was needed for a surgeon to
achieve the manual dexterity required? How was this determined? How has transferability into the real
world environment been evaluated?

With virtual reality (VR) intervention, there is a potential resource of combining sensory input from
both the real and virtual environments to enhance and—in the context of motor rehabilitation—restore
motor performance. Dr Holden’s review highlights the value of real time augmented feedback and pro-
vides current evidence of enhanced learning in human clinical studies using VR technologies. It explores
and evaluates the evidence that it is possible both to learn motor skills using VR and to transfer this learn-
ing to real life activities. The claim of the relative advantage of real practice versus virtual practice is, as
yet, less secure. The question is not perhaps whether repetition, feedback, and motivation is sufficient for
training to occur, but whether VR training is the medium best suited for the individual client and their
particular needs. There is also the need to evaluate the relative cost per unit of treatment and “instructor
contact” time versus “virtual teacher” animation. Suddenly, telerehabilitation does not seem improbable
in relation to early discharge and interactive distance learning. 

There is a strong call for collaboration between developers and users, drawing from and building on the
scientific rationale behind motor learning as well as the specific aspects of motor impairment of different
clinical populations. This understanding is rightly seen as key to designing systems with appropriate fea-
tures and for successful VR intervention, but achieving these goals requires vision, dedication, and inter-
disciplinary trust between those working to develop these systems. In the medium term, publication of
further carefully designed studies of larger homogeneous groups of subjects should help to identify the
relative benefits of virtual versus—or in combination with—other forms of intervention, for which the
wide range of documented work already undertaken in patients following stroke has set the scene. Other
parallel models of innovative “training protocols” come to mind and, in particular, the incorporation of
aerobic training regimes in acquired brain injured patients (ABI), where protocols and outcome measures
are drawn from exercise training regimes used in fit, active sports men and women.

Increasingly, new technologies are emerging, and the integration of VR methodologies with kinematic
motion analysis identified in the review has already provided independent quantitative outcome mea-
sures of biomechanical measures and of muscle activation associated with functional performance. For
example, the recent studies using 3-D kinematics with VR training identified differences in performance
of eight ABI patients; some showed improvement in the transport phase, and others showed more in the
precision of the pouring movement of a tea pouring task. Within the design of two studies, analysis of

COMMENTARY ON HOLDEN, M.K. 215

13966C03-C07.PGS  5/26/05  12:39 PM  Page 215



each individual’s recordings will have identified pointers for focused sensory and motor training, and
constant adjustments in performance would have been made. As in physical intervention, the VR tool
may only be as effective as the human portion of the human–machine interface.

One of the key attractions of VR technology is that it provides an alternative active interface for some of
the “key requirements for motor learning: repetition, feedback and motivation.” Dr. Holden has provided
a comprehensive review of the systems that have so far been developed. The function of the mechanisms
that generate the actions are directly accessible, and yet there is still a vast disparity between our knowl-
edge of the physiological properties that we can measure and our understanding of the operation of the
underlying control systems. What has been shown in many of the studies presented in this review is one
of unexploited potential and response to further training in patients with motor deficits.
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REHABILITATION HAS BEEN SLOWER to benefit from advances in technology than many other fields in med-
icine. The clinical practice of rehabilitation for motor rehabilitation continues to rely on extensive

“hands-on” therapy provided on a one-on-one basis primarily by physical and occupational therapists.
Dr. Holden’s review of virtual reality (VR) as a new treatment approach for motor rehabilitation high-
lights the potential of new technologies to enhance the efficiency and effectiveness of rehabilitation.

Exploration of the clinical utility of VR-based rehabilitation remains in its early phases. A number of im-
portant conceptual and technical issues remain to be resolved, a few of which are highlighted here.

How immersive should VR be for rehabilitation? Holden appropriately notes concerns that rehabilita-
tion patients may be more vulnerable to cybersickness, suggesting that less immersive systems may be
better tolerated. Multiple gradations exist, however, between simple two-dimensional displays and fully
immersive VR systems. Are there trade-offs between efficacy and tolerability? Should patients be pro-
vided with a range of options depending on their capacity to tolerate more immersive systems?

How important is haptic or force feedback as a component of VR training? Basic VR systems use pri-
marily visual feedback, but the relative importance of other forms of feedback remains to be elucidated.
Intuitively, we would expect feedback through multiple sensory modalities to be helpful in achieving the
full potential of VR. This hypothesis needs to be proven, and if true, balanced by the complexity and cost
of implementing VR with multi-modal sensory feedback. Ensuring congruent sensory feedback to avoid
mismatches between different sensory systems remains an important technical challenge.

How important is physical assistance during rehabilitation therapy? Therapists commonly provide
physical support and assistance for weak patients when performing physical tasks in the course of ther-
apy. For example, a therapist might assist a hemiparetic stroke patient with a reaching task until the pa-
tient is capable of performing the task independently. Robotic systems have been used as a technologic
aid in this type of therapy. Standard VR systems lacking physical support and assistance may not be us-
able by patients with severe weakness. Should VR be combined with robotic assistance? Would com-
bined VR/robotic training be more effective than VR training or robotic training in isolation?  Most VR
systems have been developed as an artificial environment, as an alternative to training in a “real world”
environment. The use of superimposed head-up displays to enhance a real world environment is an in-
triguing extension of VR work which may serve to bridge the gap between VR training and conventional
rehabilitation. These “real world plus” systems are particularly intriguing for the care of individuals
who have perceptual or spatial deficits affecting navigation of complex environments. These systems
might ultimately be used as perceptual aids in a community setting, rather than exclusively serving as
training tools.

VR appears destined to play an integral role in rehabilitation in the future. It holds the potential to im-
prove outcomes by augmenting conventional rehabilitation therapies, as well as to provide a technologi-
cal substitute for some elements of the highly labor-intensive process of rehabilitation. VR systems being
tested for rehabilitation are still relatively costly, but are expected to drop in cost as the technology ma-
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tures. Cost-effectiveness may ultimately be a factor driving further development if VR proves effective at
reducing the burden of disability, and/or reducing reliance on high-cost one-on-one human therapy ses-
sions. Clinicians need to make certain that the less tangible benefits of human-provided therapy, includ-
ing social support and companionship, are retained as rehabilitation moves into a new technological era.

JOEL STEIN, M.D.
Spaulding Rehabilitation Hospital, Boston, Massachusetts

E-mail: JSTEIN@PARTNERS.ORG

DR. HOLDEN HAS WRITTEN a comprehensive paper in which she reviews a large number of studies deal-
ing with applications of virtual reality (VR) to the rehabilitation of deficits of the motor system. In

particular, she focuses on many of the important clinical studies that have demonstrated how VR has been
used with a variety of populations, including patients with stroke, acquired brain injury, Parkinson’s dis-
ease, orthopedic disorders, and those in need of balance or wheelchair training. The studies she has se-
lected to highlight make use of most of the major VR platforms, in particular head-mounted display
systems (e.g., for training obstacle avoidance during walking in chronic post-stroke patients1), desktop
environments (e.g., a mixed reality system designed to support rehabilitation of activities of daily living
for stroke patients2), large-room CAVE type projection systems,3 and some customized instruments (e.g.,
the Rutgers Master II haptic glove developed by Burdea and colleagues to improve digit strength for
chronic stroke patients.4)

However, Holden has given only minimal attention to video-capture VR, one of the platforms that have
received considerable attention in rehabilitation during the past 5 years.5 Video-capture VR systems use a
single camera, vision-based approach that creates a representation of users, embedded within a two-di-
mensional, flat screen display environment, where they can interact with graphical objects.6 Typically, the
virtual environment is projected onto a large television monitor or large screen located in front of the user.
Users stand or sit in a demarcated area viewing a large video screen that displays one of a series of simu-
lated functional tasks, such as catching virtual balls or skiing down a mountain. The participant’s live, on-
screen video image responds in real time to movements, lending an intensified degree of realism to the
virtual reality experience.5,7 This system provides both visual and auditory feedback, with the visual cues
being most predominant. 

The potential of this technique was first investigated by Myron Krueger in his pioneer Videoplace in-
stallation,8 one of the first systems that enabled users to interact with graphic objects via movements of
their limbs and body. The next major development occurred with the release of VividGroup’s Mandala
Gesture Extreme (GX) System (www.vividgroup.com) in 1996, a chroma key-based setup accompanied by
a suite of interactive environments. Several years later, two other commercial companies developed
video-capture gaming systems, Reality Fusion’s GameCam, in 1999, and Intel’s Me2Cam Virtual Game
System, also in 1999.9 Both of these systems aimed for the low-cost general market, relying on inexpensive
web camera installations that did not entail the use of the chroma key technique. Somewhat later, Sony
developed its very popular EyeToy designed to be used with the PlayStation II platform. For reasons that
are not clear, Reality Fusion and Intel discontinued their products within the past 2 years. 

Although all of these platforms were originally developed for entertainment and gaming purposes,
their potential for rehabilitation was readily apparent. Unfortunately, the inability to grade these systems
to levels suited to patients with severe cognitive or motor impairments initially limited the application of
these environments in clinical settings. Nevertheless, VividGroups’s GX system was first applied without
adaptations within a clinical setting by Cunningham and Krishack,10 who used it to treat elderly patients
who were unstable and at high risk for falling. 

In order to broaden the potential clinical applications of the system, our research group adapted the GX
VR System.5 To date, we have used the adapted GX system to explore its potential to train balance for pa-
tients with spinal cord injury.11 Results from a usability study of 13 patients showed that they enjoyed
doing the tasks, were highly motivated to participate, and asked to have repeated sessions with the
VR system. More importantly, they were able to maintain balance under the very dynamic conditions
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available within the virtual environment and appeared to make considerably more effort than during con-
ventional therapy.11 More recently, the same system has been used with young non-speaking adults who
have both cerebral palsy and moderate intellectual impairment to provide them with leisure time oppor-
tunities.12 It has also been used with patients who have had a stroke.13 For example, one of the patients
who suffered from left unilateral spatial neglect initially did not use his neglected hand, but as the ses-
sions progressed he started using that hand and became much more mobile. Another patient demon-
strated an improved ability to maintain his sitting balance.

VividGroup now also markets an adapted version of the GX system, known as IREX <www.irex.com>.
This system was used to develop an exercise program for balance retraining.14 Following 6 weeks of train-
ing at an intensity of three sessions per week, improvement was found for all 14 participants in both the
VR and control groups. However, the VR group reported more confidence in their ability to “not fall” and
to “not shuffle while walking.” The same research group has also demonstrated that an exercise program
delivered via video capture VR can improve balance and mobility in adults with traumatic brain injury.15

In conclusion, it is gratifying to note that video-capture systems appear to be able to capitalize on the
well-documented VR assets for rehabilitation.16 Similar to other platforms, video-capture VR encourages
experiential learning within safe and ecologically valid environments, provides motivating scenarios, and
enables the objective control over and measurement of behavior at levels appropriate to therapeutic goals.
However, there are several features of video-capture VR that provide clinicians with additional leverage
for use as a therapeutic tool.5,13 The assets of video capture VR include the ability to achieve a relatively
immersive environment without encumbering the user with external equipment and without generating
cybersickness side effects.7 Most users also appear to benefit from viewing themselves while they interact
within the virtual environment and do not appear to be disturbed by the fact that they are viewing a mir-
ror image of themselves. Moreover, the ability of the therapist to intervene directly as the patient engages
in the task, and to be observed while providing support and facilitating movement, also appears to en-
hance performance. The major disadvantage of single camera video capture VR is that user action is re-
stricted on planar movement only. This greatly limits the development of functional tasks that are
normally carried out in a three-dimensional space. We have now developed a virtual mall that aims to
simulate three-dimensional tasks within a two-dimensional space.7

Although commercially available video-capture systems provide, to date, only for planar movement,
there are indications that three-dimensional, functional environments will soon become available (Cohen
and Rizzo, personal communication). One of the most encouraging aspects of video-capture VR is its de-
creasing cost. The current availability of inexpensive web camera technology together with motivating
environments have demonstrated the feasibility of providing VR at a cost that will be low enough to en-
able its adoption in any clinical setting and even at a patient’s home.17–19
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