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Abstract —Ultra-wideband (UWB) communications has emerged as a promising technology for high data rate wireless personal area
networks (WPANs). Several proposals for UWB-based WPANs have been made. One widely popular proposal was standardized by
ECMA-368, and is based on OFDM. In this paper, we address one of the important aspects that impact the performance of this standard,
namely interference management between different uncooperative beacon groups that operate simultaneously over the same area. We
first propose an interference management distributed reservation protocol (IM-DRP) for OFDM-based UWB communications. IM-DRP
aims at improving the throughput of an UWB WPAN by reducing interference between uncooperative beacon groups. We then integrate
IM-DRP into the design of a rate adaptation strategy that exploits the multi-rate capability of OFDM-based UWB systems. Besides
maintaining a target packet error rate, our proposed strategy attempts to reduce the required reservation time over a link, hence
allowing more links to be simultaneously activated. This improves the overall network throughput. Simulations are used to demonstrate
the performance gain of our proposed schemes.

Index Terms —OFDM-based UWB WPANs, interference management, multi-rate capability, rate adaptation schemes .
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1 INTRODUCTION

In 2002, the FCC issued its First Report and Order, which
permitted the deployment of ultra-wideband (UWB)
devices [7] over the spectrum from 3.1 GHz to 10.6
GHz. This report motivated researchers to exploit the
interesting features of UWB for various applications,
including short-range wireless communications, wireless
sensor networks, imaging and radar systems, and pre-
cision location tracking systems. In general, UWB tech-
niques can be categorized into two classes: single-band
or impulse UWB (I-UWB), which is based on sending
ultra-short pulses without frequency carriers, and multi-
band or multi-carrier UWB (MC-UWB), which is based
on sending data using multiple simultaneous OFDM
sub-carriers. In this paper, we focus on the latter class,
as standardized by ECMA-368 [6]. Industry advocates
of this class formed an organization called the Multi-
band OFDM Alliance (MBOA) [16]. This alliance even-
tually evolved into a large industrial alliance known as
WiMedia, which defines, certifies, and supports wireless
technology for multimedia applications. WiMedia mem-
bers approached and asked the European Computer
Manufacturers Association (ECMA) to consider WiMe-
dia specifications for OFDM-based UWB and undertake
the system standardization process. OFDM-based UWB
has since emerged as a promising technology for high
data rate WPANs.

An UWB WPAN uses the concept of a beacon group
of a node, which consists of the neighbors of that node
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that operate on the same time-frequency code (TFC) (see
Fig. 1). The union of overlapped beacon groups is called
an extended beacon group. Nodes in an extended beacon
group are time-synchronized, and they use a specific
TFC for data transmission. For simplicity, in this paper,
we use the term virtual network (VN) to refer to a group
of nodes that are time-synchronized and use the same
TFC. Using different TFCs for different VNs (ECMA-368
defines 10 TFCs) facilitates channel reuse over the same
area.

The ECMA-368 standard supports both random access
and time-based reservations. The latter mode, known as
the distributed reservation protocol (DRP), is particularly
suited for real-time (voice and video) traffic. According
to this protocol, devices that want to communicate with
each other reserve their required medium access slots
(MASs) from the available MASs that are not reserved
by their neighbors in the same VN.
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Fig. 1: Concepts of beacon group and extended beacon group
in ECMA-368. A solid circle around a node indicates the beacon
group of that node, whereas the union of these beacon groups
(dashed line) indicates an extended beacon group.
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One of the important performance metrics in the
design of an OFDM-based UWB system is network
throughput. Because different VNs use TFCs that are
not completely orthogonal (as explained later, there can
be up to 1/3 overlap between two TFCs) and because
the operations of these VNs are not coordinated in time,
they can interfere with each other and impact the system
throughput. The DRP of the ECMA-368 standard does
not discuss how devices can account for the reservations
of neighboring devices that operate over different TFCs.

Motivated by the above, in this paper we first pro-
pose an interference management distributed reservation
protocol (IM-DRP) for multi-band OFDM-based UWB
communications. IM-DRP addresses the limitation of
the current DRP and provides a mechanism to reduce
the interference from transmissions made on different
TFCs. This results in an overall improvement in network
throughput. IM-DRP exploits the ability of an UWB
device in one VN to scan all TFCs and discover MASs
reserved by the device’s neighbors in other VNs. Based
on this scanning, the transmitter and the receiver of a
new reservation can agree on the time slots to reserve
with minimum to no interference. The proposed IM-DRP
is easy to implement and does not require significant
changes in the standard.

One of the important features of the OFDM-based
UWB technology is its multi-rate capability. Specifically,
an UWB transmission can use one of eight data rates,
ranging from 53.3 Mbps to 480 Mbps. Rate adaptation
has great impact on network performance. To illus-
trate, consider the establishment of a new session in
an UWB network. The two end nodes must first de-
termine the required number of MASs to be reserved.
This number clearly depends on the traffic demand and
the transmission rate. The higher the transmission rate,
the smaller the number of required MASs, and hence
the higher the number of MASs that are available for
other prospective reservations. This leads to an overall
improvement in network throughput. Furthermore, the
smaller the number of MASs that are allocated to a given
reservation, the lower the probability of time-overlapped
reservations from different TFCs, which in turn increases
the throughput of each VN. At the same time, a higher
transmission rate leads to a higher packet error rate
(PER) over a link. This places an upper limit on the
transmission rate that can be used to support a target
PER.

In this paper, we propose a rate adaptation scheme
that exploits the multi-rate capability of an OFDM-based
UWB system. According to this scheme, for a given link,
rate adaptation is done at two levels. The first level takes
place at the MAS time scale during the lifetime of a
session. This type of rate adaptation aims at satisfying a
target PER. The second level of rate adaptation is done at
a coarser time scale (e.g., session admission times), and
aims at minimizing the number of required MASs. This
results in more admitted requests and higher network
throughput. Moreover, reserving fewer MASs reduces

the probability of time-overlapped reservations, hence
decreasing the interference between these reservations.
For the second level of rate adaptation, we study four
variants. The first one, called the interference-based (IB)
scheme, uses the proposed IM-DRP protocol to deter-
mine on a slot-by-slot basis the maximum allowable
transmission rate that satisfies a target PER. The sec-
ond one, called the channel-gain-based (CGB) scheme,
uses one transmission rate for all reserved MASs. This
rate is determined based on the channel gain between
the transmitter and the receiver. The third scheme is
called reservation-size-based (RSB) scheme. Unlike IB
and CGB, which are designed for peer-to-peer single-
hop transmissions, RSB supports multi-hop transmis-
sions in order to reduce the overall required number
of reserved MASs. Note that from a control standpoint,
the network setup considered in this paper allows any
pair of nodes in the network to communicate directly
if they use the smallest transmission rate. Under RSB,
a direct transmission may be replaced with a multi-hop
transmission. Finally, our fourth variant is the fixed-rate
(FR) scheme, in which the transmission rate is fixed and
multi-hop transmissions are allowed. FR mainly serves
as a reference point for evaluating the RSB scheme and
also to show the impact of multi-hop routing when
rate adaptation is not implemented. Our rate adaptation
schemes can be integrated with both the proposed IM-
DRP and the standardized DRP.

The rest of the paper is organized as follows. Sec-
tion 2 presents some related work. Section 3 overviews
multi-band OFDM-based UWB. Section 4 describes the
proposed IM-DRP protocol. Section 5 presents our rate
adaptation schemes. In Section 6, we use simulations
to evaluate our designs. Finally, concluding remarks are
drawn in Section 7.

2 RELATED WORK

In OFDM-based UWB systems, three types of inter-
ference are of interest: interference from narrow-band
signals (NB interference) [19] [9] [8], interference from
devices in the same VN, which is handled through time-
based reservation, and interference from UWB devices in
other VNs. In this paper, we focus on the third type of
interference. ECMA-368 handles this type of interference
by defining different logical channels (TFCs) that can
be used by different VNs. However, these TFCs are not
completely orthogonal. Little work has been done in the
literature to account for this type of interference. In [1],
we outlined the design of an interference management
scheme that handles interference between different VNs,
assuming no rate adaptation. In [18], interference is con-
trolled by combining the interleaver (which increases the
effective coding rate) with the OFDM symbol repeater
(which reduces the probability of symbol collision). The
authors in [13] used the approach in [21], which was
proposed for receive antenna arrays, for interference
suppression in OFDM-based UWB systems. Both [18]
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and [13] consider the interference during an ongoing
transmission. In contrast, our proposed IM-DRP protocol
considers and manages interference at the reservation
time.

Although the ECMA-368 standard allows devices to
support multiple transmission rates, it does not say
how these rates should be selected. In [10], the authors
proposed a rate adaptation scheme for OFDM-based
UWB systems. According to this scheme, the transmis-
sion rate is adapted on per superframe basis according
to the measured distance between the transmitter and
the receiver, and the average received signal strength
indicator (RSSI). A fast link-feedback mechanism for
rate adaptation in OFDM-based UWB systems was pro-
posed in [20]. According to this mechanism, the receiver
uses Block acknowledgements (B-ACK) to recommend
a transmission rate to be used in the upcoming re-
served MASs. The main goal of rate adaptation in [10]
and [20] is to satisfy a required PER during the ongoing
transmission. The measured SINR in some MASs are
used to select the transmission rate in other MASs.
As mentioned before, time-overlapped reservations from
different TFCs can occur in an unpredictable manner,
resulting in interference that varies from one MAS to
another, even within the same reservation. Therefore, it
is inaccurate to estimate the SINR for one MAS based
on the measured SINR in another MAS, as this may lead
to the selection of a too high transmission rate that does
not meet the required PER. In our work, we address this
issue by assigning the transmission rate in a MAS based
on the measured SINR of that same MAS.

3 MULTI-BAND OFDM-BASED UWB SYS-
TEMS

3.1 Physical Layer

According to ECMA-368, the spectrum between 3.1 GHz
and 10.6 GHz (which is the spectrum assigned by the
FCC for unlicensed UWB use) is divided into 14 fre-
quency bands, each with a bandwidth of 528 MHz
(see Fig. 2). These bands are grouped into six band
groups. Each of the first four groups consists of three
bands, whereas the fifth band group consists of two
bands. The sixth band group consists of three bands
(one band from the third band group and two bands
from the fourth band group). TFCs are used to spread
the transmitted symbols over one to three frequency
bands in each band group, where 312.5 nsec are spent
in each frequency band to send one symbol. Fig. 3 [6]
illustrates the hopping sequence for the first TFC in band
group 1. ECMA-368 uses three types of TFCs: Time-
Frequency Interleaving (TFI), in which data are sent over
three bands, two-band TFI (TFI2), where data are sent
over two bands, and Fixed Frequency Interleaving (FFI),
where data are sent over one band. As shown in Fig. 4,
different types of TFCs are defined for the various band
groups:

• Four TFIs, three TFI2s, and three FFIs for each of
the first four band groups.

• Two FFIs and one TFI2 for the fifth band group.
• Three TFIs for the sixth band group.

TFCs are not completely orthogonal (as shown in
Fig. 4, there can be up to 1/3 overlap between any two
TFCs). Accordingly, interference between two neighbor-
ing links that operate on different TFCs may not be fully
suppressed.
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Fig. 2: Band group allocation in ECMA-368 [6].

Zero-padded

suffix


IFFT Output

(OFDM Symbol)


Freq (MHz)


3168


3696

4224


4752


Band # 1


Band # 2

Band # 3


time


Fig. 3: Realization of a TFC in ECMA-368.

3.2 MAC Layer

According to the ECMA-368 standard, time is divided
into 65.536 msec intervals, called superframes. Each super-
frame is further divided into 256 MASs. The superframe
consists of two parts: a beacon period (BP) and a data
transfer period (DTP), as shown in Fig. 5. The BP is
divided into beacon slots, the duration of each is 85
µsecond. Each device chooses a beacon slot, transmits a
beacon in this slot, and listens to its neighbors’ beacons
in all other beacon slots of each superframe. Beacons are
very important for fast device discovery and synchro-
nization between devices in the same extended beacon
group [4]. They also contain important information ele-
ments (IEs) to control, manage, and facilitate distributed
protocol operation. In the DRP mode, a device that
wants to communicate with another device must reserve
the required number of MASs from MASs that are not
reserved by its neighbors in the same VN. The device
announces its reservation via DRP IE that is transmitted
in beacon frames. The reservation gives the device exclu-
sive access to the medium during its allocated period.
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Fig. 4: Time frequency codes (TFCs) in ECMA-368.
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Fig. 5: Superframe structure in ECMA-368.

3.3 Interference Management

ECMA-368 addresses two types of interference: interfer-
ence between devices in the same VN and interference
between devices from different VNs. The first type of
interference is controlled through time-based reserva-
tions. Interference from devices of different VNs is one
of the key factors that determine the performance of the
system. The impact of this interference is captured using
the signal-to-interference ratio (SIR), given by [2]:

SIR =
S

I

Weff

R
(1)

where S/I is the signal-to-interference power ratio, R is
the transmission rate at the physical layer, and Weff is the
effective bandwidth of the transmitted signal. This Weff is

given by

Weff =
NbNd

Tsym

(2)

where Nb is the number of bands in the TFC, Nd is the
number of data sub-carriers, and Tsym is the symbol dura-
tion. The second term ( Weff

R
) is the bandwidth expansion

factor, and is related to the processing gain available to
suppress inter-group interference. ECMA-368 specifies
several approaches to increase SIR using bandwidth
expansion, including coding, time-domain spreading,
frequency-domain spreading, and time-frequency inter-
leaving.

4 PROPOSED INTERFERENCE MANAGEMENT
PROTOCOL

4.1 Motivation

As discussed in Section 3, ECMA-368 defines 10 chan-
nels (TFCs) per band group for data transmission. The
average overlap between any two TFCs of type TFI or
TFI2 is 1

3
. In other words, interference between different

geographically co-located VNs is not fully suppressed.
Furthermore, within one VN, the DRP grants exclusive
channel access to the transmitter and receiver of a reser-
vation. It does not give devices the ability to consider
the reservations of other VNs that operate on different
TFCs. To address this limitation, we propose the IM-
DRP protocol, which provides a mechanism to manage
interference between different reservations made on dif-
ferent channels. In a nutshell, for each reservation, IM-
DRP tries to identify time slots that have low interference
on both ends of a reservation (i.e., the transmitter and
receiver). Both ends negotiate to identify the best slots
for their reservation.

4.2 IM-DRP

IM-DRP follows two main steps. First, before making
a new reservation, both the transmitter and receiver
of the prospective session execute the standard DRP
to determine available MASs that are not reserved by
neighboring devices in the same VN. Second, the re-
quired MASs for the new reservation are selected from
these available MASs such that the interference between
the new reservation and already established reservations on
other TFCs is minimized. The selection mechanism in the
second step is the key novelty of IM-DRP. This mech-
anism requires the transmitter and receiver of the new
reservation to scan all TFCs and identify the reserved
MASs of potentially interfering neighboring devices. As
shown in Fig. 4(b), for each of the first 4 band groups,
there are 10 different TFCs, with potentially 10 mutually
interfering VNs. Note that since there is no overlap
between TFCs 5, 6, and 7, devices that want to establish
a reservation on these channels scan only the first 4 and
last 3 TFCs.
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Knowing the locations of reservations on other TFCs
is not enough to design a cooperative mechanism for in-
terference management. Therefore, IM-DRP requires the
transmitter and receiver of a new reservation to evaluate,
during each available MAS, the level of interference they
may inflict on devices in other TFCs, and vice versa.
To accomplish this, devices have to distinguish between
interference due to data transmission and interference
due to ACK transmission. Because a data packet is much
larger in size than an ACK packet and the ACK mecha-
nism is optional in the standard, interference caused by a
data transmission has a greater effect on performance. To
illustrate, consider the situation in Fig. 6. Suppose that
node A needs to reserve one MAS (for the time being,
assume that the transmission rate is fixed and known to
all nodes). Suppose that nodes B, C, D, and E operate
on a different channel (TFC) than A’s, and that there are
only two MASs available to A (i.e., two MASs that are
not reserved by any node in A’s beacon group). One of
these MASs is reserved by node C and the other one is
reserved by node D. Now, if node A is a transmitter,
then its best choice to avoid interfering with D is to
reserve the MAS that is reserved by node C. However, to
avoid interfering with C, node A must select the MAS
that is also reserved by node D. Another fact that can
be used in the selection process is that the receiver can
evaluate the SIR in each MAS. Referring to the previous
example, if node A is a receiver and all its neighbors
are transmitters, then its best choice is the MAS during
which node A achieves the highest received SIR.

Inspired by the above, IM-DRP uses the following
selection mechanism to achieve cooperative interference
management:

• The sender s and the receiver t of a prospective
reservation individually classify unused MASs (“un-
used” is taken with respect to the superframe of the
VN that the two nodes belong to) according to the
measured interference into four sets, denoted by T1

through T4 for the sender s, and R1 through R4 for
the receiver t. T1 consists of unused MASs that are
not reserved by any of s’s neighbors that operate
on others TFCs (interference-free MASs). T2 consists
of the MASs that are reserved only by transmitting
neighbors of s operating on other TFCs. T3 consists
of the MASs that are reserved only by receiving
neighbors of s operating on other TFCs. Finally,
T4 consists of unused MASs that are reserved by
both types of neighbors (transmitters and receivers).
R1 consists of the MASs that are not reserved by
any neighboring receiver of t from other TFCs and
during which the calculated SIR is greater than a
predefined SIR threshold (SIRth). R2 consists of the
MASs that are reserved only by t’s neighbors from
other VNs that are receivers and during which the
SIR is greater than SIRth. R3 consists of available
MASs that are not reserved by any receiving neigh-
bor of t from other VNs and during which the SIR

is less than SIRth. Finally, R4 consists of available
MASs that are reserved by out-of-group receiving
neighbors of t and during which the SIR is less than
SIRth.

• After the above classification is done, the receiver
of the reservation provides the sets R1, R2, R3, and
R4 to the sender using a beacon or control frame.

• The sender sorts the unused MASs from best (MASs
with low interference) to worst (MASs with high
interference), as follows: {{R1∩T1}, {R1∩T2}, {R2∩
T1}, {R2 ∩T2}, {R1∩T3}, {R2∩T3}, {R1 ∩T4}, {R2 ∩
T4}, {R3 ∩T1}, {R3∩T2}, {R4∩T1}, {R4 ∩T2}, {R3 ∩
T3}, {R4 ∩ T3}, {R3 ∩ T4}, {R4 ∩ T4}}.

• The sender sequentially selects the required number
of MASs for the new reservation from the above
sorted set.

• Finally, both the sender and receiver use beacon
frames to announce the new reservation so that it
will be considered by other devices in the same VN
that wish to establish new reservations.

E
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Data transmission


ACK transmission

Interference due to data


Interference due to ACK


Fig. 6: Interference due to data and ACK transmissions.

4.3 Compatibility and Protocol Overhead

To support the IM-DRP protocol, devices must be able
to scan (for beacon frames) all the TFCs defined by the
ECMA-368 standard, a process that is already supported
by the standard. The scanning process incurs no more
than 10 superframes of delay (≈ 0.65 second) before each
new reservation. Since TFCs 5, 6, and 7 are orthogonal
to each other, any new reservation that uses one of these
TFCs will only need to scan the first 4 TFCs as well as
the last 3 TFCs. In this case, the scanning delay is at most
7 superframes (≈ 0.45 second). Expectedly, the efficiency
of IM-DRP increases with the session length.

5 RATE ADAPTATION

In general, rate adaptation has two aspects. The first one
deals with selecting the highest transmission rate that
satisfies a target PER. In SNR-based rate adaptation, rate
selection is performed by the receiver, which is generally
better informed of the channel state than the transmitter.
The second aspect of rate adaptation is related to the
feedback mechanism that the receiver uses to inform the
transmitter of the selected rate. ECMA-368 deals only
with this aspect, using as a feedback mechanism an
information element (IE) in a beacon frame. According to
ECMA-368, beacon frames are transmitted at the lowest
rate (53.3 Mbps) so as to achieve the farthest transmis-
sion range. Non-beacon frames (control, command, and
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data frames) can be transmitted at any of the following
rates: 53.3, 80, 106.7, 160, 200, 320, 400, and 480 Mbps.
These rates are achieved using time-domain spreading,
frequency-domain spreading, and forward error correc-
tion (FEC).

Several rate selection techniques were proposed in the
literature, including SampleRate [3], AMRR [11], and
Onoe [14]. SampleRate selects the transmission rate by
monitoring the success or failure of periodically sent
probe messages. It tries to predict the transmission rate
that provides the maximum link throughput. AMRR uti-
lizes an estimate of the number of frame retransmissions
to select the best transmission rate. A sampling period
is used to change the value of the transmission rate.
The length of this period is adjusted depending on the
transmission status of probe packets. Onoe increases a
credit value for each successful transmission, and on
reaching a certain threshold, the current transmission
rate is increased to the next higher rate. Similarly, the
credit is reduced for each failed transmission, and the
current transmission rate is reduced to the next lower
rate when the credit goes below a certain threshold.

Both SampleRate and AMRR require extra bandwidth
to send probe messages. Onoe is less sensitive to indi-
vidual packet failures, and it adapts slowly to short-term
variations in channel conditions. In contrast, in our work,
the transmission rate is adapted based on the received
SINR. This SINR-based technique is easy to implement
(according to ECMA-368, nodes are supposed to mea-
sure the received SINR), it does not require additional
bandwidth, and it adapts quickly to channel variations.

As explained in Fig. 7, our rate adaptation strategy
is executed at two time scales: at the MAS level within
each superframe (fine time scale) and at the session level
(coarse time scale). Notice that adapting the transmission
rate during a given superframe does not necessarily
require measuring channel conditions in the same su-
perframe. In a WPAN, channel conditions are unlikely
to change dramatically between two successive super-
frames. Therefore, the channel state measured during a
given reservation (i.e., a sequence of reserved MASs) in
a superframe can be adequately used to adapt the trans-
mission rate for the same reservation in the subsequent
superframe [10].

At the fine time scale, rate adaptation aims at adapting
the transmission rate per each reserved MAS during
the ongoing session in order to maintain a target PER.
The transmission rate for each reserved MAS in the
upcoming superframe is updated according to the re-
ceived SIR in the corresponding MAS of the current
superframe. The measured SIR is affected by channel
dynamics caused by mobility and interference from
nodes in other VNs. In fact, it was shown in [12] that
the performance of an OFDM-based UWB system under
time-varying channel conditions is not much worse than
such performance under a static channel, as long as node
mobility is limited to 10 meters/second. Furthermore, by
using IM-DRP, interference from other VNs is reduced.

Recall that IM-DRP requires the sender and receiver of a
new reservation to evaluate, during each available MAS,
the level of interference they would inflict on devices in
other TFCs, and vice versa. Therefore, the determined
transmission rates in the current superframe are reliable
enough to be used for the next superframe. This type
of rate adaptation requires the receiver to convey back
to the sender the proper transmission rate to be used.
We envision three options to carry such feedback: bea-
con frames, control frames, or block acknowledgement
frames [20]. Without loss of generality, in the rest of this
paper, we assume that beacon frames are used to convey
rate information.
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Coarse-Scale

Rate Adaptation


Measure SIR per Reserved MAS in

the 
C
urrent Superframe


New Session


No


Yes


Fine-Scale Rate Adaptation

for the 
Upcoming Superframe


Fig. 7: Overview of the proposed rate adaptation strat-
egy for OFDM-based UWB systems.

The second level of rate adaptation is performed at the
beginning of a session. Such coarse adaptation aims at re-
ducing the required number of MASs to be reserved for a
new session. As a result, more links in the network can
be established and the probability of time-overlapped
links decreases, leading to higher network throughput.
For such session-level rate adaptation, we propose the
following variant schemes.

5.1 Channel-gain-based (CGB) Rate Control
Scheme

As mentioned before, the PER over a link is a function
of the transmission rate and the channel gain between
the sender and the receiver. In our work, a target PER
is given. The CGB scheme requires that at the time of
a new reservation, the sender and the receiver should
choose the maximum transmission rate that achieves the
target PER, based on the channel gain (or the measured
SIR at the receiver). Table 1 shows the required SIR for
various transmission rates at a PER of 8%. These values
are extracted from the BER vs. SIR curves in [17].

According to the ECMA-368 standard, an UWB de-
vice should have the ability to measure the SIR of the
received signal [6]. In the CGB scheme, the receiver
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Transmission rate Minimum Receiver Required
(Mbps) Sensitivity (dBm) SIR (dB)
53.3 −80.8 5.3
80 −78.9 5.9

106.7 −77.8 6.1
160 −75.9 6.9
200 −74.5 7.9
320 −72.8 8.5
400 −71.5 9.7
480 −70.4 11.2

TABLE 1: Minimum receiver sensitivity and required SIR
for various transmission rates (PER = 8%).

measures the SIR of the received beacon frame, and
uses it along with the minimum SIR values associated
with various transmission rates to determine maximum
transmission rate to be used.

5.2 Interference-based (IB) Rate Control Scheme

The CGB scheme chooses one transmission rate per
session based on the measured SIR during the beaconing
period. It does not consider the interference during avail-
able MASs. Such simplicity comes at the expense of pos-
sible degradation in performance, as shown in Fig. 8. In
this figure, two nodes, A and B, wish to establish a new
session. Assume that after they have applied the CGB
scheme, they found that the maximum allowable trans-
mission rate is 160 Mbps and the corresponding number
of required MASs at this rate is three. Suppose that
there are five available MASs. Based on the measured
SIR during these MASs, the corresponding maximum
transmission rates are shown in the figure. Under the
standard DRP, nodes A and B will reserve the first three
available MASs (5, 6, and 20) and transmit at 160 Mbps
during these MASs. This will lead to an unacceptably
high PER during the first two MASs because 160 Mbps
is higher than the maximum allowable transmission rate
during these MASs. However, if instead the two nodes
apply IM-DRP, they will first sort the available MASs as
follows: 20, 21, 5, 6, and 22. Next, the nodes reserve the
required number of MASs. In this example, the nodes
reserve the first three MASs from the arranged MASs
(20, 21 and 5) and use 160 Mbps during these MASs.
This will lead to an unacceptably high PER during only
MAS number 5. From this example, it is clear that CGB
may use a transmission rate greater than the maximum
allowable transmission rate in some reserved MASs.

To address this problem, we propose the interference-
based (IB) rate control scheme. The main difference
between CGB and IB is that the latter considers the
interference at the MAS resolution. As discussed before,
IM-DRP allows devices to estimate at the reservation
instant the SIR during each available MAS. The IB
scheme exploits this feature to determine the maximum
allowable transmission rate per available MAS. Referring
to Fig. 8, under the IB scheme, nodes will first reserve
MASs 20 and 21. Then, they will reserve the fewest addi-
tional MASs that satisfy the required demand, such that

. . .
 . . .


6


. . .


5
 20
 21
22


A
 B


Superframe (256 MASs)


Link


Available MAS


MAS 5: maximum achievable


MAS 6: maximum achievable


MAS 20: maximum achievable


MAS 21: maximum achievable


MAS 22: maximum achievable


R 
= 80 Mbps


R 
= 80 Mbps


R 
= 160 Mbps


R 
= 160 Mbps


R 
= 53.3 Mbps


Fig. 8: Example illustrating the IB rate control scheme.

during each reserved MAS, nodes will use the maximum
allowable transmission rate for that MAS. Clearly, the IB
scheme may require reserving more MASs than the CGB
scheme and this may reduce the probability for other
reservations to be established. However, the maximum
allowable transmission rate during each reserved MAS
will be used (i.e., PER requirement is satisfied during
each reserved MAS). In that sense, we expect IB to
perform better than CGB.

Any rate control scheme requires feedback from the
receiving device. In the CGB scheme, the receiver can use
the link feedback IE to suggest the proper transmission
rate to be used by the sender. However, for the IB
scheme, this approach cannot be used because this IE
allows for only one transmission rate per superframe.
Instead of a link feedback IE, we suggest using a control
or data frame (defined by ECMA-368) as a feedback for
transmission rate adaptation if it is not possible to use
the beacon frame, i.e., the maximum beacon length is
not enough. The control or data frame would be sent
during the data transfer period of a superframe, and
would contain the maximum allowable transmission rate
for each selected MAS.

5.3 Reservation-size-based (RSB) Rate Control
Scheme

In CGB and IB, rate adaptation is optimized for a single
hop. In contrast, the RSB scheme takes into consideration
the possibility of multi-hop transmissions. This scheme
replaces a direct transmission with a multi-hop trans-
mission if the channel occupancy time, i.e., the required
number of MASs per superfame for the reservation,
under multi-hop transmission is less than that of direct
transmission. As a result, this scheme achieves higher
end-to-end throughput by allowing more sessions to be
established. In RSB, each device measures the SIR of
each beacon frame it receives from its neighbors, and
announces these SIR values in a beacon frame. This
step allows each node to construct a neighborhood graph,
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(Required SIR > 11.2 dB)
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1 MAS


Reservation per link = 4 MASs


Fig. 9: Example illustrating the RSB scheme for two transmission rates (480 Mbps and 53.3 Mbps).

which reflects the network topology under the smallest
transmission rate (which is used by beacon frames).
Each link in this graph is assigned a weight value that
represents the measured SIR over that link. From the
neighborhood graph, the transmitter extracts the sub-
graphs that correspond to individual transmission rates
(53.3 to 480 Mbps). Specifically, the sub-graph associated
with a given transmission rate consists of links whose
measured SIRs are greater than the SIR threshold of that
transmission rate. For each sub-graph, the source device
then assigns one weight for all the links in that graph,
which is the channel time in MASs for the required
reservation. Note that this channel time depends on the
used transmission rate. For each weighted sub-graph,
the source subsequently runs Dijkstra’s algorithm [5] to
find the least-cost path to the destination on that sub-
graph, where the cost is the channel time for the required
reservation. In here, the total cost of a path is the sum of
the link costs along that path. Finally, among the min-
cost paths of various sub-graphs, the transmitter selects
the one that results in the least channel time for the
required reservation.

Fig. 9 shows an example of RSB’s operation for two
transmission rates (53.3 Mbps and 480 Mbps). In this
example, there are two paths from node A to B: the two-
hop path A-C-B and the direct path A-B. According to
the load demand and the maximum allowable transmis-
sion rate for each path, the required number of MASs
per hop is one for the first path and four for the second
path. Therefore, the total number of required MASs per
superframe for the first path (two MASs) is less than that
for the second path (four MASs). According to the RSB
scheme, the first path will be selected.

It should be noted that if the RSB scheme outputs
the direct path, then both CGB and RSB schemes work
similarly. The two schemes will transmit over this path

at the maximum allowable transmission rate. Therefore,
we can say that the CGB scheme is a special case of
the RSB scheme. Both schemes aim at reducing the
required channel time per superframe for each session,
which effectively improves the network throughput by
allowing more sessions to be established in the network.

5.4 Fixed Rate (FR) Scheme

To facilitate comparison with various rate adaptation
schemes, we also consider a fixed rate scheme in which
all nodes use the same transmission rate. Recall that
the transmission rate affects network connectivity; the
higher the rate, the sparser is the network topology. In
fact, enforcing a relatively high transmission rate on all
links may lead to a disconnected topology, especially
when sessions are limited to single-hop. To temper the
effect of fixing the transmission rate on network connec-
tivity, in the FR scheme we allow for multi-hop paths.
To find the path between a source and its destination,
the FR scheme follows the same procedure as in the
RSB scheme, but for one transmission rate. Note that
even though multi-hop transmissions are allowed in FR,
network connectivity is not always guaranteed.

6 PERFORMANCE EVALUATION

In this section, we study the performance of the pro-
posed IM-DRP and contrast it with the standard DRP.
Our evaluation includes the non-adaptive version of IM-
DRP as well as its various rate-adaptive versions. Our re-
sults are based on simulation experiments conducted us-
ing Matlab. The determination of collisions and interfer-
ence is done according to the physical (SINR) model. The
simulations account for the IM-DRP scanning overhead,
time-frequency interleaving (defined by ECMA-368 to
achieve bandwidth expansion), the framing structure
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(i.e., number of MASs per superframe, beacon period,
MAS duration), transmission powers and rates, receiver
sensitivity, and MAC policies (e.g., limits and locations
of reservations). Table 2 depicts the default parameter
values used in our simulations. These values correspond
to realistic hardware settings [2] [6].

Our main performance metrics are the effective net-
work throughput (i.e., goodput) and the PER. Because
of the TDMA structure of the underlying system, the
end-to-end delay-jitter experienced by a flow (i.e., the
maximum allowable deviation from the nominal inter-
packet time) cannot exceed the duration of one super-
frame (∼ 65 msec), which meets the jitter requirement of
typical streaming applications.

Transmission rate (non-adaptive case) 200 Mbps
Transmission rate (adaptive case) 53.3-480 Mbps

Average transmission power −10.3 dBm
Transmitter antenna gain 0 dBi

Receiver antenna gain 0 dBi
Path loss factor 2

Average noise power per bit −85 dBm
Receiver noise figure 6.6 dB

Required Eb/N0 7.9 dB
Hardware-related loss 2.5 dB

Data packet size 1 KB

TABLE 2: Parameters used in the simulation.

6.1 IM-DRP without Rate Adaptation

We consider a multi-band OFDM-UWB based WPAN,
where N nodes are equally split among 10 TFCs and are
uniformly placed in a square of length 10 meters. In each
TFC, nodes are randomly paired such that the source
and destination of a reservation are neighbors (according
to the minimum transmission rate). For a given source-
destination pair, the session length is randomly selected
from the range [0,Tmax], where Tmax is a controllable
parameter. Once the session terminates, a new session
is immediately initiated with a newly selected duration.
For each session, the traffic load of a reservation (in
bits/superframe) is uniformly chosen from 1 to 6 Mbps.

In Fig. 10 and 11, we show both metrics as functions
of N for two mean session lengths. Both the proposed
IM-DRP and the standard DRP are similarly affected by
network density. For long sessions, IM-DRP has a sig-
nificantly higher network throughput than the standard
DRP (54% on average). It also gives a much lower PER,
as shown in Fig. 11. This improvement is attributed to
the cooperative nature of IM-DRP.

Fig. 12 and 13 depict the network throughput and
the PER versus the session length for N = 40 and
N = 60. Fig. 12 reveals that the throughput gain of
IM-DRP decreases as the session length decreases. This
is attributed to the scanning overhead of IM-DRP that
precedes the establishment of new sessions. Typically,
DRP is used to support isochronous services (e.g., video
streaming), which are generally associated with long
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Fig. 10: Network throughput versus N for two session
lengths (no rate adaptation).
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Fig. 11: Average PER versus N for two session lengths
(no rate adaptation).

sessions. For instance, streaming content from a DVD
would require the reservation to last for at least several
minutes. Fig. 13 shows that IM-DRP significantly reduces
the PER under various session lengths. The figure also
shows that, for very short sessions (less than 1 second on
average), the PER increases with the session length. This
is because very short sessions have a high probability to
end during the scanning process of other reservations.
Note that during the scanning process, the nodes of
the upcoming reservation do not send data, so they do
not interfere with their neighbors. For longer sessions
(average length greater than 1 second), the PER under
IM-DRP decreases with the session length. This is at-
tributed to the fact that as the session length decreases,
the number of simultaneous scanning attempts increases.
Therefore, the probability that the durations of these
scanning attempts are overlapped will increase. Nodes
from different VNs that have time-overlapped scanning
processes cannot know the reservations of each other
because their reservations are not determined yet. As a
result, these nodes cannot coordinate their reservations,
leading to higher interference, i.e., higher PER for shorter
sessions.

In Fig. 14, we study the throughput gain and PER
reduction achieved by IM-DRP relative to DRP, both as
functions of the percentage of short sessions (δ), where
the average length of a session is 1.5 seconds for a
short session and 1 minute for a long session. In this
experiment, we set N = 60. This figure shows that the
throughput gain and the PER reduction decrease as δ
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increases, which supports the trends in Fig. 12 and 13.
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Fig. 12: Network throughput versus session length (no
rate adaptation).
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Fig. 14: Throughput gain and PER reduction achieved
by IM-DRP relative to DRP (no rate adaptation).

6.2 IM-DRP with Rate Adaptation

We now evaluate the performance under various rate
adaptation schemes. Except for the IB scheme, all the rate
adaptation schemes are evaluated under both IM-DRP
and the standard DRP. As discussed in Section 5, the IB
scheme involves obtaining the interference during each
unused MAS (i.e., candidate MASs for reservation) in
order to determine the maximum allowable transmission
rate in each reserved MAS. Therefore, this scheme is only
applicable to IM-DRP.

The random waypoint model is used for mobility,
with a typical human walking speed that is uniformly
distributed between 0 and 2 meters/second. The pause
time between changes in direction and speed is exponen-
tially distributed with a mean of 5 seconds. Unless stated
otherwise, the total number of nodes is 40 nodes. Nodes
are split among 10 TFCs, and are uniformly placed
within a disk area of diameter 17 meters. This size is
chosen to ensure that any source-destination pair can
communicate directly, even if they choose to use a multi-
hop path. It is also representative of realistic deployment
scenarios (e.g., indoor office, indoor residential, body-
area networks [15]). In each TFC, the source-destination
pairs are randomly selected. For each pair, the average
session length is 15 seconds. Once a session terminates,
a new session is immediately initiated. For each session,
the traffic load (in bits/superframe) of a reservation is a
controllable parameter.

To evaluate and compare the performance of the pro-
posed rate control schemes, we mainly focus on five
performance metrics: network throughput, PER, block-
ing rate, deficiency, and network connectivity. To explain
the metrics of blocking rate and deficiency, we should
clarify the procedure of establishing a session between
two nodes. Nodes start by checking the available channel
time, i.e., unreserved MASs in the superframe. If ad-
equate channel time is available to support the given
traffic load (in bits/superframe), nodes proceed with
their reservation. On the other hand, if there are no
available MASs, the request is blocked. However, if some
MASs are available, but are not enough for the entire
traffic load, the admission decision depends on the type
of application. In our simulation, we consider two types
of applications: elastic and non-elastic applications. If the
application is “elastic”, the session will be established
using the available channel time, and the unsatisfied
traffic load is captured via the deficiency metric. On the
other hand, if the application is non-elastic, the request
will be blocked. According to the above discussed proce-
dure, we calculate the blocking rate as the ratio between
the number of blocked sessions and the total number of
generated sessions. Deficiency is calculated as the ratio
between the unsatisfied load and the total offered load
for elastic traffic.

Note that energy consumption is impacted by the
average PER. High PER means more retransmissions,
which leads to higher energy consumption. Moreover,
since we do not consider transmission power control
in this work, energy consumption increases with the
path length, i.e., number of hops between the source
and the destination. Therefore, expectedly the energy
consumption in the RSB and FR schemes is higher than
that in the IB and CGB schemes, as the former schemes
involve multi-hop transmissions (see Fig. 15 and 16).

Fig. 17 depicts the performance under elastic traffic of
the IB, CGB, RSB. We also include the performance of
the rate adaptation schemes in [10] and [20]. This figure
shows that the IB scheme achieves high throughput
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Fig. 16: Histogram of path length in the FR scheme.
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Fig. 15: Histogram of path length in the RSB scheme.

and low PER relative to the other schemes, but it has
higher deficiency and blocking rate. This is because the
IB scheme sometimes uses low transmission rates during
some reserved MASs to achieve low PER, leading to
higher number of required MASs for a target reservation.
Accordingly, this reduces the probability for other reser-
vations to be established, hence increasing the deficiency
and the blocking rate. The performance of IB relative
to CGB and RSB can be clearly seen at high traffic
loads. As shown in Fig. 17, the performance of CGB and
RSB in terms of network throughput and average PER
deteriorates with the traffic load. This is attributed to the
fact both schemes do not adapt the transmission rate on
a MAS-by-MAS basis, leading to a higher transmission
rate than the maximum allowable one in some reserved
MASs, and hence higher PER during these MASs. Fig. 17
shows that our proposed schemes (IB, CGB, and RSB)
achieve better performance than the schemes in [10] and
[20]. Table 3 summarizes the average performance gain
achieved by the IB scheme over CGB, RSB, and the
schemes in [10] and [20].

Another result shown in Fig. 17 is that, at low traf-
fic loads (e.g., 2-4 Mbps), RSB achieves slightly lower
throughput than the CGB scheme. This is because, in the
RSB scheme, the reservation process over a multi-hop
path starts from the source and proceeds sequentially to
subsequent hops such that any reservation over a hop
cannot be done until the reservation over the preceding

Gain CGB RSB CGB RSB [10] [20]
(%) (IM-DRP) (IM-DRP) (DRP) (DRP)

Throughput 23 27 64 73 154 86

Increase
PER −43 −38 −62 −60 −72 −65

Reduction

TABLE 3: Average performance gain achieved by the IB
scheme over other schemes (elastic traffic).

hop is announced. This sequential process incurs a delay
before the source starts its transmission. Moreover, in
the case of the RSB scheme with IM-DRP, additional
delay is incurred due to the IM-DRP scanning overhead.
To illustrate, suppose that two nodes A and B want to
establish a path between them through node C. Assume
that node C already has a path to another node D. In
this case, C suspends its transmission to D during the
IM-DRP scanning phase, which is required to establish
the path between A and B.

Note that the reservation size increases with the traffic
load, leading to a higher probability of time-overlapped
reservations. This in turn increases the average PER un-
der the CGR scheme. On the other hand, the RSB scheme
aims at reducing the reservation size, which reduces
the likelihood of time-overlapped reservations, hence
achieving lower PER compared to the CGB scheme.
However, due to the previously mentioned sequential
reservation process and IM-DRP scanning delay, the
throughput achieved by RSB at high loads ends up being
comparable to that of CGB, as shown in Fig. 17.

In Fig. 18, we compare the performance of the RSB
and FR schemes. For FR, two (fixed) transmission rates
are separately used: 80 and 320 Mbps. As shown in
this figure, RSB achieves higher throughput and lower
PER compared with the FR scheme. This is because in
the RSB scheme the transmission rate is adapted. In
the FR scheme, a change in channel conditions during
the lifetime of a session will have a strong impact on
network performance. In fact, the performance of the
FR scheme depends on the transmission rate, network
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Fig. 17: Performance of various rate-adaptation approaches versus load (elastic traffic).

density, and traffic load. Collectively, these factors de-
termine network connectivity and reservation size. In
general, it is difficult to find a good compromise between
various performance metrics under a fixed transmission
rate strategy. For instance, at high traffic loads, using
a low transmission rate results in low throughput and
high PER, as shown in Fig. 18. On the other hand,
network connectivity improves when the transmission
rate is decreased, as shown in Fig. 19. Furthermore, the
path length (i.e., number of hops) between a source
and its destination decreases with a reduction in the
transmission rate, as shown in Fig. 16, leading to lower
energy consumption.

Finally, in Fig. 20, we study the performance under
non-elastic traffic. In general, our simulation results
show that in both cases, i.e., elastic and non-elastic ap-
plications, the schemes achieve comparable throughput
and PER. However, in the non-elastic case, the IB scheme
at heavy traffic loads has a higher blocking rate than in
the elastic case. This is expected since in the non-elastic
case, the session is established only if the channel time
for the entire required load is available. This constraint
becomes more difficult to achieve at heavy traffic load,
leading to a higher blocking rate.

7 CONCLUSIONS AND FUTURE WORK

OFDM-based UWB systems, as standardized by ECMA-
368, is a very promising technology for high-speed
WPANs. In this paper, we proposed an interference man-
agement distributed reservation protocol (IM-DRP) for
such systems. IM-DRP aims at improving the throughput
of an UWB WPAN by managing interference between
uncooperative beacon groups that operate simultane-
ously over the same area. The design of IM-DRP lends it-
self to a practical rate adaptation strategy, which has not
been defined in the ECMA-368 standard. Motivated by
this feature, we further proposed a novel rate adaptation
strategy for OFDM-based UWB systems. We integrated
this strategy into our proposed IM-DRP. We proposed
four rate-control variants that exploit the multi-rate
capability of the OFDM-based UWB system. Besides
maintaining a target packet error rate, our proposed
strategy attempts to reduce the reservation time over
a link, hence allowing more links to be established.
Our simulation results showed that IM-DRP significantly
improves network throughput and reduces PER relative
to the standard DRP. Furthermore, the integration of the
proposed rate adaptation strategy into IM-DRP achieves
an efficient MAS utilization; this integration allowed
for establishing more reservations, and at the same
time achieved high overall network throughput and low
PER. One of our proposed rate-control schemes, which
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Fig. 20: Performance of various rate-adaptation approaches versus load (non-elastic traffic).

is called IB, achieved about 154% (86%) improvement
in throughput and about 72% (65%) reduction in PER
relative to the rate adaptation techniques in [10] ([20]).

One of the design requirements of our proposed
schemes is compatibility with the ECMA-368 standard.
For a real implementation of our schemes, UWB devices
must have the ability to measure the SINR, exchange
reservation information, and scan (for beacon frames) all
the TFCs defined by the standard. All these functions are
already supported by the ECMA-368 standard. Devices
must also be able to select the SINR thresholds associated
with various transmission rates to achieve a target PER.
These thresholds are usually determined using offline
measurements obtained for specific setups [10] [20].

Our future work will address the case of dynamic
reservations where devices modify their reservations on
the fly. In such a scenario, scanning prior to establishing
a reservation is not enough by itself, so a dynamic
approach is needed.
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Fig. 18: Performance of the RSB and FR schemes versus
load (elastic traffic).
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(disconnected topology) in the FR scheme versus num-
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