Frame-Based Periodic Broadcast and
Fundamental Resource Tradeoffs

Subhabrata SénLixin Gac’, and Don Towsley

! Dept. of Computer Science 2 Dept. of Computer Science

University of Massachusetts Smith College
Ambherst, MA 01003 Northampton, MA 01060
{sen,towsley@cs.umass.edu gao@cs.smith.edu

Technical Report 99-78
Department of Computer Science

Abstract

Multimedia streaming applications consume significant am® of server and network resources due to the
high bandwidth requirements and long duration of audio addosclips. For popular videos, periodic broadcast
techniques [1-4] exploit the client’s buffer space and mekweception bandwidth capabilities to reduce server
and network transmission bandwidth requirements to semevaclient, while guaranteeing that the playback
startup latency does not exceed a prescribed thresholdidrpaper, we systematically study the fundamental
tradeoffs among the server and network transmission baittsi client buffer, client reception bandwidth, and
the playback startup delay for periodic broadcast. We addipe-grained fluid transmission model and consider a
class offrame-basegberiodic transmission schemes which assign a fixed traggniandwidth to each frame in
the video, and continuously transmit each frame accordirigis rate. The model accommodates both CBR and
VBR streams. Using this framework, we consider both uncairetd and constrained client resources (buffer or
bandwidth). For the above scenarios, we develop and exploadcast schemes that minimize the transmission
overhead while guaranteeing a particular playback delagliemts. We also consider the problem of using a
single transmission scheme to satisfy clients with heterogeneatesconstraints, and develop an appropriate
reception scheme to jointly minimize the client playbacktp delay and client buffer requirements. Extensive
evaluations of these different scenarios suggests thatesign space defined by a playback startup delay of a few
tens of seconds, client reception bandwidth equal to4 times the mean video bandwidth, client buffer space
sufficient to accommodates — 40% of the video, and server and network transmission bandwioltB — 5 times
the mean video bandwidth, is a feasible and very attractpegating region from the server, network, as well as
client performance viewpoint. Last, we present a parsimasextension of the frame-based broadcasting scheme
where the server only transmits data that is required by sdieet. Evaluations suggest that for both CBR as well
as VBR videos, the parsimonious scheme can yield signifgavihgs in server and network bandwidth usage,
particularly for small playback startup delay guarantees.

. INTRODUCTION

The emergence of the Internet as a pervasive communicatemtium has fueled a dramatic convergence of
voice, video and data on this new digital information infrasture. A broad range of applications (entertainment
and information services, distance learning, corpordecésts, narrowcasts, etc.) is enabled by the ability to
stream continuous media data from servers to clients aedsgh-speed network. However, due to the high
bandwidth requirementd ¢ 6 Mbps for full motion MPEG-2) and the long-lived nature (teisninutes tol — 2
hours) of digital video, server and network resource caists (in particular, server I/0O bandwidth and network
bandwidth) are a major limiting factor in the widespreadgssaf video streaming over the Internet.



Many Internet applications have asynchronous clientsrttat request a video stream at different times. Pro-
vision of economically viable high-volume video serviceguires effective techniques that minimize the incre-
mental cost of serving a new client, while also limiting thiemt playback start-up latency and the likelihood of
rejecting requests due to resource constraints.

One approach to reducing the server and network resourdesaitow multiple clients to receive all or part
of a single transmission [1-6]. Several recently proposetitiques such as periodic broadcast and patching
[1-4, 7] exploit the client’s buffer space and the existenEsufficient client network bandwidth to listen to
multiple simultaneous transmissions, to reduce servematdork transmission bandwidth requirements while
guaranteeing a bounded playback startup latency. Unadelistathe tradeoffs involving different resources on
the client and server and network side and the tradeoffsdmrvwhese resources and the playback startup delay
is essential in designing a video streaming system with gmtbrmance. Achieving this understanding is the
goal of this paper.

Prior work in periodic broadcast has focused on developimgiqular broadcast schemes tailored to specific
points in the multidimensional resource space involvingreseand network transmission bandwidths, client
buffer, client reception bandwidth, and playback startetagl Existing broadcast schemes [1-5] exploit the
fact that clients play back a video sequentially and, tlweesfvideo data for a later portion of the video can be
received later than the data for an earlier portion. Theevetivides a video object into multiple segments, and
continuously broadcasts them on a collection of transimisshannels. To limit playback startup latency, earlier
portions of the video are broadcast more frequently thaer labes. Clients listen to multiple channels at the
same time and store future segments for later playbsddckaheadeception ensures the continuous playback
of the whole video.

In order to explore the space of resource tradeoffs, we aadlpid transmission model and consider a class
of frame-basegeriodic broadcast schemes, in which the server transradks #ame continuously at a partic-
ular bandwidth. This model exploits the fact that differgiiteo frames have different playback deadlines, and
assumes that a frame can be transmitted in arbitrarily soméis. This frame-based fluid transmission model
has several key advantages. First, such fine-grained trasism of the video data has the potential to max-
imize server and network resource savings by increasingotitential for sharing data among asynchronous
clients. Intuitively, such a model facilitates developimgpadcast schemes with superior performance than non-
fluid periodic broadcast schemes using segmentation atragzagranularity than one frame. Second, a frame is
continuously broadcast as a fluid. This permits the offlinmpotation of asinglereception schedule that can be
used by different clients (with identical bandwidth andfbufesources) requesting the same video at different
times. This greatly aids in the development of optimal boaatl schemes for resource-constrained situations.
Third, the model provides a natural framework for handlimgrbConstant Bit Rate (CBR) and Variable Bit Rate
(VBR) streams.

Using the above framework, we explore both constrained arvdnstrained client resource (buffer or band-
width) situations, and investigate how resource traddoffgact the performance of such broadcast schemes and
the role played by the client playback startup delay in deteing the server, network and client resource require-



ments. For each situation we (i) present a broadcast scHahetnimizes the server and network transmission
bandwidth requirements, while guaranteeing a prescrittegbpck startup delay, and then (ii) use that scheme to
explore the resource tradeoff space.

We first consider the case where there are no explicit cangdran the client buffer or reception bandwidth. We
identify a periodic broadcast scheme, UBUR (unconstraimgfter unconstrained reception bandwidth), which
provably minimizes the transmission bandwidth. We deveadeogctical guidelines for determining operating
regions of reasonable server, network and client resowgairements, and client startup delays. Evaluations
using both CBR and VBR video traces suggest that a playbactuptdelay of a few tens of seconds2te- 3
minutes is a very attractive operating region for efficies¢ wf server and network bandwidth, as well as client
reception bandwidth. In this region, the transmission (asak reception bandwidth) usage is ab®ut 5 times
the mean video bandwidth, depending on the video lengthstmtlip delay. The corresponding worst case client
buffer occupancy is a consideralie — 40% of the entire video.

We next investigate the resource tradeoffs space whertslgve finite resources. We present the CBUR (con-
strained buffer unconstrained reception bandwidth) brtaatischeme that minimizes the transmission bandwidth
requirements, when the client has insufficient buffer resest We observe that most of the savings in server and
network bandwidth can be accrued with relatively modestammof client buffer {0 — 20% of the video size),
and for startup delays in the few tens of seconds range. Wela@eWwWBCR (unconstrained buffer constrained
reception bandwidth), a heuristic greedy algorithm to mizie the transmission bandwidth requirements, for the
case that client reception bandwidths are limited. We atswsicler the issue of handling resource heterogeneity,
and explore using aingleserver transmission scheme to serve clients with heteemenresource constraints.
We develop H-UBCR (heterogeneous, unconstrained buffiestcained reception bandwidth), a heuristic lazy
client reception schedule to jointly minimize the playbati&rtup delay and client buffer requirements, given any
frame-based fluid server transmission schedule, and aplaticlient bandwidth constraint. Extensive evalua-
tions across different scenarios suggest that the desmgresgefined by a playback startup delay of a few tens
of seconds, client reception bandwidth equa2te 4 times the mean video bandwidth, and client buffer space
to accommodatd5 — 40% of the video, and server and network transmission bandwidfl3 — 5 times the
mean video bandwidth, is very attractive feasible opegatiggion from the server, network, as well as client
performance viewpoint.

Finally, pure periodic broadcast schemes, can waste somersand network transmission capacity, when
client demand is light. We present a parsimonious exten&eldBUR) of the frame-based UBUR broadcasting
scheme where the server only transmits data that is reqbiyesbme client. We analytically compute a closed
form expression for the transmission overhead of this seheBvaluations suggest that this scheme can yield
significant savings in transmission bandwidth usage fdn @BR as well as VBR videos, particularly for small
playback startup delay guarantees. We also observe thaafsimonious transmissions, startup delays have
limited effectiveness in reducing transmission overhebitte arrival rate is not high.

The remainder of the paper is organized as follows. Sectiorirbduces the formal model and key concepts
used throughout the paper. Sections llI-VI in order deahwihconstrained client resources, homogeneous
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Fig. 1. Video Broadcast Service:Video streams originate at a multimedia server, and trawaugh the network, to
multiple asynchronous clients. Periodic broadcast isquaréd at the server.

client resource constraints, heterogeneous client resatonstraints, and parsimonious frame-based broadcast.
Section VII describes related work and, finally, Sectionl¢bncludes the paper.

I[I. MODEL OVERVIEW

Central to any effective periodic delivery scheme is théitglof the client to simultaneously listen to multi-
ple transmission channels and to store frames ahead ofpilagiback times. Periodic broadcast operates well
within the buffer space and I/O bandwidth availability ofl&y’s end systems. Both per-byte storage cost and
access latencies for main memory and disks are decreasintgatically. In addition, system bus speeds are also
increasing. Commodity PCs already offet@ MHz system bus an@4—128 MB of main memory, as well as
several gigabytes of disk storage. These trends suggést gignificant fraction of client stations have enough
high-bandwidth storage space to accommodate several esinurth of high-quality streaming video. These
clients also have sufficient 1/O and disk bandwidth to siamgiously listen to multiple transmission channels.
For example, the ubiquitous Ultra ATA IDE disk interfaceteofabout33 Mbps. Newer PCs can support transfer
rates 0f40—100 Mbps with Ultra SCSI or Fiber Channel I/O interfaces.

Fig. 1 depicts an example periodic broadcast system. Theptien of different video frames by the client can
be achieved in several ways. In one approach, the servemtitsvideo frames on various multicast channels,
with clients joining and leaving the groups to receive thprapriate frames. Alternatively, the client can listen
to all server transmissions of the video, and use a local filtedecide which frames to keep. This model is
particularly appropriate for clients on a shared mediahsas an Ethernet or a cable access network. In the
general case, when the clients are not on a shared medigpiogide the network can filter the transmission to
avoid sending unnecessary frames to the downstream cliarttss paper, we assume that join and leave latencies
are small, or that fluid transmission is performed by a prdwat transmits frames to clients on a shared media.
We then focus on the behavior of the tradeoff space involtirgserver and network transmission bandwidth
requirements, client buffer, client reception bandwidiljuirements, and client playback startup delay.



Definition

N | Length of video (in frames)

fj | size of framej

r; | transmission rate for framg(in bits per frame time)

r | vector of transmission ratés;, o, ..., ry) for the video

e; | earliest reception start time for frargerelative to client arrival time
d | playback startup delay

B | size of client buffer
R

T

maximum instantaneous client reception bandwidth
server network transmission bandwidth

TABLE |
Fluid Model: THIS TABLE SUMMARIZES THE KEY PARAMETERS IN THE MODEL

A. System Model

In this section, we provide a formal model of the system, awbduce notations and key concepts used in the
rest of the paper. Without loss of generality, we consideisardte-time system at the granularity of a frame time
(e.g.,33 msec. for 80-frame/second video). We focus on a sindleframe video.

The fluid server continuously transmits framet rater;. The correspondingerver transmission schedule
determines the set of rat¢s; },<j<n. The server (and network) transmission bandwidth overhegiven by
T= Z;\’Zl r;. In thefluid model, we assume that the transmission of a single frameeapriead out like a fluid
across multiple time units.

The client receives the video according taleent reception schedulehich specifies the time interval over
which the client retrieves each frame. We defineplsmyback startup delay for a client to be the time interval
between when it arrives, and the time it starts playback efvideo. In the fluid scheme, the client can start
receiving the video as soon as it arrives, but may have to feagome time to build up a sufficient playback
buffer to ensure lossless and starvation-free playbackaout loss of generality, we assume that a client arrives at
some timez. Unless otherwise stated, all other times in the contextisfdlient are defined relative to this arrival
time. Using this convention, the client starts to playbduk ¥ideo at timel and plays framg at (relative) time
d + j — 1. Aclient can receive portions of the frame in any order. ldesrto guarantee starvation-free playback,
frame j has to be completely received client by timhe- j — 1. Each frame is stored in the client’s workahead
buffer of sizeB. To guarantee lossless playback, frajrehould not be received too early, if the buffer is small.

In the frame-based fluid periodic broadcast, a valid recepschedule for any client can be defined by the set
of tuples{(e;, ;) }1<j<n, Wheree; (the earliest reception start time) is also defined with eéespo the client’s
arrival time. The tuplde;, ;) specifies that the client should begin receiving fraihat rater;, startinge; times
units after the client’s arrival time. The client continuegeiving the frame at this rate until it has received the
full frame f;/r; time units later. For a particular server transmission suhethe set of tuples is identical for all
clients with identical resource constraints (althougtiedédnt clients may receive different portions of the same



frame in a different order). This permits the offline compiata of asinglereception schedule that can be used
by different clients (with identical bandwidth and buffeisources) arriving at different times for the same video.
Note that this is possible because the server continuotehginits each frame at a fixed rate. In the paper, we
use the phrasbroadcast schemt® denote a particular fluid server transmission schedulktlag corresponding
client reception schedule.

The buffer occupancy profile of the client reception schedsilspecified by theuffer occupancyectorB =
(B(1),B(2),...,B(N+d)) whereB(k) is the instantaneous buffer occuparicime units after client arrives.
The reception bandwidth usage profile is specified byréte usagevectorR = (R(1), R(2),...,R(N + d))
whereR(k) is the instantaneous client reception bandwidth ugatime units after client arrives. From these
we can compute the maximum client buffer usd)g,, = max; B(i), and the reception bandwidth requirement

Rinaz = max; R(1).

1. UNCONSTRAINED CLIENT RESOURCES

We first consider the scenario where both the client buffee sind reception bandwidth is sufficiently large
that they do not impose any constraints on the server traséoni or client reception schedules. We are interested
in the following problem:

For the unconstrained client resource case, construct @seansmission rate$r; },< ;< for the video, that
minimizes the server and network transmission bandviigtivhile guaranteeing that the playback startup delay
does not exceed for any client.

We next outline and evaluate a candidate broadcast schahadtieve the above goal.

A. Algorithm UBUR

A client plays back framg, d + 7 — 1 time units after its arrival. Since the client can arrive i@y ime, frame
j must be transmitted in its entirety at least once every; — 1 frame time. In the continuous fluid transmission
scheme, it follows that; = f;/(d + j — 1) is the minimum transmission rate for frarjdor guaranteeing a
maximum client startup delay.
« Server transmission schedule:
Continuously transmit framg at rater; = f;/(d +j — 1).
« Client reception schedule:
A valid client reception schedule that ensures losslessyaion-free playback with a delay dfstarts to
receive framej at its arrival time (i.e.g; = 0), and continues receiving the frame at its transmitted rate
until (relative) timed + j — 1, the scheduled playback time of frampe The server transmission rate is
sufficient for the client to receive framgin its entirety by timed + j — 1.
The corresponding server (and network) transmission baitbvs given by

N N
T=Yri=Y fi/d+j-1) Y
i=1

i=1
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Fig. 2. Resource tradeoffs for UBUR scheme for a GBRbps video.T' is normalized by the mean bandwidthNibps)
of the video.

In the case of CBR, wherg = f for all j, we have a closed form for the server transmission bandwidth

N+d-—-1

T~ f1
flo——

(2)

It was shown in [2] and subsequently in [8, 9] that any broatipmlicy requires the server bandwidth to be
at leastf In NT“Ld to guarantee a maximum client startup dedayTherefore, this scheme minimizes the server
transmission bandwidth.

We refer to the above server transmission and client remegitheme as UBUR (unconstrained buffer uncon-
strained reception bandwidth) scheme. In the current papeimportant motivation for exploring the optimal
UBUR scheme is to use this as a performance baseline for iaxgplthe design space under different client
resource constraints, for both VBR and CBR video.

B. Evaluation

In this section, we explore the impact of trading off clietatriup delayl on the server and network transmission
bandwidth as well as client buffering and reception bantlwidquirements.

We first consider & Mbps CBR video. Fig. 2(a) plots the server and network trassion bandwidth require-
ments (normalized by the mean video bandwidtlé d&bps) as a function of the client startup delgyas given
by relation (1). The plots demonstrate that, for a given eibmgth NV, T' decreases with increasing startup delay
d. Across arange of practical valuesf the video length, the most dramatic decrease in trangonisgndwidth
occurs withd in the rangel0 — 200 sec. For example, wheN = 1 hour, the normalized value @ reduces
from 12 for d = 33 msec. t05.9 for d = 10 sec. and td" = 3 for d = 3 min. The plots indicate that larger
delays are of limited utility. Beyond this range of delaygaip few minutes, bandwidth savings are produced
only by substantially increasing the startup delay to varge values. The graphs show that most of the savings
in server and network transmission bandwidths can be agtliéha client can tolerate a startup delay of a few
tens of seconds to a few minutes. In addition, for such deldngsvalue ofT" is 3 to 5 times the mean video
bandwidth, depending on the video length and the startugyd@his suggests that a startup delay of a few sec-
onds to2 — 3 min. is a good operating range from the view point of servet metwork resource requirements.
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Fig. 3. Resource tradeoffs for UBUR scheme for VBR MPEGtar Wars T is normalized by the mean bandwidth
(0.5 Mbps) of the video.

It should be noted that we are considering normalized vadi§s and all the observations made in this section
hold regardless of the bandwidth requirements of the pdaiosideo.

Note that, under the UBUR client reception scheme, the ttiencurrently receives data from all frames for
the firstd time units. Therefore, the worst case client reception tédith is identical to the server transmission
bandwidth. Hence, from the point of view of the clied®,— 100 sec. startup delay is also a reasonable operating
point.

Fig. 2(b) plots the maximum client buffer occupanBy,,, for the UBUR scheme. Faf = 33 msec., the
value is abouB7% of the entire video, across the range of video lengths censil For a given video length
N, the peak client buffering requirement slowly increasethwicreasing delay. Note that for startup delays of a
few seconds to a few minutes, this additional buffering isgimal. For example, fo’lV = 1 hour,d = 3 min.,
the additional buffering is less than one percent of the wid&€he above trends suggest that the performance
benefits of having a startup delay of few seconds to a coupteinfites far outweigh the marginal additional
buffer requirement at the client.

Although there are clear common trends, the graphs alsolleaderline the impact of the video length on
the resource usage. For a given startup défaig larger for longerN. In the operation range we identified,
for N = 3 hours ranges from3% higher ford = 10 sec. t069% higher ford = 3 min., as compared t@ for
N = 30 min. This serves to caution against generalizing resultgiongd for a particular video length to different
lengths.

Similar trends to the above are noticeable for VBR streamshawn by the corresponding plots (Fig. 3) for
a2 hour long MPEG-1Star Warstrace with mean (peak) rate 6f5 Mbps 6.6 Mbps). T' is normalized by the
mean video bandwidtro(5 Mbps).

Finally, an interesting point to note here is that the UBUResne also smoothes out the bursty transmission
and reception bandwidth requirements of VBR video. Vagdfit-rate (VBR) compressed digital video traffic
typically exhibits significant burstiness at multiple tirseales, owing to the encoding schemes and the content
variation between and within video scenes [10-14]. For gtaior theStar Warstrace, the ratio of the peak to
mean video bandwidth ikl times, making it expensive to provision network resourcesupport or receive such



transmissions. Transmitting tt&tar Warsvideo as iswould require a peak client reception bandwidth equal to
its peak rate. In the context of traditional unicast streatransmission to a client, a technique calearka-
head smoothind15-17] can reduce the peak and variability of the transimisbandwidths through workahead
transmission of frames into the client playback buffer, dvance of their playback times. By transmitting each
frame at the lowest possible rate, and requiring clienteteive a frame over a period of time before its sched-
uled playback instant, the UBUR scheme effectively peroartype of workahead bandwidth smoothing. For
Star Wars using UBUR, the peak client reception bandwidth (and gesmel network transmission bandwidth)
reduces by a factor of two t.7 for a1 min. startup delay from the unsmoothed peal bf Finally note that,
the transmission schedules in our frame-based fluid trasssom model are completely smooth, i.e., the server
and network transmission bandwidthis the same across all time, since each frame is continudsigmitted

at a constant bit rate.

IV. HOMOGENEOUSCLIENT CONSTRAINTS

In a practical setting, clients may have constraints oreeithe buffer space, the reception bandwidth, or both.
For example, the client network access bandwidth resttlismaximum amount of data that the client can
instantaneously receive. We first consider a homogeners gopulation, where all the requesting clients for
a particular video possess identical resource constrdimtSection V we will consider the heterogeneous client
scenario.

A. Constrained client buffer

We assume that the client is constrained to receive eaclefjaahits transmitted rate; continuously from
the time it begins receiving the frame until the entire framas been received. We are interested in the following
problem:

Given a finite client buffer siz&, construct a feasible set of transmission rafes}<;<n that minimizes

T = Z;"Zl r;, while guaranteeing a playback startup delay no greatentidor any client.

We present below a greedy algorithm CBUR (constrained buffieonstrained client reception bandwidth) to
solve the problem. The algorithm (Fig. 4) goes through tlenis of the video, in order of increasing frame
number. Given the aggregate buffer occupancy as a funcfidme for frames before framg and the client
buffer constraintB, Stepl allocates the smallegtasiblereception rate to each framje such that the client can
receive the entire frame by its playback time, without owsvfhg the client buffer. The output of this step is a
rater; and timee; when the client can start receiving frameNote that deasiblerate can always be found, as all
frames beforg will have been played back and, therefore, removed from tiiebby time(j — 1) +d — 1. The
rate assignment; = f; is always feasible. Stepupdates the client buffer occupancy and reception bantiwidt
usage profiles to reflect the reception of frajnie time interval(e;, j + d — 1) (times are relative to the client’s
arrival time) at rate-;.

A straightforward implementation for Stdpwould check, for each (0 < u < j +d — 1) in increasing order,

fi

whether selecting; = u (the corresponding rate allocationrig = g

) is feasible i.e., does not result
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CBUR (B, d)
Step 0. Initialize the buffer and bandwidth vector.
fork=1,...,N+d

B(k)=0
R(k)=0
forj =1,..., N (determine rate; for framej)

Step 1. Finck; = min{k|k < j + d — 1} such that receiving framg
at acontinuous, fixedater; = deﬁ in time interval(e;,j +d — 1)
does not overflow the client buffer as follows
k=j+d-1andr; = f;/(j +d—1)ande; =0
while (e; < k)
if(fj —rj(G+d—-1-k)<B-B(k))
Ek=k—1
else
ri=(fi—~B+B(k)/(+d—1—k)
ej=j+d—1-fj/r
if (e; > k)
ej =k+1
T‘]’:fj/(j‘Fd*l*ej)
Step 2. Update buffer occupanByand reception bandwidtR. usage profiles
for time interval(e;, j + d — 1) to reflect allocation of-;
Vk, ejSij-{-d*l, B(k?):B(k)-l-(k*ej)T‘j
Vk, ej§k§j+d—1, R(k):R(k)—i-Tj

Fig. 4. CBUR Algorithm: Pseudocode for determining the server transmission aadtaieception schedules given that
the client buffer size i3 and the startup delay it

in buffer overflow at any time iffu, j + d — 1). This takesO(N?2) time (O(N) for eachu). However, we can
compute Stef in linear timeO(N) (linear in the number of time units betweepandj + d — 1). We make use
of the following property

Claim: Considere; = u,u € {y,z}, (0 <y < z < j+d — 1). Letd,(k) be the buffer occupancy at

timek (min(y,z) < k < j +d — 1) for framej. Letr, = ﬂjﬁ be the corresponding minimum constant
transmission (and reception) rate for framieThen

1. 64(k) = (k — u)ry is a linearly increasing function in time intervéh, j + d — 1).

2.1y <3

3. 9y(k) > 6,(k)
The O(N) algorithm starts witke; = 0 andr; = H’iﬁ This r; would be the lowesteasible ratefor this
frame for the unconstrained client buffer case. Moving beakls from timej + d — 1, the algorithm checks at

each timek, whether using the chosen rate would violate the clientapufbnstraint at that time. If so, the ratge
is increased just enough to avoid the overflow at tim&he new earliest reception start timme= j+d —1— f—j

The process is then repeated from tilne- 1 backwards. Note that ag is increasedg; is shifted further to the
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Fig. 5. Resource tradeoffs for CBUR schemeT andR,,.... as a function of the client buffer siz, for a range of startup

delaysd. T andR,,,,,. are normalized by the average bandwidth of the video (length 1 hour). B is expressed as a
percentage of the total size of the video.

right. If the newe; is shifted to the right of positior, then there is no need to satisfy the buffer constraint at
positionk. Therefore, positiort + 1 should be the starting time of receiving frame
Step2 takes at mosO(N) time, and therefore the computation complexity of CBURI{SV?).
The output of the above CBUR algorithm is
« A set of reception rategr; }1<j<n for the video. In our scheme, is also the transmission rate of frarje
i.e., server will continuously transmits each fragnat rater;.
« The set of tupleq(e;, ;) }1<;j<n defines a valid reception schedule for any client. Any cliergceiving
framey at rater; starting at timee; up to timej + d — 1 would not overflow or underflow its buffer.
« The reception bandwidth profile for the time intery®] N +d—1). From this, we can compute the maximum
client reception bandwidth requiremeRt,,, = max; R(i), under this scheme.

A.1 Optimality Property

The greedy rate allocation algorithm CBUR minimizes thalttnsmission bandwidth given any client buffer
space.

Theorem 1:Given a client buffer sizeé3, the greedy rate allocation algorithm CBUR is optimal in femse
that no other algorithm can further reduce the total serard (hetwork) transmission bandwidth.
The proof of the theorem is presented in Appendix A.

A.2 Performance

We use the optimal CBUR algorithm to study the multidimenaloresource tradeoffs in the homogeneous
buffer constrained case. Note that the algorithm appliemgwell to CBR and VBR video. We focus on a
1 hour long6 Mbps CBR video for this evaluation.

Fig. 5(a)-(b) respectively plol’ and R,,,.; as a function of the client buffer sizB, for a range of startup
delaysd, for the CBUR scheme. Note that the client buffer requirdigent space to hold at least one frame
in the video. For our exampleB > 25 KB. The extreme left points in Fig. 5 correspond o = 25 KB.
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Fig. 6. Resource tradeoffs for CBUR schemeT" andR,,,., as a function of the client startup deldysec), for a range of
client buffer sizesB. T andR,,,,, are normalized by the average bandwidth of the video (length 1 hour).

WhenB = 25 KB, the minimum server and network transmission bandwiithnder the CBUR scheme i§
(number of frames in the video) times the bandwidth of thewigtream. The corresponding peak client reception
bandwidthR,,.. is equal to the video bandwidth. The reason for this is thmatsfich a small client buffer size,
the client has sufficient space to hold one frame at a time,tlagfore it can only receive a frame, after the
previous frame has been played out, leading to the Ry.. As such, under the fluid scheme, each frame
has to be completely transmitted at least once every frame, tiesulting in the very high server transmission
bandwidth.

Fig 5(a) shows that the server transmission bandwidthppears to be a decreasing convex function of the
client buffer size. We observe that there is little furthecrbase i’ once B approaches the worst case client
buffer occupancy (for the same startup delay) for the ogtidBUR scheme, and thaf has the same value
as under the UBUR scheme in this flat region. The plots inditiat most of the savings in server bandwidth
can be accrued with relatively modest amounts of clientdsuffFor a30 sec. client delayl is reduced from
108000 times the video bandwidth 6.2 times the video bandwidth by providing the client with a leufthat
can storel3.3% of the video. This is withirB0% of the transmission bandwidth that can be achieved under
UBUR when the client buffer imposes no constraint. The tseqi@ similar across the range of client delays we
examine.

Fig 5(b) shows that the peak client reception bandwid}),. appears to be an increasing concave function of
client buffer space, and that it becomes essentially cohsiace the the client buffer size approaches the worst
case client buffer occupancy (for the same startup delaythéooptimal UBUR scheme. In this region, the curves
flatten out, andR?,,, ., has the same value as under the UBUR scheme with unconsti@iaat buffer.

Across the range of client buffer sizes, as can expectedrahemission and client reception bandwidths de-
crease as the startup delay increases. Fig 6(a)-(b) showhthsteepest decline in server transmission bandwidth
as well as inR,,,, occurs to the left of the plots, when the startup delay is erdnge of a few seconds to
100 — 200 sec. This again suggests that several tens of secondpsiatay is a reasonable operating region for
the server, network and client.
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the total size of the video.

B. Constrained client reception bandwidth

We next consider the dual problem to the buffer constrairmbeduling problem: theate constrainegschedul-
ing problem, where the client reception bandwidth is caised by a given rat&. We are interested in the
following problem:

Given a client reception bandwidtR constraint for any client, construct a feasible set of trafssion rates
{rjh<j<n that minimizes’ = Z;\’Zl rj, While guaranteeing that the playback startup delay dogsroeed!
for any client.

To study the resource tradeoffs in the rate-constrained, @as develop a greedy heuristic solution to the above
problem. The technique is similar to the CBUR algorithm (Big Our UBCR (unconstrained buffer constrained
rate) algorithm also sequences through the frames of theoyiid order of increasing frame number. The main
difference is in Sted. Given the aggregate instantaneous reception bandwidtheuas a function of time
for frames beforg and the instantaneous reception bandwidth constijrthe UBCR algorithm allocates the
smallestfeasiblerate to each framg, such that the client can still receive the entire frame bylayback time,
without violating the rate constraint. Note that this is aggly scheme which allows us to explore the resource
space when the client bandwidth is constrained, but mayewtltrminimizeT'. The UBCR algorithm can be
considered to be a performance upper bound on the achieVableen client bandwidths are constrained.

B.1 Performance

Fig 7(a)-(b) plotT and B, under UBCR as functions of the client reception bandwidthst@intR, for a
range of startup delayé These plots indicate that the server transmission barbve@h be extremely high if
R is equal to the mean video bandwidth, particularly for sratdrtup delays. For example, fér= 1 sec., T is
2076 times the video bandwidth wheR = 1. Dramatic reductions i’ are observed aR increases t@. For
the samel = 1 sec.,T drops t09.65 times the video bandwidth, a reduction of more than a fact@16. We
observe thafl is a decreasing convex function &f and that the minimum value @ is nearly achieved once
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R approaches the maximum client reception bandwidth reduisethe UBUR algorithm (Section Ill) for the
same startup delay. Across the range of delays, most of thetien inT can be obtained using— 3 times
the video bandwidth. For example, fér= 30 sec, andR = 3, the server transmission bandwidthlis= 4.89
which is within2% of the optimalT under unconstrained client buffer and reception bandwédtiditions. This

is important from a practical viewpoint as it suggests tHants do not require a lot of additional reception
bandwidth capacity for the periodic broadcast to be semdrreetwork bandwidth efficient. However, under the
UBCR algorithm, this transmission bandwidth efficiency esnat the expense of a relatively large client buffer
requirement, as shown in Fig 7(b). The curves show that thk& pkent buffer occupancy increases steeply from
R = 1to R = 2, and then gradually flattens out. In the flat region the pedfeboccupancy has the same
value as the peak occupancy under the UBUR scheme. Also,Rmoeeed2, there is little difference in the
client buffer size requirements. Across the range of vahigg, as can be expected, the transmission bandwidth
decreases as the startup delay increases. Fig 6(c) cansligeimpact of startup delay an, for relatively small
values ofR (3 and4). The plots again suggest that a few tens of seconds stagtap id most useful for reducing
server and network bandwidth requirements.

V. HETEROGENEOUSCLIENT CONSTRAINTS

Existing work in periodic broadcasting has focused almastusively on developing various server transmis-
sion algorithms for the homogeneous client case. In prattowever, different clients accessing the same video
may have very different buffering and reception bandwidipabilities. An open question here is how to handle
such client heterogeneity while maximizing client satsifan. In this section, we consider the problem of using
a single server transmission schedule to satisfy clients with logiemeous resource constraints. We will first
consider the case where clients have heterogeneous bahdwitstraints.

A. Constrained client bandwidth

We first consider the case where some client’s receptionvitid capacity isR. Due to the rate constraint,
the buffer at the client must ufficiently largeto ensure continuous video playback at the client. Furtibesm
it may be necessary for the client to start receiving the wsldficiently early Hencethe rate constraint imposes
both a minimum buffer requirement and startup delay at tientlIn this context, a client reception schedule is
feasibleif the reception rate of the schedule never exceeds the oatgraint at any time and the amount of data
needed for client playback is always satisfied at any time.

We are interested in the following problem:

Given a set of video frame transmission rafes} for 1 < j < N

1. what is the minimum client start-up delay so that a feasibteption schedule exists?

2. among all feasible schedules, what is the smallest dhieffier necessary for feasible reception, and what is

a corresponding feasible schedule ?

In order to conserve the client buffer, we propose a heuariatiy algorithm H-UBCR (Heterogeneous uncon-
strained buffer constrained bandwidth) to construéasiblereception schedule which receives data as late as
possible, while obeying rate constraift and the individual transmission rate constraints of eaamé, but
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H-UBCR (R, {rj}1<j<n)
Step 1. forj = N, ..., 1 (determine the starting reception time for frame
Step 1(a). Find; = max{k|k <j+d -1 f—j} such that receiving framg

at acontinuous, fixedater; in time interval(o;, o; + f—j)

does not violate the client reception bandwidth constr&i@is follows
ft=j+d—1(ftisthe time by which framg has been completely received)
ando; = ft — f—; andk = ft
while (0; < k)
if (R(k) +r; > R)
ft:kflandoj:ftff—jj
k=k-1
Step 1(b). Update buffer occupandg)and reception bandwidth usade) profiles
for time interval(o;, ft) to reflect allocation of;
Vk, o; <k<ft, B(k)=B(k)+ (k—oj)rjandVk, ft <k <j+d—-1, B(k)= B(ft)
Vk, 0j < k < ft, R(k) = R(k) + T
Step 2. Computé, b and starting reception time of each frame relative to thentlarrival time
d=— minlskSN (3
b= max_g<k<nN B(k)
V7, e; =05+ d

Fig. 8. H-UBCR Algorithm: Pseudocode for computing the reception schedule for teatalvhose reception bandwidth
is R).

still ensures that each frame is received by its playbacle.tive refer to this as thiazy schedule For ease
of exposition, we assume that client playback starts at fimand that the client starts the reception at time
—d (d > 0). The schedule is computed from the last frame backwardsfr&woe j, we compute the latest time
o; (defined relative to the client’s playback start tif)esuch that the client can receive framat a rate equal to
r;, the transmission rate of that frame, starting at timeintil the entire frame has been received. In addition,
the client has to receive the entire frame before timed — 1, the playback time of framg. We compute the
rate for each frame starting with framé backwards (Fig. 8). The output of the algorithm is a set oktwifsets
{ej = oj + d}1<;j<n specifying the earliest reception start time for each fraretative to the client’s arrival
time. The set of tuple$(e;, ;) }1<j<n defines a valid reception schedule for any client with ratest@int?.
The client should begin receiving framiet a constant rate;, e; time units after its arrival. Finally, we note that

the complexity of the above algorithm 6(N?).

Now define
d(R;r) = {~ min o;} (3)
and b(R,r) = max{B(k)| —d < k < N} 4)

It follows from the above definitions that is the minimum buffer requirement amds the minimum start-up
delay with respect to the given rate constraihéind transmission vectar, for the above schedule.

"We will denoteb for b(R, r) andd for d(R, r) whenever there is no danger of confusion.
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Fig. 9. Minimum client startup delay and buffer requiremeni as a function of client reception bandwidih The
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startup delaygd*. R is normalized by the playback rate of the video. The lengthidéo is1 hour. b is expressed as a
percentage of the total size of the video.

We can use H-UBCR to answer both questions posed at the limgiohSection V-A. In addition, the above
algorithm has an important implication for the followingteegeneous buffer constrained client problem.

Given a set of video frame transmission rafes}, < ;< and a client buffer sizé3

1. Is the client buffefeasible i.e., does there exist a feasible client reception schedul

2. If B is feasible, what is the smallest playback startup delays®ary for feasible reception?

For this problem, we can compute the lazy schedule assumméngeteption rate constraii = oo, and thence
b andd. Then, for the lazy schedule, the client buffer allocat®ris feasible only ifB > b(R,r), andd is the
required minimum startup delay for any feasible buffer editoon.

A.1 Performance

To explore the impact of heterogenous client resources dompeance, we consider the following scenario.
The server computes its transmission schedule assumirgnsinained client buffer and bandwidth resources
(using the UBUR scheme from Section Ill), and aims to prowdertain startup delay guarantee to such clients.
We refer to this target delay & in the following discussion. When clients with differentriclvidth constraints
arrive, the client reception schedule is computed usingti¢BCR algorithm outlined above. Fig. 9 plots the
correspondingl andb as a function of the client bandwidth constraftfor the particular server transmission
schedule.

Fig. 9(a) shows that the client playback startup delagan be very high ifR is small. AsR increasesd
decreases, initially very rapidly, then more gradually.eTdurve finally flattens out at*, the delay that would
be experienced by clients with unconstrained receptiomdwadth. Dramatic reductions in startup deldyare
obtained withR = 3 —5 times the video bandwidth, across a range of valuel ofFor example, fod* = 1 min.,
the client startup delay is a very high= 23 min. for R = 1. This reduces to much more acceptadle 2 min.
for R = 4, areduction of almost a factor @P. Also, the graphs indicate that for a giv&) a largerd* results in
a larger value of client delay.
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Fig. 9(b) shows thdi can be very high il < 1. OnceR = 1, the worst case buffer usage reduces dramatically
to the corresponding value for UBUR (Section 1), and remsaat this value for further increases i For
d* = 30 sec.,b = 61% of the video size whe® = 0.5 times the mean video bandwidth. This reduce3a% of
the video size folR > 1.

VI. PARSIMONIOUS TRANSMISSION SCHEMES

Periodic broadcast is a server-push technique in which eines multicasts frames even if no client needs
some frame for continuous playback. Such schemes seenisupaty well suited to serving hot videos with
high client arrival rates. For such situations, an attuacteature of our frame-based periodic broadcast is that the
server can determine the server transmission schedulelbasmesingle reception schedule for all clients, offline
and independent of the client arrival process. The serves @t need to track individual clients, making the
online interaction of the server and client simpler. Howegeach schemes can be inefficient if client demand is
not high. There may be opportunities to reduce bandwidtgeifdhe server factors the actual data requirements
of arriving clients into the actual transmission. We refeistich schemes gmarsimoniousbroadcast schemes.
An interesting related work is [3] which dynamically alldea unused transmission channel capacity from one
skyscraper video broadcast [1] to transmit initial segraaitanother broadcast. We, on the other hand, are
interested in exploring the potential of any parsimoniattsesne in reducing the server and network transmission
bandwidth requirements, and the role that playback stat&lgy plays in this. We consider the unconstrained
client resources case, and develop and evaluate perfoeamer bound on parsimonious transmission schemes,
with this goal.

A. P-UBUR Parsimonious Transmission Algorithm

The UBUR periodic broadcast scheme(Section Ill) guarantiest as long as framyeis transmitted once every
d 4+ j — 1 time units, an arriving client is able to receive a copy ofrelame and to experience starvation-free
playback with a startup delay not exceedihime units. However, by operating oblivious to the requesval
process, the scheme wastes server and network transmigsioividth as some of the transmissions may not be
required by any client. We now outline a parsimonious schiemine UBUR case, which can reduce the average
server and network transmission bandwidth further by matigng a frame as late as possible, and only if it is
required by a client:
Algorithm P-UBUR
« Server transmission schedule:
When a client arrives at time, for any1 < j < N, the server schedules a new complete transmission of
framej for timea + j + d — 1 only if a copy is not being multicast in time intervi@, a + j + d — 1).
« Client reception schedule:
When a client arrives at time, for any1 < j < N, the client receives the last transmission of frajria
time interval(a,a + j + d — 1) and saves the frame in its buffer. The client starts the @leitof framej at
timea+j+d—1.
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A.1l Average Transmission Bandwidth Requirement

To evaluate the parsimonious P-UBUR scheme, we derive adifism expression for the transmission band-
width requirements as a function of the video frame sizedewilength {V), the target client startup delaj;
and the request arrival distribution. The performance imete consider i€, the average amount of server and
network transmission bandwidth using the P-UBUR policyicBithe transmission schedule of a frame is inde-
pendent of other frames, we can consider each frame of tiee delparately. L&E; denote the average amount of
server and network transmission bandwidth used for trattisigpiframe; of the video. We have the total amount
of server and network transmission bandwidth for the video:

- Y T
1<j<N

We now deriveT; for framej. Let {t; ;}5°, denote the times at which the server schedules a transmisbio
framej. These are renewal points in the sense that the server tisgismfor frame;j after timet; ; does not

depend on its transmission schedule before time We consider the process; ; wherelV; ; is the number of
clients that arrive in thé-th renewal epoclf¥; 1 ;,t; ;). We drop the subscriptsince it is a renewal process. We

haveB[N;] = 1+ A(d+j — 1) andT; = Al = 7t

[
yad+i—1+1/)

It follows that T=
1<5<

(5)

In the case of CBR video, wheie = f for all 7,

T%me+d—1+UA
d—1+1/x

(6)

Note that the probability distribution of client arrivalsly influences the expression @t through the mean
A. The analysis therefore applies to a wide range of cliemtarprocesses. We note that [18] presents a similar
bound on the transmission bandwidth for the particular edggroviding immediate service and CBR videos.
This work does not consider the impact of playback startugydahich is a key motivation for the current work.

A.2 Performance Comparison

To investigate the potential bandwidth savings of the pamsious P-UBUR scheme, we assume that clients
arrive according to a Poisson process with tatéig. 10 plotsT” as a function of the client interarrival time, for
the P-UBUR scheme, for a one hour long CBR stream, and twolbogryVBR MPEG-1Star Wars for different
values of the client startup deldy The graphs indicate that there can be significant savingsrirer and network
bandwidth usage, over using UBUR periodic broadcast, pasily if the target client startup delay is small, even
for relatively frequent client arrivals. When the mean mateval time1/\ = 0, the bandwidth usage under P-
UBUR corresponds to the usage for the UBUR periodic broddadeeme of Section Ill. For example, fStar
Wars corresponding to & sec. startup delay, and interarrival timelofmin., P-UBUR require§’ = 4.7 which
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Fig. 10. Impact of client arrival process onT: (a) and (b) plofT for the P-UBUR scheme far hour CBR stream, and
2 hour VBR MPEG-1Star Wars respectively, as a function of the mean client interattivae (1/)).

is nearly a factor o2 lower than the corresponding valu€ (= 8.6) under UBUR periodic broadcast. In this
regime, the higher bandwidth requirements for UBUR are nliksty due to frequent transmissions of initial
frames in the video, some of which are not required by anyntlighe plots also show that if the client startup
delay is large, on the order of a few minutes or more, or if thrieval rate is very high, then the savings under
P-UBUR are much more modest. This suggests that the sim@&RJperiodic broadcast scheme (which does
not need to track individual clients) may be more appealimghis regime of large startup delays or popular
videos.

Finally, both graphs in Fig. 10 show that ontg\ exceeds a few minutes, the performances for different
startup delays tend to become more similar. To highlighd thierplay between startup delay and interarrival
time for P-UBUR, Fig. 11 plot§” for VBR MPEG-1Star Warsas a function of the delay guaranté#or a range
of interarrival times. For a givei/\, T is a decreasing convex function @éf The plots indicate that for low
interarrival times (high arrival rates), there are sigr@fit savings in transmission bandwidthdifs of the order
of several tens of seconds to a few minutes. However, thefitenéincreasingi reduces as the interarrival time
increases. For/\ = 30 sec.,T" decreases frord.38 for d = 1 sec. t03.24 for d = 4 min. For1/A = 10 min.,

T decreases from.48 to 2.19 over the same delay range. This suggests that for parsimemiansmissions,
startup delays have limited effectiveness in reducingsimaasion overheads if the arrival rate is not high.

VIl. RELATED WORK

Existing research in periodic broadcast has focused alexatisively on developing segmentation and trans-
mission schemes for CBR video. However VBR encoding offeraes key advantages. For instance, for the
same average bandwidth, a variable-bit-rate encodingsofffigher quality and more opportunities for statistical
multiplexing gain than would be possible for a constanirlie encoding [19, 20]. Recently, [21] considered the
problem of using periodic broadcast for transmitting npiéi VBR videos over a fixed bandwidth connection
from the server. Using nonuniform segmentation schemesldesd for CBR video, they study the impact of
multiplexing the transmissions of the resultant segmerdisig smoothing, server buffering and client prefetch-
ing. Another recent work [22] proposes a specialized ndioam segmentation scheme based on the segment-
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d, for arange of values af = 1/, the mean client interarrival time.

level bandwidth profile of a particular VBR video. The scheraquires any segment beyond the first to be
completely received before the previous segment has beapletely played out. In contrast, the frame-based
uniform segmentation, and the transmission schedulingoagp of our fluid periodic broadcast model offers a
uniform framework for handling both CBR and VBR video. Bylizing the client playback delay tolerance to
spread out the transmission of each frame over multiple tinies, our broadcast scheme inherently ends up also
effectively smoothing out the bursty transmission bandwirgquirements of VBR video.

Finally, patching or stream tapping [2, 7, 23, 24] is an aléive technique to periodic broadcast. In patching,
the server streams the entire video sequentially to for the first client. Client-sidevorkahead bufferinds
used to allow a new client to receive (part of) its future plagk data requirement by listening in to existing
ongoing transmission of the same video, with the servestratting afresh only the remaining required frames.
As a result, fewer server and network resources are reqtoredtisfy the clients. Similar to periodic broadcast
schemes, patching exploits the client buffer space to $tuee frames from other video transmissions. Unlike
periodic broadcasting, the server transmits video datg ontfdemand, when new clients arrive, and does not
involve any playback startup delay.

VIIl. CONCLUSIONS

This paper explored several fundamental tradeoffs inmgithe server and network transmission bandwidths,
client buffer, client reception bandwidth, and the playbatartup delay for the periodic broadcast of streaming
CBR and VBR video. Using a fine-grainéme-basedluid transmission model, we explored both constrained
and unconstrained client resource (buffer or bandwidtiasions. For each situation we presented a broadcast
scheme that minimizes the server and network transmissiodwidth requirements, while guaranteeing a pre-
scribed playback startup delay, and then used that schemmeptore the resource tradeoff space. When client
resources are not constrained, we identify a broadcastreelldBUR) which minimizes the transmission band-
width requirements, and developed practical guidelinesi&ermining operating regions of reasonable server,
network and client resource requirements, and clientugtadielays. For the constrained client buffer case, we
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presented the CBUR scheme that optimally minimizes thestnégsion bandwidth requirements. In order to
explore the constrained client reception bandwidth casedeveloped a heuristic greedy algorithm (UBCR) to
minimize the transmission bandwidth requirements.

We considered using single server transmission scheme to serve clients with hetesmenresource con-
straints. We developed a heuristic lazy client receptidmedale (H-UBCR) to jointly minimize the playback
startup delay and client buffer requirements, given anyn&aased fluid server transmission schedule, and a
particular client bandwidth constraint. Extensive eviitugs across all the different scenarios suggest that the
design space defined by a playback startup delay of a few feseconds, client reception bandwidth equal to
2 — 4 times the mean video bandwidth, and client buffer space coramodatel5 — 40% of the video, and
server and network transmission bandwidthg8 ef 5 times the mean video bandwidth, is very attractive feasible
operating region from the server, network, as well as clpgrtormance viewpoint.

Last, we presented a parsimonious extension (P-UBUR) dfdinee-based UBUR broadcasting scheme where
the server only transmits data that is required by sometclievaluations suggest that, for both CBR as well as
VBR videos, the parsimonious scheme can yield significavinga in server and network bandwidth usage,
particularly for small playback startup delay guaranted& also observe that for parsimonious transmissions,
startup delays have limited effectiveness in reducingsirassion overheads if the arrival rate is not high.

We have presented a (mostly) analytical and algorithmitinent of the problem. The next step is to use the
knowledge gained from this exercise for developing prattitoadcast schemes with superior performance. An-
other promising research area is exploring actual impldatem issues, including designing efficient protocols
for implementing periodic broadcast functionality, byngunderlying network support.
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APPENDIX
I. PROOF FORTHEOREM1

Proof of Theorem 1: The proof of the theorem is follows from proving the followjiclaim.

Claim: Given any allocation that satisfies the client buffer coaisi; we can convert the allocation to the
greedy allocation without increasing the total rate all¢ica.

Proof: Suppose framg is the first frame that is not allocated greedily. We can reduwamej’s rate so that its
rate is allocated in smallest possible given the rate dilocdor frames beforg and client resources constraints.

If such transformation of the allocation still satisfies thient resource constraints counting all frames, we are
done in making framg’s allocation greedy.

If not, we increase the rate for later frames as follows. Sgppat the playback positianthat client storage
constraint is not satisfied. There must be afeif one or more frames, whose playback times are subsequent to
framej’s playback time, and whose reception is scheduled befs#ipox.

Note that if we start to receive franieat time s, (all times are relative to the playback starting time) aérat
i, then at timey, framek occupies buffer space ef,(y), where

o if y<sp or y>k,
sk(y) = { (y —sp)ry = fr — (k+d—1—y)r, otherwise ()

Therefore, we increase rate for frames (in the order of frammmber) inF' so that each frame starts no latter
thanz and total rate increase is no more than the amount of decozesame;j’s rate.

Now the total buffer required for positiom is less than what is required in the original schedule. This i
because the storage requirement difference between thedhi schedule and the original schedule at posijion
is (j —y)(rj —5) + Xker(k —y)(re —rp,) <0, sincer; —rj + Y pep(ry — i) <0.

Note thatr; denotes the original rate for frameandr; denotes the new rate for framie We know that if
starting reception times of the frames#hhis atz or afterz, then client storage constraint is satisfied. Therefore,
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eventually, we have a rate allocation that ensures thetdierage storage space is satisfied. Such a transforma-
tion can continue for positions after Finally, we have an allocation in which the firsframes have the same
rate allocation as under the greedy scheme.

We can incrementally transform the frames in the order ahffaanumber. Eventually, all frames’ allocation is
greedy.



