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The past decade has seen the continued development of a wide array of optoelectronic sys-
tems, most notably optoelectronic interconnects for short- and long-distance communications. Conse-
qguently, there exists a growing need for suitable computer-aided design tools that would allow the
simulation of these applications in advance of their actual fabrication. While such tools are already
well-established in conventional electronics, their use in optoelectronics continues to evolve. Of par-
ticular importance is the development of optoelectronic device models which can be used in conjunc-
tion with electronic components for the circuit-level simulation of optoelectronic circuits.

Motivated by these observations, in this thesis we present circuit-level device models for
semiconductor lasers. First, we present the implementation of rate-equation-based quantum-well-
laser models in SPICE. Because it is critical that these models determine the correct numerical solu-
tion of the rate equations during dc simulation, we demonstrate analytically that the use of variable
transformations for the carrier and photon densities limits the models to a single dc-solution regime
under nonnegative current injection. We also extract model parameters from measured device charac-
teristics and discuss the reasonable agreement obtained between simulated and experimental data.

We then present circuit-level models for vertical-cavity surface-emitting lasers (VCSELSs) and
their strong thermally and spatially dependent behavior. The first approach, implemented in both
HSPICE and SABER, is a simple thermal model which incorporates a temperature-dependent offset

current into the standard laser rate equations in order to describe thermally dependent threshold cur-

rent and output-power rollover in the LI characteristics. The second model is a comprehensive circuit-



level model in SABER which uses analytical temperature dependencies and spatially independent
rate equations to describe a VCSEL's theraral spatial behavior. In addition to simulating thermal

LI characteristics, this latter model can also be used to simulate multimode competition, temperature-
dependent modulation responses, and diffusive transients in the time domain. After presenting the
theory and implementation of our VCSEL models, we compare simulated and experimental data for
various devices reported in the literature. Despite some important modeling and characterization

issues, the data compare favorably.
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CHAPTER 1

INTRODUCTION

1.1 Optoelectronic System Design and Simulation

Optoelectronics, namely the integration of photonic and electronic components, continues to
attract considerable interest as a viable means for alleviating many of the bottlenecks and limitations
of purely electronic systems. In general, optoelectronic applications augment traditional electronics,
such as transistors, with various photonic components, including optical sources (e.g., lasers), detec-
tors (e.g., photodiodes), and transmission media (e.g., waveguides, lenses, and holograms). A simple
example is the optical head of a CD player, in which a semiconductor laser and photodetector, in con-
junction with electronic drive circuits and amplifiers, are used to optically probe a compact disc for
information.

The most well known examples, however, @peelectronic interconnect€ompared to their
electrical counterparts, these interconnects possess a number of advantages, including increased con
munication bandwidth, reduced interchannel crosstalk, lower levels of power consumption [1.1], and
reduced interconnection delays [1.2]. Consequently, they are well-suited to situations where elec-
tronic interconnects place unacceptable limits on system performance. For example, optoelectronic
interconnects can eliminate bottlenecks in board-level system design [1.1]. Fiber-optic communica-
tions is another example in which optical interconnects provide dramatic bandwidth advantages over
electrical transmission schemes. Considering these points, it should come as no surprise that the liter-
ature is rich with specific design examples, including free-space board-to-board interconnects [1.3],
optical clock distribution schemes [1.4], and parallel Gb/s optical links [1.5]-[1.7].

Obviously, the design of these optoelectronic applications would greatly benefit from com-



puter-aided-design (CAD) tools that would allow the optimization and verification of a particular sys-
tem before its actual fabrication, thereby significantly reducing the design cycle. While such
technology is well established for electronics (as evidenced by popular CAD packages such as Men-
tor Graphics), its optoelectronic counterparts are still maturing. Some industry-standard tools, such as
Analogy’'s SABER [1.8], incorporate optoelectronic device models into a larger design framework,
while more dedicated tools have been reported which focus on the design and simulation of optoelec-
tronic systems [1.9]-[1.12]. For example, IFROST [1.12] supports the event-driven simulation of
optoelectronic data links, while iISMILE [1.9] incorporates circuit-level photonic device models into a
SPICE-like simulation environment. Though these initial efforts have demonstrated the merits of
optoelectronic CAD, their continued evolution hinges critically on the corresponding development of
suitable models for optoelectronic devices, particularly semiconductor lasers and photodetectors.
Ultimately, these models will determine the extent to which optoelectronic CAD tools can be used for
the design and simulation of real-world applications. Thus, our specific interest here is the develop-

ment of circuit-level models for semiconductor lasers.

1.2 Circuit-Level Laser Models

One method for simulating semiconductor lasers is through the use of device-level models, in
which a device’s internal physical mechanisms are described in great detail. Often, these models
incorporate multidimensional analysis of spatial behavior, as well as detailed solutions of the optical
characteristics. For example, MINILASE [1.13] is a two-dimensional quantum-well (QW) laser sim-
ulator which combines the complex simulation of carrier dynamics, the laser’s optical field, and heat-
ing effects. Unfortunately, the computationally-intensive nature of device-level programs such as

MINILASE makes them less than ideal candidates for optoelectronic system design tools. Typical



optoelectronic applications incorporate multiple photonic and electronic components; furthermore, a

large number of simulations are typically necessary to optimize the design parameters under a given
set of specifications. In this case, we require models with considerably less computational overhead
than that provided by device-level models. However, they must still be able to accurately replicate the
operating characteristics from actual devices [1.11].

Toward this end, the last twenty years have seen a steadily growing interest in laser models
that can be used in conjunction with circuit-level elements such as transistors, resistors, and capaci-
tors. Theseircuit-level laser modeltacilitate the design of monolithic and hybridly integrated opto-
electronic circuits, such as laser transmitters [1.14], by permitting the accurate simulation of a laser’s
terminal characteristics in a standard circuit-level simulation environment such as SPICE. The major-
ity of these models, the highlights of which are listed in Table 1.1, have been based on rate-equation
descriptions of a laser’s behavior [1.15]-[1.31]. Katzal [1.15] introduced one of the first such

models, an RLC circuit that implemented small-signal rate equations for carrier and photon densities.

Table 1.1 Highlights of circuit-level semiconductor-laser models.

Researchers Year Model Features
Katzet al.[1.15] 1981 rate-equation-based, small-signal
Habermayer [1.16] 1981 multimode effects
Tucker [1.17] 1981 large-signal, single-mode
Harderet al.[1.18] 1982 noise sources
Kan and Lau [1.21] 1992 small-signal, well-barrier kinetics
Bewtraet al.[1.25] 1995 thermal equivalent circuit
Lu et al.[1.26] 1995 large-signal, carrier transport
Y. Suet al.[1.28] 1996 modeling of VCSEL static LI characteristjcs
Tsou and Pulfrey [1.30] 1997 inclusion of gateway states




Subsequent large-signal models included Tucker’s [1.17], which uses single-mode rate equations, and
Habermayer’s [1.16], which accounts for longitudinal multimode operation. Recent efforts have
incorporated a number of improvements which take into account the detailed behavior of present-day
lasers such as QW devices and vertical-cavity surface-emitting lasers (VCSELSs). Kan and Lau [1.21]
presented one of the first small-signal equivalent circuits of the QW-laser rate equations, which
describe the carrier transport between the QWSs and surrounding confinement layers, \ehié. Lu
[1.26], as well as Tsou and Pulfrey [1.30], have implemented large-signal QW laser models. Equiva-
lent-circuit models have even been developed which account for the transient thermal response in
semiconductor lasers [1.25]. Finally, the increased popularity of vertical-cavity surface-emitting
lasers (VCSELS) has resulted in initial investigations into equivalent circuit models of their unique

behavior [1.28].

1.3 Research Overview

Motivated by the above research, we present in this thesis the development of rate-equation-
based circuit-level models for QW semiconductor lasers and VCSELSs. In the course of this work, we
had two primary concerns. First, our models should have good solution characteristics. With regards
to the QW-laser models, this resulted in implementations with a unique dc solution regime during
nonnegative current injection, whereas for the VCSEL models, we identified implementations that
could account for the distinct thermal and spatial behavior in these devices without resorting to unten-
able device-level descriptions. Second, our models should be able to replicate the operating character-
istics of actual devices. Through parameter extraction from measured data, we were able to
investigate this capability in each of our models.

In the next few chapters, we will present the detailed results of our research. We begin in



Chapter 2 with two rate-equation-based semiconductor QW-laser models for use in SPICE3 [1.32]
and related SPICE-like simulators. The first implementation, a one-level model, uses a standard set of
rate equations for the active-region carriers and photons, while the two-level model includes an addi-
tional equation for describing the interaction of carriers in the laser’'s quantum wells and confinement
layers. A limitation of both sets of equations is the presence of multiple dc solution regimes. In [1.27],
Javro and Kang discussed this issue in regards to rate equations with a linear gain-saturation term, anc
presented variable transformations which in many realistic applications eliminated the spurious
regimes. After discussing the limitations of their work, we demonstrate analytically that their trans-
formations, applied t@mur models, do indeed yield a single solution regime during dc analysis.
Finally, after presenting our models’ equivalent-circuit formulation, including circuit elements that
account for parasitic effects, we compare simulated and measured data for two experimental devices.

Next, in Chapter 3, we introduce circuit-level modeling of VCSELs. Because they have
become an extremely hot topic in the field of optoelectronics, we first provide a brief overview of
their design. As we shall see, thermal and spatial behavior can have a significant impact on VCSEL
operation. Because of the particularly severe nature of thermal effects, we present in this chapter a
simple circuit-level thermal VCSEL model which can accurately capture the cw thermal operating
characteristics, namely thermally dependent threshold current and output-power rollover. Instead of
explicitly accounting for the thermal physics in a VCSEL, an offset current is used to account for the
temperature effects. After discussing the theory and implementation of this model in HSPICE [1.33]
and Analogy’s SABER [1.8], we compare simulated and measured data for three VCSELS reported in
the literature. Despite various deficiencies in the model, particularly the absence of spatial phenom-
ena, the simulated results compare favorably to the experimental data.

In Chapter 4 we present a more comprehensive circuit-level VCSEL model which accounts



for both thermablndspatial behavior. Unlike the simple model of Chapter 3, this approach relies on a
more detailed description of various thermal and spatial mechanisms at work in VCSELSs, including
the thermally dependent gain, thermal carrier leakage from the active region, transverse multimode
operation, spatial hole burning, and carrier diffusion. Through spatially independent rate equations,
assumed shapes for the transverse mode profiles, and analytical expressions for a VCSEL's thermal
dependencies, our model is able to replicate much of the characteristic VCSEL behavior, including
thermal LI characteristics, multimode competition, temperature-dependent modulation responses, and
diffusive effects during transient operation. After discussing the development of the model and its
implementation in SABER, we present simulation results demonstrating single- and two-mode opera-
tion. Finally, we compare simulated to experimental data for four devices reported in the literature. As
we shall see, the results are noticeably improved over those from the simple model; however, they
also clarify the need for more detailed research into experimental VCSEL characterization.

Finally, in Chapter 5, we provide a brief overview of our research results, as well as review the
areas where future work is necessary. In particular, we identify the need for more sophisticated mod-

els and more comprehensive device characterization as two of the most important issues.
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CHAPTER 2

QUANTUM-WELL LASER MODELS WITH A SINGLE SOLUTION REGIME

2.1 Motivation

The majority of circuit-level laser models to date have been based on rate-equation descrip-
tions of semiconductor lasers. As discussed in Chapter 1, these models have ranged from RLC-circuit
implementations of small-signal rate equations [2.1] to single-mode and multimode large-signal mod-
els [2.2], [2.3]. While most models have relied on a pair of equations to describe the active-region car-
riers and photons, more recent approaches have included additional rate equations to account for the
transport of carriers between the active region and surrounding confinement layers [2.4], [2.5]. These
improvements have been largely motivated by the fact that the majority of today’s semiconductor
lasers use quantum wells in their active regions. Thus, in general, we will assume that the rate-equa-
tion-based models discussed in this chapter can be used to describe QW semiconductor lasers witl
varying degrees of accuracy.

An important feature of rate-equation-based QW-laser models lies in their dc characteristics.
A model often possesses multiple dc solution regimes, but only one of them is correct. The standard
rate equations that use a linear gain-saturation term of the fog8), (hereSis photon density, pos-
sess three dc solution regimes. Javro and Kang [2.6] have reported that in most realistic applications
the incorrect solution regimes can be eliminated by applying variable transformations to the rate
equations. Specifically, nonphysical negative-power and high-power solutions are avoided when sim-
ulating the rate equations with a nonnegative injection current. This approach is particularly useful
when dealing with circuit-level models, since without the transformations the user would have to coax

the circuit simulation into the correct solution regime by specifying initial conditions and other simu-
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lation parameters [2.6].

Unfortunately, as we will show here, the transformations proposed in [2.6] do not always
remove the incorrect solution regimes from the standard rate equations. While new variable transfor-
mations do work under certain conditions, the equations still present difficulties that cannot be elimi-
nated. In fact, for certain extreme cases, they possess unrealistic solution characteristics. The problem
is mostly due to the use of the linear gain-saturation term. As is immediately clear from this expres-
sion, when the photon densiB/exceeds | this term becomes negative. It is reasonable, then, to
assume that rate equations using this term are really only useful for photon densities below this value.
On the other hand, the more general expression arBIfforiginaIIy suggested by Channin [2.7], is
valid for any value ofS> 0. In fact, the linear expression is essentially a first-order Taylor-series
expansion of this saturation term wheshis small. In [2.8], Agrawal suggested another expression of
the form (1JeS)'1/2 which is also valid fo6> 0. As we will show, either of these two nonlinear gain-
saturation terms is suitable for obtaining models with a unique solution regime.

In this chapter, we identify rate-equation-based QW-laser models that possess a single dc solu-
tion regime for any nonnegative injection current [2.9]. After discussing in Section 2.2 the limitations
of the model from [2.6], we present our models in Sections 2.3 and 2.4. The first model is based on
the standard rate equations that use the gain-saturation term proposed by either Channin or Agrawal.
The second one, on the other hand, augments these rate equations with a third equation for carriers ir
the laser’s separate-confinement-heterostructure (SCH) layers. In both cases, we show analytically
that the transformations suggested in [2.6] produce models with a unique solution regime. We also
describe circuit-level implementations of the models that can be readily implemented in SPICE. Next,
in Section 2.5, we discuss the inclusion of parasitics in the model. Then, to validate the model, we

present in Section 2.6 the results of parameter extraction for two experimental devices. Final conclu-



12

sions are made in Section 2.7.

2.2 Limitations of Rate Equations That Use a Linear Gain-Saturation Term

The rate equations discussed in [2.6] can be found in similar forms throughout the literature

[2.10]-[2.13]. They are shown below:

dN | N, Ne
dN _ —g (N=N,)(1-e5)5-N 4+ Ze 2.1
= v SN N1 e9s— T @)
?j—ts = gy (N=N,)(1-es)s+ BN _S (2.2)
T, T,
re.
S_ “h _ (2.3)
P;  V,e1he

In the above equationhl,is the active region’s carrier densiBis the photon density defined latgy,
is the laser output powdris the injection current/,.,is the active region volumg, is the gain coef-
ficient, N, is the optical transparency densiys the phenomenological gain compression facfpr,
is the carrier lifetimel, is the equilibrium carrier densitf, is the optical confinement factds,s the
spontaneous emission coupling factq,r,is the photon lifetimen is the differential quantum effi-
ciency per facet), is the emission wavelengths the electron chargh,is Planck’s constant, ared
is the speed of light in a vacuum. The photon der&isydefined a$ S/ Vo, WhereSg is the total
number of photons in the active volume dndccounts for the fact that only photons in the active
region are affected by gain or loss [2.14].

Under dc conditions, Egs. (2.1)-(2.3) have up to three solution regimes for a single value of
injection current. In addition to the correct nonnegative solution regime, in which the solutioNs for

andS are nonnegative whdre 0, there are also a negative-power and a high-power regime. In order
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to eliminate these nonphysical solutions, the following pair of transformations was introduced in [2.6]

for N andPs.
= 0qvo
N NeeXthk 70 (2.4)
P, = (m+9)° (2.5)

whereV is the voltage across the lagers a diode ideality factor (typically set equal torB)s a new
variable for parameterizing;, dis a small constank is Boltzmann’'s constant, afdis the laser’s
temperature. Equation (2.4) is a commonly used exponential relationship rislataty. Both equa-
tions forceN andPs to be strictly nonnegative. Thus, by substituting Egs. (2.4) and (2.5) into Egs.
(2.1)-(2.3), we have a new set of rate equations which have a dc solution for nonnegative injection
current only if that solution yields nonnegative carrier and photon densities. Because under most con-
ditions of interest the high-power solution regime corresponds to negative values for the carrier den-
sity, it would appear that Egs. (2.4) and (2.5) ensure that both of the nonphysical solution regimes are
avoided. However, under certain conditions even the transformed rate equations cannot eliminate the
high-power solution regime.

By rewriting Egs. (2.1) and (2.2) under dc conditions, we obtain two functions relating carrier
densityN to photon densit$. The intersection points of these two functions are the valid solutions to

the dc rate equations. The two functions are

N = f,(S) = T, N Ne B T,S (2.6)
SR T qV(1-B8) (1-B) T1,(1-P) '
N = f(S) = 1,5+ 1, 1,0,No(1-€5)S 2.7)

FBrp + I‘rnrpgo(l—sS)S

Using the laser parameters found in Table 2.1 [2.6],[2.11], we have graphed equations (2.6) and (2.7)
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in Fig. 2.1(a) for two different values of the injection current, 0.5 and 2.0 A. As we can see, for low

enough injection currentf, andf, will intersect at only one point wheke> 0 andS> 0. However, as

the current increases, a second nonnegative solution may emerge, corresponding to the high-power

solution regimeln Fig. 2.1(b), we plot Egs. (2.6) and (2.7) after doubling the valugs b, andrIo

and setting/,; = 10 cn’. In this case, we have used currents of 30 and 100 mA. As we can see, the

nonphysical high-power solution emerges at even lower values of injection current than before.
Typically, the high-power solution regime should correspond to negative carrier densi-

ties. However, analysis &f andf, shows that for currents greater than

Table 2.1 Parameters used for plotting the dc solution curves of the standard rate
equations from [2.6]. The parameters are from Javro and Kang [2.6] and are taken
originally from da Silveet al [2.11].

Parameter Description Value

Ao Lasing wavelength 1.502 x 1d* cm

Vact Active region volume 9 x 101 enf
Optical confinement factor 0.44

B Spontaneous emission coupling factor 4 x 104

Oo Gain coefficient 3 x 10% emP/s

No Optical transparency density 1.2 x 138 cm3

Tn Carrier lifetime 3ns

Tp Photon lifetime 1ps
Differential quantum efficiency per facet 0.1

Ne Equilibrium carrier density 541 x 169 ¢

£ Phenomenological gain saturation factor 3.4 x 101 cmd
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Plots of; andf, from Egs. (2.6)-(2.7) for two different sets of model parameters. (a)
Table 2.1 parameters. Dashed lifjdor | = 0.5 A; dotted linef; for | = 2.0 A; solid linef,. (b) Mod-

ified Table 2.1 parameters. Dashed lifydor | = 30 mA; dotted linef; for | = 100 mA; solid linefs.

- q , 1 0O quJ
© a“[l rpsgl [ goNorpD T (2.8)

n
the high-power solution regime actually yields positive carrier densities. Thus, a circuit-model imple-
mentation of the transformed rate equations proposed in [2.6] can still produce incorrect simulation
results for high enough values of injection current. We performed an operating point analysis in
SPICE for the circuit implementation of the transformed equations using the adjusted parameters of
Fig. 2.1(b). Injection currents of 100 and 200 mA produced output powers of 8.16 and 16.4 mW,
respectively, both of which correspond to the high-power solution regime.

Inspection of Fig. 2.1 does suggest an alternative transformation that would completely elimi-

nate the high-power solution regime. The plof;adhows a discontinuity that separates the normal-
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and high-power solution curves. This discontinuity occurs at a valu& ef 1l/gy, where
1/e4 = [1+ ,/1+ 4Be/9,T1,]/(2€). Thus, a transformation which would limit the photon density
to values below Ej would eliminate the high-power regime ft values of injection current. One

such transformation is

2
P = —{M 2 (2.9)
Jeg(m+ )" +1

Unfortunately, while Eqg. (2.9) can produce a set of rate equations with a single solution
regime, it does so only for certain sets of model parameters. Comparison of the positive roots of the
numerator and denominator fgfindicates three possible forms of this function. The typical case cor-

responds to that shown in Fig. 2.1. This occurs whenever

2
£Bg,(I'N
r > EPRMNoTy) (2.10)
1+9o(MNgTp)

However, two alternative forms &f occur wherr, < 1, andrt, = 1. Fig. 2.2(a) shows the first case,
along with a plot of; whenl = 22.9 mA. Fig. 2.2(b) shows the second case, alongiywthenl = 42
mA. While these cases are extreme, they do reveal intrinsic problems with Egs. (2.1) and (2.2), espe-
cially whent, < 1,.. As Fig. 2.2(a) demonstrates, not only can multiple nonnegative solutions exist
for S< 1/gy, but for certain values of injection current such as the one shown in the figure, a valid non-
negative solution does not exist at all.

As the discussion above suggests, the standard rate equations that use a linear gain-saturatior
term present two difficulties. First, under nonnegative current injection, multiple nonnegative solution
regimes can occur even if the transformations suggested in [2.6] are implemented. Second, for certain

extreme casesio solution may exist. What is desired are rate equations that will have a single non-
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Figure 2.2  Plots of, andf, for extreme sets of model parameters{a T, usingV,q; = 9x10%3
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cm®. Dashed linef; for | = 22.9 mA; solid linef,. (b) 7, = 1,,c Using parameters from (a) except for
V,ct = 4x10%2 cni® and 1, = 0.239 ns. Dashed ling:for | = 42 mA; solid linef,.

negative solution for both carrier and photon densitiegafgmonnegative injection current. Fortu-

nately, rate equations that use the more suitable gain-saturation terms mentioned earlier satisfy this

criteria.

2.3 Standard Rate-Equation Model with a Single Solution Regime

2.3.1 Theoretical basis

An alternative version of the standard one-level rate equations ensures that for a nonnegative
injection current, exactly one solution exists with nonnegative carrier and photon densities. The equa-
tions treated henceforth are more generalized versions of Egs. (2.1) and (2.2) with the linear gain-sat-

uration term replaced by the term proposed by either Channin or Agrawal. The new equations are
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shown below:

dN _ 1l a(N)
aN _ —R(N)=r.yv. 2ANg 2.11
dt  gN, V.. Ru(N) o o(9) (&40
dS_ S a(N)
a = _T_p+ NWRWB(N) + Nwrcvgr@S (2.12)
A
S__h _g (2.13)
Pf chacthC

Equation (2.11) relates the rate of change in carrier concenthitmthe injection currerlt the car-

rier recombination rat&®,(N), and the stimulated-emission rate. In order to account for different
recombination mechanismi,(N) = AN+BN?+CN?3, whereA, B, andC are the unimolecular, radia-

tive, and Auger recombination coefficients, respectively. Equation (2.12) relates the rate of change in
photon densitysto photon loss, the rate of coupled recombination into the lasing mode, and the stim-
ulated-emission rate. Unlike the photon density defined in Section 2.2, in this case the photon density
Sis defined as5,/Vact [2.15], whereS; is again the total number of photons in the active volume.
Also, the coupling rate is generalized to allow coupling from any of the recombination terms, though
in actual practice this coupling will typically only come from the radiative recombination. Thus,
Rus(N) = BaAN+BBNP+BCCN®, wherefy, Bg, andBc are coupling coefficients. Finally, Eq. (2.13)
relates the photon density to the output poRein the above equations; is the current-injection
efficiency, N,, is the number of quantum wellg, is the volume of a single QW is the optical
confinement factor of one QWj, is the group velocity of the lasing mediurg,is the photon life-

time, A is the lasing wavelength, amg is the output-power coupling coefficient. Note that we can
convert Egs. (2.11)-(2.13) into a form analogous to that of Eqgs. (2.1)-(2.3); witissing from the

stimulated emission term of Eq. (2.11) but included in the expressidh ligrusing the definition for



19

Sfrom Section 2.2. Thus, both approaches are equivalent as long as the proper defi@isamsefl.

In the above equations, the stimulated-emission rate includes a carrier-dependent gain term
a(N) as well as the gain saturation tezpﬂ'(S). While the gain term can take on a number of forms, we
will consider only two: a linear term such as that used in Egs. (2.1) and (2.2), and a logarithmic gain
term such as that proposed in [2.16] and used previously in other laser models [2.15]. The logarithmic
gain has been shown to be an excellent expression for describing the actual relationship between the

material gain and the carrier density. The two forms are

a(N) = G,ln E;V:V((S))E (2.14a)
a(N) = g,GOENﬂ—lg (2.14b)

whereG, is the gain coefficient per quantum we, is the optical transparency density, @nes a
factor obtained when linearizing the logarithmic gain arouNg. Specifically, g =
(ANG+2BNo*3CN)/(ANG+BNG>+CN,).

The gain-saturation function can take on one of the following two forms:

-1 1
= 2.15
S 1+el.S ( 3)

oS = —— (2.15b)

These correspond to the expressions proposed by Channin and Agrawal, respectively, with the con-
finement factor added to account for the revised definitioB éfs mentioned before, Eq. (2.15a) is
often used instead of the linear gain-saturation term [2.17]-[2.19] and, unlike the latter, is positive for

all S=0. Eq. (2.15b) is an alternate form of the gain-saturation term for semiconductor lasers and is



20

also applicable fo6=0 . Whe®is much smaller than dff,, Eq. (2.15a) can be approximated by the
linear form, as can Eq. (2.15b) with the exception of a factor of 1/2 in the vala€ fdfiowever,
because they are suitable for a wider range of photon densities and lead to models with a single solu-

tion regime, either of these two expressions is superior to the linear form.

2.3.2 \Verification of a single solution regime

Despite the complexity of the above model equations, it is possible to show analytically that
for any nonnegative injection current there can exist only one dc solution with nonnegative carrier and
photon densities. After some rearrangement of Egs. (2.11) and (2.12)dtithO, we get two non-

linear dc equations:

F (SN = chp(S)RWﬁ(N)+NWrcvgrSa(N)—ﬂT§LS =0 (2.16)
p
= _ S ml
(SN = T—+NW[RW(N)—F§N3(N)]— v_ 0 (2.17)
p q act

Equation (2.16) is obtained via multiplication of both sides of Eq. (2.12)®y Equation (2.17) is
obtained by combining Eqgs. (2.11) and (2.12) in order to eliminate the stimulated-emission term.
Both equations implicitly define functiori¢ = f,(S) andN = f5(S), respectively, which map out their
nonnegative solutions. The intersection points of these two functions are the nonnegative solutions to
the dc rate equations. Thus, in order to establish the existence of a unique nonnegative solution
regime, we need only show that for edehO these two functions have exactly one nonnegative inter-
section point.

First, consider the cade= 0. In this case, the only nonnegative solution that satisfies Eq.
(2.17) isS= N = 0. When the carrier-dependent gain is linear, Eq. (2.16) is also satisfied by this solu-

tion. Thus, it is the unique nonnegative intersection point of the fundii@mif, whenl = 0. When
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the gain is logarithmicF;(SN) is undefined atN = 0. However, the solution t&,(SN) = 0
approachedl = 0 asS - 0 . We could include a small additive constant within the logarithm in order
to ensure that the gain is definedNat 0; however, in either case, we can claim that the only possible
solution whed = 0isS=N=0.

Whenl > 0, the situation is more complicated. Because analytical expressidparidf, are
not available, we need to show indirectly that they have a single intersection point. In the following
analysis, we will show that over a range of positive values fif andf, are strictly-increasing and
strictly-decreasing, respectively, withincreasing from zero arfgd decreasing to zero. Thus, we will
establish thafy andf, have exactly one intersection point, thereby proving that whked (2.16) and
(2.17) have a single nonnegative solution.

Let us consider the case> 0, then, and assume that at least one of the pro@u&t#gB, or
BcC is positive so thaR,(N), Ryg(N) anddR,g/dN are nonzero wheN > 0. The functiorf,(S) is
implicitly defined by Eq. (2.16)7,(SN) = 0, such that whe§> 0,F(Sf;(9) = 0 andf{(S > 0. As
we will show shortlyf,(S) approaches 0 &8 - 0 , so we may defiif@) = 0, which is exactly true
when the linear gain term of Eq. (2.14b) is used. BecayS&N) has exactly one positive root fir
whenStakes on any arbitrary positive valugf{(S) maps out all of the nonnegative solutions to Eq.
(2.16).

In order to obtain additional information abdy(S), we need to establish its continuity and
differentiability for allS> 0. These features can be demonstrated by considering the partial deriva-
tives of F1(SN) and then using the Implicit Function Theorem of calculus [2REEN) is defined
everywhere within the regiod = {S> 0,N > 0} and has partial derivativésy andF,gthat are con-

tinuous in this region. These partial derivatives with respeldtandS are
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dR, da
Fin = NW(p(S)m@+ Nu/ oVgr S (2.18)
Fiq = [1‘%9 ¥ NWrcvgra(N)J ¥ NWRWﬁ(N)g—g—?g—(SP (2.19)
p p

Because either form @iS) is positive forS> 0 anddR,,g/dN > 0 andda/dN > O forN > 0, Fqy is
nonzero everywhere iD. By the Implicit Function Theorem, then, for some pa8;iN;) in D such
thatF,(S;,N,) = 0, there exists a continuous and differentiable fundtierf,\(S in some neighbor-
hood ofS; such thalN; = f1\(S)) andF1(Sfin(S) = 0 in this neighborhood. However, we already
know thatf;(S) is the only such function that existsin sof;(S = f1\(S). Because the poing{,N,)
was arbitraryf,(S) must be continuous and differentiable for&# 0.

Because of this differentiability,"(S)  =FtdFq\ for S> 0. Our expression fdf;g can be
greatly simplified at the points satisfyigg(SN) = O by rearranging Eg. (2.16) and plugging the

resultant expression gS)/ T+ Nyl Cvgror(N)] = —qua(S)RWﬁ(N)/S into EqQ. (2.19). This gives

p

Substituting Eq. (2.15a) fa(S) and plugging botlfr;gandFqy into our expression fai'(S)  we get

er.S
R
p

£(S) = (2.21)

c gr

dR, da
Ny () S~ + N, v szd—N

Clearly,f,"(S) >0 atall points iD. If Eg. (2.15b) is used instead, we obtain the same conclu-
sion. Thusf4(S) is a strictly-increasing function f@> 0. Based on this fact, it is relatively straight-
forward to show thatlim f,(S) = 0. Thus, we have shown FiéEN) = O defines a unique non-

S-0

negative functiomN = f,(S) which forS> 0 is continuous and strictly-increasing from the point (0,0).
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Meanwhile, the functiori,(S) is implicitly defined by Eq. (2.17)F,(SN) = 0. After some
rearrangement, this equation explicitly defines a funceng,(N) which is strictly-decreasing and
continuous for alN = 0, with g»(0) = 7,171/qV,¢ For some valu&l, > 0 such that,(0,Np) = 0,
9>(N,) = 0, withgy(N) < 0 forN > N,. Thus, for allSin the interval [Orpr]iI/anCJ, gz'l, the inverse of
0o, maps outll of the nonnegative values f8randN that satisfyF,(SN) = 0. Letfy(S = 92'1 over
the interval [OtpniI/anCJ. Over this intervalf,(S) is a strictly-decreasing continuous function with
f2(0) =N, >0 andfz(rpnillqvacg =0.

As the above analysis shows, for either of the two forngs'(%) from Eq. (2.15)f1(S) is dif-
ferentiable and strictly-increasing from the point (0,0) $or 0. Furthermoref,(S), which is only
defined for values dbin the interval [OrpniI/anCJ, IS strictly-decreasing and continuous Wg(0) >
0 andfy(7pnil/gVaey = 0. Clearlyf; andf, will intersect exactly once at a nonnegative point within
this interval. Thus, for each> 0 there exists exactly one nonnegative solut®N)(to the dc rate
equations when the gain-saturation terms of Channin or Agrawal are used. As an example of this fact,
we have plotted in Fig. 2.3 the graphd0éandf, whenl = 10 mA. We used the new model parame-
ters of Table 2.2, the logarithmic-gain term, and Channin’s gain-saturation term. The figure clearly

indicates that there is exactly one intersection point.

2.3.3 Model implementation

As we have shown, regardless of whether there are solution regimes with negative values for
carrier or photon density, thereaaly onenonnegative solution to Egs. (2.16) and (2.17) whe0.
Thus, it is possible to use the transformations of Egs. (2.4) and (2.5) in order to ensure that this solu-
tion regime is the only one that can be chosen during simulation. Using the approach taken in [2.6],

we have implemented an equivalent-circuit model based on Egs. (2.4)-(2.5) and (2.11)-(2.13) in
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SPICE3 [2.21]. Unlike models based on the rate equations that use a linear gain-saturation term, this

circuit model is applicable for all nonnegative values of injection current. It also supports a number of

gain terms, including the logarithmic and linear expressions discussed above.

Fig. 2.4 shows the circuit implementation of the model. This equivalent circuit can be

obtained through suitable manipulations of the one-level rate equations and the variable transforma-

tions. Substituting Egs. (2.4) and (2.5) into Egs. (2.11)-(2.13) and rearranging, we obtain

oavodV _

nkT

P kTat

! Nn[ expHYO_1 J—N—e (2.22)

AN, Vaer T ChkTd! T,

~R,,(N) - 19rcvgr—a(ﬂ)—(m+5)
A (m+ 8)%)
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Table 2.2 Parameters for evaluating both the one- and two-level QW-laser models that
have a single solution regime. The parameters are taken from [2.15] and based on data

from a number of sources [2.19], [2.23]-[2.28].

Parameter Description Value

n; current-injection efficiency 0.86

A emission wavelength 980 nm

Ny number of quantum wells 1

Vact volume of one QW 6 x 1018 m3

e optical confinement factor of one QW 0.019

Vgr lasing medium group velocity 8.571 x 16 m/s
Tp photon lifetime 2.759 ps

Ne output-power coupling coefficient 0.449

Ng optical transparency density 1.5 x 138 cm3
Gy gain coefficient per QW 1500 cmit

€ phenomenological gain-saturation term 1x 107 cmd

A QW unimolecular recombination-rate coefficient) 1 1 x 1§ g1

B QW radiative recombination-rate coefficient 0.7 x 10%cmid/s
C QW Auger recombination-rate coefficient 0.6 x 1022 cnfls
Ay SCH unimolecular recombination-rate coefficient 1 3 x 1$ <1

By SCH radiative recombination-rate coefficient 1.4 x 10 cmd/s
Cy SCH Auger recombination-rate coefficient 1.3 x 10292 cnf/s
Ba unimolecular-recombination coupling term 0

Bs radiative-recombination coupling term 1 x 104

Bc Auger-recombination coupling term 0

Vbarr volume of SCH layer 295 x 10 m3
Tcapt QW capture lifetime 45 ps

Tem QW emission lifetime 400 ps




26

m
l o —O p;
Bt
Bl‘l BSl Rph Cph :: P +
=1Q =2 Tp Brz BSZ -

Figure 2.4 Circuit-level implementation of the one-level QW-laser model with a single solution
regime.

2

2(m+ 5)0('1_2“ = X(m+9)", N_gVRWB(N) N, My —I N (4 )2 (2.23)

c gr

L A(m+)°)
whereA = A, + 1/, andR,»(N) = A,N + BN? + CN®. After some additional rearrangement of Egs.
(2.22) and (2.23) and the definition of suitable circuit elements, we obtain our final set of equations
on which the circuit in Fig. 2.4 is based. Sett@g 2n;1,/qN,,Vact and using the fact thit = Ol44,

the equations are

| =14 +1p,+ 1 +B + By (2.24)
lt1 = Ip1 t 1l (2.25)

dm _
era +m = B,,+B,, (2.26)
Byt = (M+0)° (2.27)

Ny VaciNe oavo
lhy = ———— -1 2.28
b1 211, [exthkTD J (2.28)
ANy VacNel 0AVO_ 4, 2970, 09V

b2 211, [eXp%kTD nkT eXp%kTDd\t/} (2.29)
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B,, = ql\l""\i/aCtRWz(@l 1) (2.31)

L= ATHAN, vy, a(Oly) (m+5)2 (2.32)
MNhe  g9(m+ 6)°)

By, = N}”Z‘T’]—\%;ICRWB( Ol+1y) (2.33)

B, = rpNWFCvgr%(m+ 0)—90 (2.34)

These equations can be mapped directly into the circuit of Fig. 2.4 through a SPICE subcircuit
that uses nonlinear dependent sources, with the general forms for the gain and gain-saturation terms
replaced in actual practice by expressions from Eqgs. (2.14) and (2.15). DibdesiD2 and current
sourced ; andls> model the linear recombination and charge storage in the device,Byhé@d
By, model the effects of additional recombination mechanisms and stimulated emission, respectively,
on the carrier densityR,, and C,, help model the time-variation of the photon density under the
effects of spontaneous and stimulated emission, which are accountedferalnglB,, respectively.

Finally, B¢ produces the optical output power of the laser in the form of a voltage. Because the model
is implemented as a subcircuit and not embedded within SPICE itself, it lends itself well to imple-
mentation by the average user. In Fig. 2.5, we give an example of a SPICE input deck that implements
such a subcircuit using the logarithmic gain term and Channin’s gain-saturation term. In addition to
the parameters of Table 2.2, we Bgt= 5.9 x 1§ cn®, n = 2, andd = 0. We also have included a

small constant, I8° inside the gain’s logarithmic term in order to ensure that it is defined when
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* one-level model using logarithmic gain

ibias O p 10m
xlaser p O pf Itestl
rout pf 0 1e9

*kkkkkkk *kkkkkkk *kkkkkkk L R e e S T T *%*

.Ssubckt Itestl p n pf

D1 p ntl dimod_ltestl

Icl p ntl 3.6641713e-14

VtintlnO

D2 p nd2mod_ltestl

Ic2 pn 3.6641713e-14

Brl p n i=0*i(Vt1)+20701.692*i(Vt1)*i(Vt1)+28862208*i(Vtl)*i(Vt1)*i(Vtl)
Bsl p n i=1.3785977*v(m)*v(m)*In(1e-60+5220.1829*i(Vtl)+

+ 54033309*i(Vt1)*i(Vtl)+7.5333001e+10*i(Vt1)*i(Vt1)*i(Vtl))/

+ (1+0.95928574*v(m)*v(m))

RphmO01

Cph m 05.518e-12

Br2 0 m i=(0*i(Vt1)+1.0120369*i(Vt1)*i(Vt1)+0*i(Vt1)*i(Vt1l)*i(Vtl))/v(m)
Bs2 0 m i=0.67395059*v(m)*In(1e-60+5220.1829*i(Vt1)+54033309*i(Vtl)*i(Vtl)+
+ 7.5333001e+10%i(Vt1)*i(Vt1)*i(Vtl))/(1+0.95928574*v(m)*v(m))
Bpf pf 0 v=v(m)*v(m)

.ends ltestl

.model dlmod_Itestl D Is=3.6641713e-14 n=2

.model d2mod_Itestl D 1s=3.6641713e-14 n=2 tt=1.8181818e-08

B R R e e e e e e e e e e e R S R S R R R e R R e e e e e e e e e e e s

.dc ibias 0 50m 0.25m
.end

Figure 2.5 Example SPICE deck for the one-level QW-laser model.

N = 0. Specifically, we user(N) = G, In[10° + R,(N)/R,(N,)]. Additional details on the imple-
mentation of the single-level model in SPICE3 and other SPICE-like simulators can be found in

Appendix A.
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2.4 Two-Level Rate-Equation Model

2.4.1 Theoretical basis

In recent years a number of more sophisticated rate-equation-based QW-laser models have
been introduced which account for carriers in SCH layers of the laser by introducing additional rate
equations [2.4]-[2.5], [2.15], [2.19], [2.22]. These models can therefore account for the transport of
carriers across the SCH layer as well as carrier capture and emission by the QWSs. In addition to the
simple model presented in Section 2.3, we have implemented a more complete QW-laser model
which includes a third rate equation that accounts for carriers in the SCH, or barrier, layers. We have
analyzed this model and again found that a single nonnegative solution regime exists for nonnegative

injection currents. The model equations, based on those found in [2.4]-[2.5], [2.19], and [2.22], are

dd_Ntb - q\r}iI _Rb(Nb)_TNb +%trﬁ (2:39)
barr capt  Vbarr Tem

%' - J;Ta;r':'_;t_%q_ RW(N)—rcvgr%((%)s (2.36)

%ts - _T_Sp + NyRy5(N) + NWergr%s (2.37)

S__ A _y (2.38)

Pf chacthC

Equation (2.35) is the rate equation for carrier derdjfyn the SCH layer and relates its rate of
change to the injection currehtthe SCH recombination rate, and the carrier exchange between the
SCH layers and QWSs, namely the rate of carrier capture and emission by the QWSs. The recombina-
tion rate isRy(N,) = AgN, + ByNyZ + CoNy,>, whereA,, By, andC,, are the unimolecular, radiative, and

Auger recombination coefficients, respectively, in the SCH layer. Eq. (2.36) is a modified version of
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Eq. (2.11) which now accounts for the carrier exchange between the SCH layers and QWs, with the
current-injection term replaced by the capture rate of carriers from the SCH layer and a new term
N/ 1., for carrier emission from the QWs. Egs. (2.37) and (2.38) are the same equations for photon
density and power as found in the simple one-level model of Section 2.3. Again, the gain and gain-
saturation terms of Egs. (2.14) and (2.15) are used in the model. In addition to the recombination
parameters for the SCH layer, the new model parameters include the SCH-layer Vglyhe

QW carrier-capture lifetime.,, and the QW emission lifeting,

2.4.2 \Verification of a single solution regime

As was the case with the one-level model, we would like to establish analytically that Egs.
(2.35)-(2.38) have a single nonnegative solution for ¢adh If A, =By, = C, = 0, then under dc con-
ditions Egs. (2.35)-(2.38) reduce to the one-level model of Egs. (2.11)-(2.13). From our earlier analy-
sis, we know that in this case a unique nonnegative solutioN famd S exists for everyl = 0.
Furthermore, from Eq. (2.35) under dc conditions we see that this solution corresponds to a unique
nonnegative value fd{,. Thus, in this case the two-level model does indeed have a single nonnega-
tive solution regime.

When any of the SCH recombination coefficients are nonzero, however, then we must exam-
ine the solution properties of Egs. (2.35)-(2.38) in detail. Under dc conditions, Egs. (2.35)-(2.37) can
be rearranged to produce three nonlinear equatioNg, iN, andS. In addition to Eq. (2.16) from the

one-level model, we also obtain

N, N, V..N nl
H (SN N) = Ry(N)+—=>-—wat 1 =9 (2.39)
! N) Prb capt Temvbarr qvbarr
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Vi Ro(N |
Hy(S N N = tw\r/—M+NW[RW(N)—RWB(N)] +T§_q'\7/'

act p act

=0 (2.40)

Analogous to the one-level case, these three equations implicitly define nonnegative fuxctions
f1(9, N =1,5(9), andN, = f3(S which can be used to identify the nonnegative solutions of the dc rate
equations. Thus, we will again show tiiaandf, have a single nonnegative intersection point for

0, thereby establishing the existence of a unique nonnegative solution regime.

Whenl = 0, it can be shown by reasoning similar to that applied to the one-level case that the
only possible solution i$=N =N, = 0. When > 0, though, we must again examine the features of
the functiond,; andf,. Since Eq. (2.16) is repeated in this moti¢f) for the two-level model is iden-
tical to that from the one-level case. Thus, based on our earlier analysis, we know3xa0foy(S)
is a strictly-increasing continuous function which vanishes to ze®-a® , regardless of whether
Channin’s or Agrawal’s gain-saturation term is used. Meanwhile, Eqgs. (2.39) and (2.40) define a func-
tion f5(S) analogous to that from the one-level model. In the following discussion, we will show that
f2(S), which is only defined over an interval §], is strictly-decreasing and continuous over the
interval (05,], with f5(S) > 0 for 0< S< §, andfy(S,) = 0.

Let us consider the solutions to Egs. (2.39) and (2.40) suchStht and N, = 0. For
S>1,;1/qV,e, EQ. (2.40) has no such solution, so we may restrict our attention to val8és of
the interval [07yn;1/qVac]- Consider some valug= § in this interval. In this case, for each valuéNof
> 0 there exists a unique valueMNy > 0 such that§,N,N,) satisfies Eq. (2.39). We can thus define a
function N, = hyng(N) which maps these unique valuesNyf for eachN. As can be easily seen,
hinp(N) is a strictly-increasing continuous function fbe 0 with hyy(0) = Np; such thaR,(Npg) +
No1/Teapt = Mil/AVpar- Meanwhile, for each value dfin the interval [ON,;], whereH»(S,Np;,0) = 0,

there exists a unique valueNf = 0 such that§,N,N,) satisfies Eq. (2.40). Fd& > N;,; no such solu-
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tion exists. LetNy = hyyps(N) map out these values for<ON < Ny,;. Over the interval [0y],
honbsN) is a strictly-decreasing function withn,s(Nyi) = 0 andhoyps(0) = Nyposi whereRy(Nyos)

= NillAqVbarr — VactS/TpVbarr- Obviously,hyy, andhoypsiwill intersect only ifNposi= Nyg. This inter-
section point corresponds to a solution to Egs. (2.39) and (2.40) and will be nonnegative. The condi-
tion Nyosi 2 Ni holds up to a valu§ = §, = 1,VarNpy/TeaptVact: Thus, for each value &in the
interval [0S] there exists a unique pair of nonnegative valuefNfandNy, that, along witls, satis-

fies Egs. (2.39) and (2.40). For all otl®rthere is no nonnegative solution. &S andfy(S map

out these values fdd andNy, respectively, in the interval [§,]. Thus, every nonnegative solution to

Egs. (2.39) and (2.40) is mapped out BY,(S),f3(9) for 0< S< §,. Using the parameters of Table

2.2, Fig. 2.6 illustrates the solution curve of these points along with a projection of the curve, corre-
sponding to a plot dil =f,(S), onto theS-N plane forl = 10 mA.

We can show thdb(S) is strictly-decreasing over the interval§(Q,by again employing the

35 35
3y 30

3

X 20

s 15 SCH Carrier
Density

0 10

Ny (x 107 m™)

5
QW Carrier Density Photon Density
N (x 1024 m™3) M s x 102 m3)

Figure 2.6 Plot of solution curve&S{,Np) for Egs. (2.39)-(2.40) mapped out by= (S amd
Np = f3(S) whenl = 10 mA. Also shown is a projection of this curve ontoSitplane.
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Implicit Function Theorem. Consider the regidr= {S> 0,N > 0, N, > 0}. In this region, bothH,

andH, are defined everywhere. The partial derivatives of these functions with resgefdt BmdN

are
N,V 1 d
His = 0,Hyy = ——WVaCt Hing = =+ d_Eb (2.41)
emYbarr Tcapt b
1 d(R,— Q) VparrdR,
Has = £, Hay = N, M| My = P2 2.42

Each of these partials is continuousDnNow, consider some solutid?, = (S,,Ng,Npg) in D that

solvesH; = H, = 0. The Jacobian ¢1; andH, relative toN andNy, is

O(Hy, Hy) _ -NydR, [d(RN—RWB)F 1 . 9dRp

= 2.43
O(N, N,)  TopdN, dN Cr dN,U (2.43)

capt
At all points inD this Jacobian is negative and therefore nonzero. By the Implicit Function Theorem,
then, around some neighborhoodSgfthere exist continuous and differentiable functibivs fo(S)

andN, = fay(S) which, along with§, solve Egs. (2.39) and (2.40). However, we already knowthat
andfs are the only such functions in this region when®< §,, sof, = fyy andf; =fg for 0 <S<

S, Since the poinP, was arbitrary, botl, andf; must be continuous and differentiable over the
entire interval (G5,

Because of the differentiability (S in the interval (&), its derivative is

0(Hy, Hp) _ip1 | 9Rp
oS N,) _ T g ANH
d(Hy, Hy) Md_RbJrN [d(Rw_RW[B)JD 1 +deD
O(N, Ny) 1 dN, " dN Ry dN,H

capt

f'(S) =

(2.44)

which is negative for atbin (0,S,]. Thus,fx(S) is a strictly-decreasing continuous function forSilh

the interval (0&,]. Furthermore, whef = §,, Ny; = Npogj and therefordy(S,) = 0. Otherwise, for all
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otherSin the interval [0§,], f»(S > 0.

Thus, we have shown thak = fx(S), which is defined for & S< §,, is indeed a strictly-
decreasing continuous function over the interveg{Ouith f,(S) > 0 for 0< S< §, andfy(§,) = 0.
Clearly, within the interval [&,], f; andf, will intersect exactly once, corresponding to a nonnegative
solution forN andS. Furthermoref3(S) defines the corresponding nonnegative solutioMNfpiThus,
for everyl > 0 there exists exactly one nonnegative solution to the two-level dc rate equations. Conse-
qguently, the two-level model of Egs. (2.35)-(2.38) has a single nonnegative solutie@Ofevhen the
gain-saturation terms of Channin or Agrawal are used instead of the linear expression.

Using the model parameters from Table 2.2 (p. 25), the logarithmic-gain term, and the gain-
saturation term of Eq. (2.15a), we have plotted in Fig. 2.7 fgathdf, for | = 10 mA. The parame-
ters, taken from [2.15] and based on data extracted from a number of sources [2.19],[2.23]-[2.28], are

for a 300 x 2.5um? single-QW laser with an 8-nmJpGa, sAs QW and 300-nm A)l;Ga, sAs SCH

10 | ,
|

ot I

g 8

N r |

S| i /

X 6 /

i /

3 /

g 4 ___-7

g

8 2

0.01 0.1 1 10 100 1000

Photon Density S (x 102 m'3)

Figure 2.7 Plot off;(§ and fx(§ from the two-level model wheh = 10 mA. Dashed line:
N =1f1(9); solid line:N =f,(9).
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layers. The QW capture lifetime in this case is actually the transport time across the SCH region. The
photon lifetime was calculated using the express!ph: Vgr[ai + IN(1R)/L] from [2.29], wheren;
= internal cavity loss = 4.3 ch R = facet reflectivity = 0.32, anld, = cavity length = 30um. The
output-power coupling coefficient was determined usipg= 0.5 In(1R)/[a; L, + In(1R)] from
[2.29]. As expected, the figure shows that there is exactly one intersection point, corroborating the
above analysis. Note that Fig. 2.7 is nearly identical to Fig. 2.3 (p. 24) because the additional effect of
recombination in the SCH layers has a minimal impact on the dc characteristics for this particular set

of model parameters.

2.4.3 Model implementation

As was the case with the one-level equations, the single nonnegative solution regime of Egs.
(2.35)-(2.38) allows us to apply variable transformations to ensure that only this regime is chosen in
simulation. We have implemented in SPICE3 equivalent-circuit models of the two-level equations
that employ such transformations. Like the one-level model, our two-level implementation is valid for
alll = 0. Equation (2.5) was again used for the output p&yevhile the SCH and QW carrier den-

sities were transformed using

N, = NeexpEﬁkM_IH (2.45)
V.
N = 09 % O (2.46)

In this caselN, andNg, are the equilibrium carrier densities in the SCH and QWSs, respectively, while
n andn,, are the corresponding diode ideality factdfg.is the voltage across the QWSs. In reality,
any transformation which would limN to nonnegative values would have been sufficient, since this

variable is implicitly solved within the rate equations and is not directly related to any external cur-
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rents or voltages. A more realistic relation betwdkeandV,, could have been used, such as that
derived by considering the 2-D effects in the QW [2.30]. However, because this does not\'éstrict
nonnegative values, we chose the simpler expression of Eq. (2.46).

Fig. 2.8 illustrates the two-level circuit implementation, whose equations are obtained via
straightforward manipulations of the corresponding rate equations and transformations. Substituting

Egs. (2.5) and (2.45)-(2.46) into Eqs. (2.35)-(2.38) and rearranging we get

1N, N Ny, VacN
expddV iV _ M [e xpHavV.0_q J_ e_Rb(Nb)+WTaCt (2.47)

nkT D1kTDdt qvbarr Tcapt n]kTD capt emYbarr
quZ U qVW |:FIVW VbarrNb Nez[ U q Ne2
ex = exp 1} -—= (2.48)
WZkT D—lwszD dt capthVact Tem G] kTD Tem
~Ry(N) = 97 vy — I (m+ §)°
@I (m+ )°)
PO |—»
+ Do @ :
D2 I ¢
Bro TITWl
Vv Ron Con ——
=10 =21, [ By, By
L
n O —

low low2
‘< <> By B At —O B
Y ow Y

ntw| B
° pf A\

oV

* w1

Figure 2.8 Circuit-level implementation of the two-level QW-laser model with a single solution
regime.
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2

— N
2(m+ 5)%:] = m+ + ?WRWB(N) + NWrCVng(L(m+ 5)2

Tp

AS(m+ o))

(2.49)

Again, after additional rearrangement of the above equations and €ittna; Tcap{dVoar 2NAO,

= NiTerd AN Vact the final set of circuit equations are
=1l +lpy+lea +Bip =t
Ity = Ipy+leg

A1y = Iyt lpwe tlowe +Brp By

ltwa = lowe * lows

2rp‘i'j—r:‘+ m = B,,+B,,

2
Byr = (M+9)

qvbarrNe 0qVvQ
l,, = —2arr e HYL_q
b1 2r]ircapieXpD1kTD J

aVparNe nqvo 2chapt nqVvd
Ipy = b2 el gyplAV O o
D 2nircapt[eXthkTD nkT - ChkTddt

| = — qvbarrNe
C1 Cc2 2’7, Tcapt

quVactNez[ quw L
I = — L 8t = exper——n —1}
Dwl NiTom Ch, kTO

w2

— q NWVaCtNeZ exp

lowy = [expD M g g4 29%emg, 08V Epﬂq
Dw2 NiTem Ch,, kTH n, KT ' Lh,,kTH dt

| — | — qNWVaCtNGZ
Cwl = 'Cw2 —
niTem

(2.50)

(2.51)

(2.52)

(2.53)

(2.54)

(2.55)

(2.56)

(2.57)

(2.58)

(2.59)

(2.60)

(2.61)
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v
By = 2R, (6)17,) (2.62)
|
20N,V
By = TR (G r,) (2.69
|

B, = 2.64
st mnche g 9(m+ 5)2)(m+5) (269
NWnCVaCthC
Bo = e R Oolrin) (2.65)
B, = rpNWI'Cvgra(ez—lTWl)z(m+ 8- o (2.66)
AI(m+9)")

Here we have used the fact that= 0,111 andN = O,l ;. Note that in actual practice the gain and
gain-saturation terms should be replaced with expressions from Eqgs. (2.14) and (2.15), respectively.
These equations can be mapped directly into the circuit of Fig. 2.8 (DBd2, |,, and

|c> now describe charge-storage and carrier capture for the SCH carriersByhgpresents SCH
recombination anth,, accounts for carrier emission from the QWs1, DW2, |1, andl,,, repre-
sent charge-storage and carrier emission in the QWs, BhilandBg account for the effects of
recombination and stimulated emission, respectivahy #epresents carrier capture by the QWs.
Finally, the two circuits on the right describe the photon density dynamics and laser output power.

In Fig. 2.9, we give an example of a SPICE input deck that implements the circuit of Fig. 2.8
using the logarithmic gain and Channin’s gain-saturation term. Additional details can be found in
Appendix A. In addition to the parameters of Table 2.2, wiset2.2 x 18 cm, n= 2,Ng = 5.9 x
10° cm3, n,, = 2, andd = 0. We again have included3®inside the logarithmic term of the gain

expression. Examples of dc and transient simulations of the circuit are plotted in Fig. 2.10. The tran-
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* two-level laser model with logarithmic gain

ibias O p 10m ac 1
xlaser p 0 pf Itestl
rout pf 0 1e9

* *kkkkkkkhkk *kkkkkkk *kkkkkkkkk *kkkkkkk *kkkkkkk

.subckt Itestl p n pf

D1 p ntl dimod_lItestl

Icl p ntl 1.0246564e-13

VtlntlnO

D2 p n d2mod_Itestl

Ic2 p n 1.0246564e-13

Brb p ni=0.0117*i(Vt1)+0.02705297 1*i(Vt1)*i(Vtl)+

+ 0.0053935501*i(Vtl)*i(Vtl)*i(Vtl)

FlnpViwl1l

Dwl w ntwl dwlimod_Itestl

lcwl w ntwl 1.6655324e-12

Viwl ntwl 00

Dw2 w 0 dw2mod_ltestl

lcw2 w 0 1.6655324e-12

Brl w 0 i=0.088*i(Vtw1)+20.039238*i(Vtwl)*i(Vtwl)+

+ 614.64958*i(Vtwl)*i(Vtwl)*i(Vtwl)

Bs1l w 0 i=2.7571955*v(m)*v(m)*In(1e-60+114.84402*i(Viw1l)+
+ 26152.122*(Vtw1)*i(Vtwl)+802145.8*i(Vtwl)*i(Viwl)*i(Vtwl))/
+ (1+0.95928574*v(m)*v(m))

F20wVtl 4

RphmoO01

Cph m 05.518e-12

Br2 0 m i=(0*i(Vtw1)+0.00048982585*i(Vtwl)*i(Vtwl)+

+ O*i(Vtwl)*i(Vtwl)*i(Vtwl))/v(m)

Bs2 0 m i=0.67395059*v(m)*In(1le-60+114.84402*i(Vtwl)+
+ 26152.122*(Vtw1)*i(Vtwl)+802145.8*i(Vtwl)*i(Viwl)*i(Vtwl))/
+ (1+0.95928574*v(m)*v(m))

Bpf pf 0 v=v(m)*v(m)

.ends ltestl

.model d1mod_ltestl D 1s=1.0246564e-13 n=2

.model d2mod_ltestl D 1s=1.0246564e-13 n=2 tt=9e-11
.model dwlmod_ltestl D 1s=1.6655324e-12 n=2

.model dw2mod_ltestl D Is=1.6655324e-12 n=2 tt=8e-10

*kk *kkkkkkkkk *kkkkkkkkk *kkkkkkkkk *kkkkkkk *kkkkkkkkk

.dc ibias 0 50m 0.25m
.end

Figure 2.9 Example SPICE deck for the two-level QW-laser model.
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Figure 2.10 (a) Plot of LI curve generated from the circuit implementation of Fig. 2.8 using the

model parameters of Table 2.2. (b) Transient output power in response to an input current varying
between 10 and 12 mA with 100 ps rise and fall times.

sient curve is the output power of the laser in response to an input current varying between 10 and 12

mA with 100-ps rise and fall times.

2.5 Modeling of Junction Capacitance and Parasitic Effects

In order to complete the rate-equation-based models described in Sections 2.3 and 2.4, we
have augmented them with additional circuit elements that account for junction capacitance and para-
sitic effects. The inclusion of parasitics is particularly important, since they often place an ultimate
performance limit on many lasers [2.31]-[2.32]. Figure 2.11 illustrates the complete QW-laser equiv-
alent circuit including the cavity model, junction capacitance, and parasitics.

While the junction capacitance should only be important during reverse-bias operation, a rar-
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Parasitic Subcircuit
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p o MW= P
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Circuit

Figure 2.11  Complete QW-laser model including junction capacitance and parasitics.

ity for semiconductor lasers, we have included it in our models for the sake of completeness. We
describe this capacitance in exactly the same manner in which it is included in the standard junction
diode found in SPICE [2.33]. Essentially, below some critical volt&gex ¢,), the standard junc-

tion-capacitance formula can be used, while above this voltage, a linear expression is more appropri-

ate. The resulting equation for the junction capacit&hee

—m
_vore . V<FCxagq,

(2.67)
)+MD V=FCx @
@ - ?
(0]

whereC, is the zero-bias junction capacitangg.is the built-in junction potentiaim, is a grading
coefficient, and=C is a coefficient for the forward-bias formula. Typically, a value of 0.5 can be used
for my andFC [2.33].

Parasitics, meanwhile, can take on a variety of forms depending on the particular device in

question [2.31], [2.34], and can include both on-chip and packaging elements. Our models account
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for the on-chip effects via the general parasitic subcircuit shown in Fig. 2.11. In this Bgonddels
series resistance, while diodeg andDg account for any diode effects at additional heterojunctions
in the laser, particularly the cladding layer-contact layer interfaces [2.35]. Meanwhile, the internal
shunting circuit can be used to model a constant capaciggce parallel with the cavity. It could
also be used in place of the bias-depen@pmd model a constant junction capacitance. Finally, the
external shunting circuit can be used to account for additional on-chip parasitic resistance and capaci-
tance.

Fig. 2.12 illustrates four possible implementations of the external circuit that use various com-
binations of resistand®l and capacitandgl. Often, the simple shunting capacitance of Fig. 2.12(b)
is sufficient to account for on-chip shunting parasitics [2.34], while in other cases the series combina-
tion of R1-C1 in Fig. 2.12(c) is more appropriate [2.31]. The pure resistive parasitic of Fig. 2.12(a) is

included for completeness, but will generally not be used.

P nl1
+
ish ish
R1 ¢
p Po p V3 Lp1
shl -
R1 cl p— —

R1 Cl —— sh?

ni2
Cl +

O sh3 V3

n n n _ V4 Lp2

(c)

@ (b)

-
O
]

(d)

Figure 2.12  Parasitic external shunting circuits: (a) resistance, (b) capacitance, (c) RC circuit, and
(d) distributed-RC network.
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In some situations, the complex circuit of Fig. 2.12(d) may be necessary in order to properly
account for distributed-RC effects in the device, namely frequency-dependent resistance and capaci-

tance. This circuit implements tiRd-C1 combination of Fig. 2.12(c) whd®l andC1 are described

using [2.31]:
3.2
R 22RC
Rl = =— 2.68
3 945 ( )
C1 = C — (2.69)
1+ sz C
45

whereR andC are total resistance and capacitance [2.31]waisdhe modulation frequency in rad/s.
Because it is not possible to define frequency-dependent resistance or capacitance in SPICE, we
instead translated (2.68) and (2.69) into the circuit of Fig. 2.12(d) @Wlng R/3, C1 = C,
Lp1 = REC/45, andp, = 2RC21.

While the various parasitics described in this section provide a good basis for modeling para-
sitic effects in a semiconductor laser, the user is free to modify them as necessary on a device-by-
device basis. As we shall see in the next section, it is sometimes necessary to use such variations ir

order to fit our models to experimental data.

2.6 Parameter Extraction from Experimental Data

As the discussion of Sections 2.3 and 2.4 demonstrates, our QW-laser models exhibit
improved numerical solution characteristics in the form of a unique solution regime during dc simula-
tion. An equally important issue, however, is their ability to reproduce the operating characteristics of
actual devices. Because the models are targeted for the design and simulation of optoelectronic appli-

cations, it is critical that they can represent the lasers used in these designs. Thus, in this section, we
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review the extraction of the two-level QW-laser model parameters from two experimental devices,
with the logarithmic gain and Channin’s gain-saturation term having been used to model the gain. The
first laser is an AlGaAs/GaAs/InGaAs edge-emitting buried heterostructure (BH) laser with cleaved
facets. The second is a ridge-waveguide (RW) AlGaAs/GaAs/InGaAs edge-emitter with mirrors
formed by a distributed Bragg reflector (DBR) and a cleaved facet [2.36]. These devices were fabri-
cated in J. Coleman’s semiconductor laser laboratory at the University of lllinois, and subsequently
characterized by G. Papen’s research group. Below, after discussing our parameter-extraction method-

ology, we present a comparison of simulated and experimental results for each device.

2.6.1 Extraction methodology

The fitting of our model to an actual laser first requires the measurement of various device
operating characteristics, including a light-current (LI) curve, a current-voltage (V) curve, and small-
signal modulation responses at different biases. We can then extract model parameters from this date
via numerical optimization techniques. Starting with an initial set of model parameter values, a simu-
lation is generated corresponding to each measured laser characteristic. A new set of parameters is
then determined which reduces the total error between simulation and experiment. This process is
repeated until the error is minimized. For the two devices presented here, we performed this numeri-
cal optimization via CFSQP (C code for feasible sequential quadratic programming), developed by
Lawrenceet al. at the University of Maryland [2.37].

Because the success of the numerical optimization can depend heavily on the initial parameter
values, it is critical that we use a good initial guess. Often, this is not easy due to the absence of
detailed device information such as geometry and composition. However, because we had access tc

such information for the two devices presented here, we were able to make theoretical estimates for
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most of the model parameters, which we then used as a starting point for numerical optimization.
Below, we give a general overview of how the various estimates were made.

First, based on details of the device structure and fabrication, we calculated the geometry-
dependent parameters, namely the quantum-well and barrier-layer volumes. Cavity length, SCH
width, and QW width were retained for additional calculations of band structure and other parame-
ters. Next, we determined various material parameters, such as carrier effective masses. While most
of them are not directly incorporated into our models, they were necessary for determining the
remaining model parameters. First, reported values from the literature were used to determine the
guantum-well effective masses [2.38], barrier-layer effective masses [2.39], and diffusion coefficients
[2.40]. Quantum-well bandgap values were estimated based on simple calculations taking into
account strain [2.39], while the barrier-layer values were taken from the literature [2.39]. The conduc-
tion and valence band discontinuities between the quantum wells and barrier layers were determined
based on a 60%-40% partition of the bandgap discontinuity [2.41], [2.42]. The quantum-well subband
locations were then determined using straightforward square-well-potential calculations [2.43].
Reported values were used for the core and cladding refractive indices of the optical cavity [2.39],
[2.44]. Finally, the QW and barrier-layer equilibrium carrier densities were calculated numerically
[2.45].

Next, we determined values for the gain, loss, and recombination parameters. The values of
the gain coefficienG, [2.16] and gain-saturation factef2.46]-[2.48] were based on reported values
in the literature. The transparency denslty on the other hand, was calculated analytically based on
the Bernard-Duraffourg condition [2.49]. The recombination paramafdsC, Ay, By, andCy, were
estimated from reported values [2.50], [2.51]. After setting the spontaneous emission coupling coeffi-

cientsf35 and - equal to zero, we obtained a crude estimatgfdrased loosely on the theoretical
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formulation of Petermann [2.52].

We then determined values for the various modal parameters in the model, spegifiCally
Vg Tp, @andne. The wavelengtih was determined from the quantum-well bandgap calculations men-
tioned above. The confinement facfqrand group velocityy, were obtained via calculations of the
laser’s optical waveguide using the effective-index method [2.39], while the photon lifgtiamel
output-power coupling coefficiemf, were calculated [2.29] based on estimates for the laser’s internal
loss [2.53] and mirror reflectivities. We used Fresnel-reflectivity [2.54] and distributed-mirror calcu-
lations [2.29] for the facet and DBRs reflectivities, respectively.

Finally, we determined values for the carrier transport paramgtgendrc,p,y as well as the
current injection efficiency);. Thermionic emission theory was used to estimate valuegf$2.19],
[2.55]. On the other handg,, Was estimated from reported values of QW capture times [2.56] and

calculated values for the SCH diffusion time [2.19].

2.6.2 Discrepancy between theoretical and measured modulation responses

Before presenting the results of using the above methodology on our two devices, there is an
important issue to consider when dealing with measured small-signal modulation responses. The typ-
ical measured modulation response reported in the literature corresponds to a measurement of the
microwave modulation respons®; [2.32], [2.34]. The theoretical response, on the other hand, usu-
ally is related to a laser’'s small-signal transfer funclign.e., the ratio of the small-signal output
power to the small-signal input current [2.29]. In general, one must properly account for the source
impedance [2.31]. Thug; andS;; are not equivalent; therefore, care must be taken when fitting a
measured modulation response to a simulated one.

The obvious method of accommodating this difference is to conspatdatedS,; curves to
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the measured data [2.34], [2.57]. However, it is often easier to sinTylattead ofS,;. In this case,
as we show in Appendix B, it is possible to relate the two. If we assum&ads)-setup, thed,;

can be expressed as

— 2Tf
21 = Z;, +50

(2.70)

wherez,, is the laser’s input impedance. From (2.70), we seeShas proportional to the transfer
function of the laser as if there were a@@arasitic resistance in parallel with its electrical terminals.
Thus, as an alternative to (2.70), we could simulate the laser with an additiddaeS¥tance across

the input terminals and normalize the calculated transfer function [2.57], thereby providing us with
simulated values of normaliz&g}, data. We could then compare this data with measurements, also

normalized. In either case, we can properly account for the discrepancy b&jaads,;.

2.6.3 Buried-heterostructure semiconductor laser

Using the approach outlined above, we began our parameter extractions using data from an
AlGaAs/GaAs/InGaAs edge-emitting BH laser with cleaved facets. As illustrated in Fig. 2.13, this
laser was grown on a GaAs substrate and consistsygfBéy 40As cladding layers, 1050-A and
1150-A GaAs SCH layers, and an 85-A 1aGa, -As quantum well. The cavity length and width
were 560 and @m, respectively. This device was characterized under dc conditions and small-signal
modulation, with modulation responses measured at biases of 11-30 mA.

After the determination of an initial set of the cavity model parameters from this data, and
subsequent attempts to numerically optimize these values, we realized that in addition to the two-level
cavity model, parasitic circuit elements were necessary to fully describe the laser's modulation

response. The complete circuit that we adopted is illustrated in Fig. 2.14. As we can see, the parasitic
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section is a modified version of that presented in Section 2.5; series-diode effects and part of the

series resistance are placed externally to a combination of shunting capacitance and series resistance

This variation eliminates the bias-dependent impedances of the diodes from contributing to the small-

signal transfer function of the laser.

Using the configuration of Fig. 2.14, we were able to optimize the model parameters and
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obtain some reasonable agreement between modeled and experimental LI, IV, and modulation
response data. In addition to the final set of intrinsic model parameters given in Table 2.3, we deter-
mined the following parameters for the parasitics (whgre andn; , denote the saturation currents

and ideality factors, respectively, of diodeg andDg): Rs = 2.294Q, Ry, = 6.937Q, | = 2.967

mA, n; = 1.109l = 2.328 mAn, = 1.125, andC; = 48 pF. Figure 2.15 shows a comparison of sim-
ulated and experimental LIV data, while Fig. 2.16 depicts the magnitudes of the simulated and mea-
sured small-signal modulation respons8g)(at bias currents of 11, 12, 14, 15, 16, 17, 19, 21, 25,
and 30 mA.

Clearly, the simulated and experimental LIV data compare very well with each other out to

Table 2.3 Extracted intrinsic model parameters for the BH laser.

Parameter Value Parameter Value

N 0.887 Ap 1.695 x 18 s1

A 1.036um By 1.295 x 10'% cm¥s
Ny 1 Cp 1.000 x 10%° cnP/s
Vact 3.859 x 104" m3 Ba 0

Ie 0.0325 Bs 4781 x 10°

Vor 8.931 x 16 m/s Bc 0

s 4.391 ps Vbarr 5.251 x 106 m3
Ne 0.389 Teapt 18.53 ps

No 1.222 x 168 cm® Tem 5.407 ps

Go 2291 cnit Ne 2.642 x 16 cm®

£ 1.383 x 10t cm® n 1.943

A 1.063 x 18 s? Neo 1.29 x 1§ cm’®

B 1.562 x 100 cm¥s M2 2

c 1.625 x 107 cnf/s
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~25 mA. However, at higher currents not shown here (near 60 mA), the experimental LI curve begins
to roll over, presumably due to thermal effects. Because our model assumes a constant device temper
ature, it was not able to capture this behavior, but it still works well over the current range shown in
Fig. 2.15.

We were not able to obtain a similar level of agreement i®thdata, as can be seen in Fig.
2.16. In particular, at the lower biases of 11 and 12 mA, the curves do not match well at all, with the
simulation at 12 mA exhibiting a resonance peak not seen in the experimental data. At higher biases,
the correspondence between simulation and measurement begins to improve, with the location of the
resonance peaks in the simulated and measured curves showing good agreement at biases above !
mA. However, the magnitudes of these peaks only exhibit a close match at currents near 21 mA. One
of the major sources of discrepancy between the simulated and experimental curves is most likely the
kink exhibited in many of the measur8g curves at frequencies below resonance. This discontinu-

ity, conjectured to possibly be due to multimode effects [2.57], significantly impaired the ability of
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Figure 2.15 Comparison of simulated (lines) and experimental (points) (a) LI and (b) IV data for
the BH semiconductor laser.



51

our model to accurately match the measurements. However, despite these limitations, the model is
still able to capture the general trends in the data, with the worst discrepancy corresponding to the

modulation responses at resonance.
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2.6.4 DBR semiconductor laser

The second laser from which we extracted model parameters is a ridge-waveguide AlGaAs/
GaAs/InGaAs edge-emitting laser with both DBR and cleaved-facet mirrors. As Fig. 2.17 shows, the
device consists of AlsdGay 40As cladding layers, 800-A GaAs SCH layers, and a 75-A
Ing 2dGay 72As quantum well. The cavity length and ridge width were 500 apth4respectively.
Again, we were provided with both dc and small-signal modulation data for this device.

As we did with the BH laser, we again utilized a modified equivalent circuit to account for
parasitics. Figure 2.18 depicts the complete model, where we replaced the cap&gitartag. 2.14
(p. 48) with a series combination of resistaRgeand capacitancg;. The addition oR; is required
to help improve the fit of the modulation responses at frequencies just below resonance. Using this
circuit, we completed the parameter extraction from the provided data and obtained the final set of
intrinsic model parameters shown in Table 2.4. In addition, we used the following parameters for the

parasiticsR; = 0.225Q, Ry, = 26.69Q, I; = 1.518 mAn; =4.162], = 2.151 mAn, = 3.598R; =

We =4 pm [«
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Figure 2.17  Device structure of the AlIGaAs/GaAs/InGaAs DBR laser.



53

Rs Dsl DSZ R32
p O~ \\WW—D AVAVAVAV A
Rq
Cl —
noO
Figure 2.18

two-level

intrinsic
cavity
model

Complete QW-laser model used to fit the DBR laser.

Table 2.4 Extracted intrinsic model parameters for the DBR laser.

Parameter Value Parameter Value

i 0.558 Ay 4.661 x 18 s?

A 1.016um Bp 4.625 x 1000 cm/s
Ny 1 Co 0.987 x 16¢° cnf/s
Vact 1.445 x 10" m® Ba 0

Ie 0.0301 Bs 1.391 x 10°

Vgr 7.559 x 16 m/s Bc 0

Tp 1.900 ps Vbarr 1.126 x 10 m®
Ne 0.720 Tcapt 13.27 ps

No 1.12 x 188 cm® Tem 8.244 ps

Go 2709 cmt Ne 1.984 x 16 cm®

£ 1.877 x 10 cn® n 2.041

A 1.048 x 16 st Nep 4.47 x 18 cm3

B 1.811 x 10 cm’s M2 2

C 1.929 x 16%° cnf/s
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3.8Q, andC, = 20 pF.

Comparison of simulation and experiment reveals that parameter extraction for this device
was slightly more successful than for the BH laser. Figures 2.19 compares the simulated and experi-
mental LIV data, while Fig. 2.20 compares the simulated and experimental normalized modulation
responsesy,,) at biases of 10-21 mA. As we can see, while the IV fit is excellent, the LI characteris-
tic exhibits a noticeable mismatch in the threshold current and slope efficiency, especially near thresh-
old. Furthermore, though not shown here, our model again cannot capture rollover in the LI data at
currents above 35 mA. The simulated and measured modulation responses, on the other hand, shov
fairly good agreement across nearly the full range of bias currents, with the most noticeable discrep-
ancy at 10 and 11 mA. Also, at the higher biases, the magnitude of the simulated resonance peak

begins to deviate from the experimental value. In all likelihood, this error would continue to increase
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Figure 2.19 Comparison of simulated (lines) and experimental (points) (a) LI and (b) IV data for
the DBR laser.
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with bias, suggesting that the model parameters are applicable only over the range of operating condi-

tions in the measured data. It should also be noted that while the normalized curves compare very

well with each other, the exact curves would exhibit an additional error of roughly 20% due to the

mismatch in the LI curves’ slope efficiencies. This highlights the need for an improved fit of the LI
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data. Another option is to scalg at the expense of introducing additional error into the power levels

of the simulated LI curve.

2.6.5 Discussion

While we were able to obtain reasonable agreement between experimental and simulated
device characteristics, it was not without some difficulty. First, as discussed before, it is critical that
the initial estimate of the model parameters provides the numerical optimization process with a good
starting point. Even so, we observed that a large number of attempts was necessary to obtain the final
set of parameters for both the BH and DBR lasers. Furthermore, much of this process involved trial
and error in an effort to coax the optimization routines into improving upon previous solutions.

Part of this problem is due to the difficulty of identifying an appropriate circuit representation
of parasitic effects in a given device. Measurement of device impedance via exper8pecitatrac-
teristics would certainly help alleviate this difficulty, since the optical cavity can typically be approxi-
mated as a short circuit in this case [2.31]. Parasitics can then be extracted based on the device
impedance values [2.31], allowing the model parameters specific to the rate equations to be extracted
from LI andS,; data. The resulting reduction of fitting parameters generated during numerical opti-
mization would certainly increase the chances of convergence to a final and accurate solution.

The biggest difficulty that we encountered, however, is the limited range of operating condi-
tions over which the extracted model parameters reproduce experimental device characteristics. Obvi-
ously, the inclusion 08, data would help provide additional constraints whereby an improved fit
could be obtained during parameter optimization. However, abnormalities in the experimental data,
such as the kinks seen in the BH laser’s modulation response curves, would continue to hinder the

extraction process, since our models are not capable of exhibiting this behavior; the same can be said
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of the rollover in the measured LI data. Furthermore, as the results for the DBR laser demonstrate,
even for “normal” device characteristics, the correspondence between simulation and experiment
eventually begins to break down, especially at the boundaries of the experimental data. This limited
range of validity for a given set of extracted model parameters could be addressed by additional
research into more robust rate-equation-based models which can not only accurately match a given
set of experimental data, but also replicate device performance outside of the range of characterized
operating conditions. In the absence of such improvements, however, a particular device should be
fully characterized at least over its intended range of operation, thereby permitting our model to accu-

rately represent it in simulation.

2.7 Conclusions

In this chapter, we showed that the rate-equation-based laser model with a linear gain-satura-
tion term proposed in [2.6] has limitations in circuit simulation due to the persistence of multiple non-
negative solution regimes during nonnegative current injection. To address this issue, we applied rig-
orous analysis to demonstrate that one- and two-level rate-equation-based QW-laser models using
gain-saturation terms as proposed by Channin and Agrawal do not suffer from this problem and do
indeed have a unique nonnegative solution regime. In fact, it is possible to generalize the approach to
any gain-saturation term of the form %S ™ where 0< p < 1. After discussing the implementation
of the models in SPICE, we then presented an overview of the method for including parasitic effects.
Finally, we investigated the extraction of model parameters from experimental data, and presented
results for two different edge-emitting semiconductor lasers. While simulation results exhibited rea-
sonable agreement with experiment, they also demonstrated the need for continued investigation into

the application of our models to actual devices.
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CHAPTER 3

A SIMPLE THERMAL VCSEL MODEL

3.1 Motivation

3.1.1 \Vertical-cavity surface-emitting lasers

Rate-equation-based laser models such as those presented in Chapter 2 have traditionally beer
geared towards edge-emitting semiconductor lasers. However, in recent years a different type of semi-
conductor laser has attracted considerable interest, namely, the vertical-cavity surface-emitting laser
(VCSEL). This device offers many advantages over edge-emitters, resulting in its growing popularity
in the field of optoelectronics, including single-longitudinal-mode operation, circular output beams,
suitability for monolithic two-dimensional integration, and compatibility with on-wafer probe testing
[3.1].

Today'’s typical VCSEL has the general device structure illustrated in Fig. 3.1. As we can see,
an optical cavity is formed along the device’s growth direction, i.e., perpendicular to the plane of the
wafer on which the VCSEL is grown. Distributed Bragg reflectors (DBR) form the cavity’s mirrors,
while the cavity itself is comprised of spacer layers and a QW-based active region. Depending on the
specific device structure, the optical output can be taken from the top or bottom of the VCSEL. The
many advantages of VCSELSs can be related to this simple design. First, because the cavity length is
typically very short, the correspondingly large mode spacing limits the optical output to a single lon-
gitudinal mode [3.1]. Second, a VCSEL's planarity allows symmetric transverse cross sections,
thereby resulting in circular output beams [3.1], [3.2]. This feature, a significant improvement over

the elliptical beams exhibited by edge-emitters [3.2], is particularly attractive since it improves cou-
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Figure 3.1 Illustration of a generic VCSEL structure: (a) cross-section, (b) wafer-level view.

pling of the optical output to a fiber [3.3]. Planarity also results in other important advantages, includ-

ing support for on-wafer probe testing, two-dimensional integration of VCSEL arrays [3.1], and the

ability to limit device area to a particular spot size [3.3]. Finally, because of their small volume,

VCSELSs should ultimately have relatively high modulation bandwidths [3.4].

One of the first VCSELSs reported in the literature was a GalnAsP/InP design fronetSdda

[3.5], which did not yet include DBR mirrors. Since then, the past two decades have seen a remark-

able level of progress in VCSEL designs. Current devices can be broadly classified into four catego-

ries [3.2], [3.4]: etched-mesa, buried-heterostructure (BH), proton-implanted, and oxide-confined

VCSELSs. Figure 3.2 illustrates examples of each of these designs [3.2], [3.4].

In the etched-mesa, or air-post, VCSEL of Fig. 3.2(a), optical confinement is provided via



65

/V
contact
E'\

_ DBRs
active regrown
region material
(a) Etched-Mesa VCSEL (b) Buried-Heterostructure VCSEL

proton
implant

oxide
aperture

= ==

(c) Proton-Implanted VCSEL (d) Oxide-Confined VCSEL

Figure 3.2 Typical VCSEL structures.

index-guiding from the semiconductor-air interface. The mesa is sometimes surrounded by polyimide
[3.6] in order to facilitate electrical contact and testing [3.7]. While etched-mesa VCSELSs have been
studied extensively in the literature [3.6], [3.8], they possess a number of disadvantages. In particular,
side-wall surface recombination and poor heat dissipation [3.2] both place limits on the device perfor-
mance.

Buried-heterostructure VCSELSs, such as the one depicted in Fig. 3.2(b), are alternative index-

guided devices which possess a number of attractive features, particularly carrier and optical confine-
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ment in the same laser [3.4]. While BH designs have been reported [3.1], [3.9], they continue to enjoy
limited success due to various fabrication issues, specifically regarding epitaxial regrowth [3.4].

Another common VCSEL design is the proton-implanted structure of Fig. 3.2(c). Unlike the
index-guided etched-mesa and BH lasers, proton-implanted VCSELS’ optical waveguiding is due to
gain-guiding and thermal lensing [3.2], [3.4], with the implant providing current confinement [3.2] to
maximize current flow through the center of the active region. Proton-implanted VCSELs with
thresholds on the order of a few mA have been reported [3.10]-[3.11]. Despite their popularity, these
devices, as noted above, can exhibit thermal lensing effects [3.2] due to the lack of index-guiding.
Consequently, in some cases the threshold current during pulsed operation can actually exceed the cw
value [3.12].

Finally, the oxide-confined VCSEL depicted in Fig. 3.2(d) has been the focus of a great deal
of research in recent years [3.2]. Selective oxidation of a semiconductor layer near the active region
results in a dielectric aperture which yields index guiding and current confinement [3.2]. These
devices have exhibited some of the best VCSEL performance to date, including sub-mA threshold
currents and modulation rates as high as 20 GHz [3.13]-[3.15].

Various efforts have been made to optimize the basic VCSEL structures described above. For
example, placement of the active-layer quantum wells at the peak values of the cavity’s standing-
wave pattern can result in an increased longitudinal confinement factor, and therefore improved gain
[3.16]. This “periodic gain structure” has also been used to improve the generation of femtosecond
pulses in mode-locked VCSELs [3.17]. Another improvement has been the introduction of wafer
fusion, whereby semiconductor layers from different material systems can be bonded together [3.18].
One obvious advantage of this approach is the ability to use AlGaAs DBRs in conjunction with a

long-wavelength InGaAsP active layer [3.18]; corresponding InGaAsP-based mirrors would require a
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significantly larger number of layers and therefore result in higher device resistance [3.7].

Despite the obvious advantages of VCSELs over edge-emitters, they are not without their
drawbacks. In fact, they exhibit a number of undesirable features which, while present in edge-emit-
ters, are considerably more pronounced in VCSELs. The most recognized limitation of a VCSEL's
performance is its thermal behavior. Due to their poor heat dissipation and the large resistance intro-
duced by their DBRs [3.19], typical VCSELs undergo relatively severe heating, and consequently can
exhibit strong thermally dependent behavior. For example, as noted above, thermal lensing in gain-
guided devices can yield considerable differences between cw and pulsed operation, as well as alter
the emission profile of the laser’'s optical modes [3.12]. The most important effect, however, is exhib-
ited in a VCSEL's static LI characteristics. First, analogous to edge-emitters, VCSELSs exhibit temper-
ature-dependent threshold current. Second, because device temperature increases with injection
current, the output power eventually rolls over and begins to decrease, thereby limiting a device’s
maximum cw output [3.12].

Another problem with VCSELSs is spatial effects, including multitransverse mode operation
and transverse variation of the active-layer carrier distribution. For example, multimode operation is
possible due to the existence of higher-order transverse modes [3.20]. Carrier diffusion and spatial
hole burning can also be a factor, further limiting a VCSEL's performance by contributing to mode
competition [3.21] and secondary pulsations in the turn-off transient [3.22].

In an effort to reduce the role of temperature and spatial mechanisms on a VCSEL's operating
characteristics, many researchers have proposed novel device designs. Because the temperatur
dependence of the threshold current is due largely to the thermal shift of the gain peak relative to the
emission wavelength, Yourgt al.[3.6], [3.23] proposed a gain-offset VCSEL in which the gain is

deliberately blue-shifted relative to the emission wavelength at room temperature. As the temperature
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increases, the gain peak actually aligns with the emission wavelength, thereby allowing the laser gain
to remain relatively constant over a larger range of temperatures. Another solution to the thermal
problem involves the use of junction grading in the DBRs [3.2]; the subsequent reduction in series
resistance leads to lower heat dissipation. Alternatively, the series resistance, at least in one of the
mirrors, can be avoided altogether via the use of intracavity-contacted VCSELs [3.24]. Multimode
effects, meanwhile, have been addressed in a variety of ways. For example, spatial filtering [3.25] and
inclusion of antiguiding layers [3.26] have both been proposed as methods for extending the range of
single-mode operation in VCSELSs. Unfortunately, while all of the above efforts have certainly been
successful in improving the state-of-the-art in VCSEL design, undesirable thermal and spatial behav-

ior continues to play an important role in VCSEL operation.

3.1.2 The need for a simple thermal VCSEL model

Clearly, in order to effectively design optoelectronic applications incorporating VCSELSs,
appropriate models are required which account for thermal and spatial effects. While we present a
comprehensive model of this behavior in the next chapter, here we will consider VCSEL models
which can model the major thermal effects, namely the LI characteristics’ temperature-dependent
threshold current and output-power rollover identified above. The majority of such models to date
have been largely numerical in nature, making use of detailed multidimensional analysis for the
description of VCSEL thermal behavior. For example, Nakwaski and Osinski have developed exten-
sive two-dimensional models of thermal heating [3.27], while other researchers have incorporated
finite-element analysis of thermal effects into their comprehensive VCSEL simulations [3.28]-[3.30].
While these models are accurate, they are also computationally intensive. As discussed in Chapter 1,

this feature makes them unattractive for the computer-aided design of optoelectronic systems, which
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are typically composed of many photonic and electronic components. For example, multichannel
optical links [3.31] and smart pixel systems [3.32] require 1- and 2-D VCSEL arrays. Furthermore,
system design often requires a large number of simulations for design optimization and verification.
For example, the design of drive circuitry for a VCSEL may require many iterations to determine
optimal transistor topology and sizing. These cases clearly require less-complicated VCSEL models.

Models have been developed which can be used to simulate the static LI characteristics with-
out resorting to complicated multidimensional analysis. S. Et¥l. utilized a thermal rate equation
in conjunction with device-parameter temperature dependencies to augment a rate equation descrip-
tion of VCSELs [3.33]. Similarly, Y. Set al. implemented a simplified static model which also
makes use of temperature-dependent model parameters [3.34]. However, these models still require a
description of the thermally dependent mechanisms in the VCSEL, such as the gain. Even though
these models are applicable to circuit-level simulation, we are primarily interested in a simpler
approach to modeling the effects of temperature on the dc operating characteristics. Unfortunately,
while simpler models of a more empirical nature have been applied to LI characteristics at individual
ambient temperatures [3.19],[3.35], they are limited to dc simulation. Thus, to the best of our knowl-
edge, there exists a need for an extremely simple thermal VCSEL model which, in addition to model-
ing basic laser behavior under dc, small-signal, and transient operation, can inherently describe static
LI characteristics over a range of ambient temperatures without resorting to detailed descriptions of
the thermal physics. Such models would significantly simplify the optoelectronic system-design pro-
cess.

In this chapter, we present such a VCSEL model [3.36] based on the standard laser rate equa-
tions. By introducing a thermally dependent offset current into these equations, we are able to model

in a simple manner the temperature-dependent threshold current and output power roll-over at differ-
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ent ambient temperatures, while retaining the ability to simulate ac and transient behavior as well.
After discussing in Section 3.2 the basis for our model and its implementation in conventional SPICE-
like simulators, we present in Section 3.3 comparisons of simulation to measured data for three

devices reported in the literature. Final conclusions are presented in Section 3.4.

3.2 Model Development

3.2.1 Thermal physics

The strong thermal dependence of VCSELs can be attributed to a number of mechanisms.
While Auger recombination [3.37] and optical losses such as intervalence band absorption [3.38] can
play a role in the thermal behavior, the majority of effects during static, or cw, operation are due to the
temperature-dependent laser gain and carrier leakage out of the active region.

First, as its temperature increases, a VCSEL's gain spectrum broadens and its peak location
shifts to longer wavelengths. The device’s emission wavelength also increases with temperature,
though considerably less than the gain peak [3.39]. Consequently, depending on the initial location of
the gain peak relative to the wavelength, the laser gain will either decrease or increase with tempera-
ture as the gain peak and wavelength become more or less mismatched [3.39]. In fact, an optimal
value of temperature should exist in which the mismatch is eliminated to achieve a minimum thresh-
old gain, as has been observed experimentally [3.39].

Second, thermal leakage of carriers out of the active region can lead to a reduction of injection
efficiency, which contributes to a VCSEL's thermal roll-over [3.8]. As the device temperature rises,
the position of the active-layer's Fermi levels increases relative to the bandgap. Consequently, the
active-layer becomes increasingly incapable of confining carriers. The resulting leakage can be mod-

eled as a function of carrier density and temperature [3.8]. Because of the carrier-density dependence,
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spatial hole burning can result in further reduction of the injection efficiency [3.8].

All of these mechanisms affect the static LI characteristics by essentially making a VCSEL's
differential efficiency and threshold current functions of temperature and carrier density. Thus, we
could model a VCSEL's above-threshold LI curves ustpg n(T)(I —1(N,T)), whereP, is the opti-
cal output power is the injection currenty(T) is the temperature-dependent differential slope effi-
ciency, and,(N,T) is the threshold current as a function of carrier nuriband temperaturé [3.8].

To simplify this expression, we first assume that the slope efficiency’s temperature dependence has a
minimal impact on the output [3.28]. Furthermore, by neglecting the effects of spatial hole burning
[3.34], we can assume that the threshold current is solely a function of temperature. Thus, we can
describe LI curves over a range of ambient temperatures using a constant slope efficiency and a tem-
perature-dependent threshold current [3.12]. This approach is analogous to the one taken in modeling
edge-emitters, where the threshold current is proportionexg@/T,) and T, is the characteristic
temperature [3.7]. In the case of VCSELSs, the temperature dependence not only results in the non-
monotonic thermal dependence of the threshold current, but also in the output-power rollover at ele-
vated temperatures.

We could account for this dependence by describing key VCSEL parameters themselves as
functions of temperature, in particular the laser gain [3.33],[3.40]. However, this approach requires a
description of the thermal physics in the device. Because we want a simple model which avoids such
details, we instead opt to partition the thermal threshold current into a constant value of threshold cur-

rently,, plus an empirical thermal offset currégi(T) [3.41]. This results in the expression
Py = Nl =li0=101(T)) (3.1)

For simplicity, we choose to model the offset current using a polynomial function of temperature. Ini-
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tially, a quadratic expression seemed appropriate [3.41], but we soon realized that higher-order terms

were necessary. Thus, we use

loif(T) = ag+a,; T+ a2T2 + a3T3 + a4T4 (3.2)
where the coefficientag-a, can be determined during parameter extraction. All static thermal effects
are now accounted for via the offset current, thereby circumventing the need for a more detailed
approach. Because (3.2) is not exclusively an increasing function of temperature, it should be able to

capture both the general temperature dependence of a VCSEL's threshold current and the rollover in

the LI characteristics.

3.2.2 Rate-equation-based model with a thermal offset current

Certainly, (3.1) and (3.2) could be used to directly simulate a VCSEL's LI characteristics, an
approach that essentially amounts to a simple curve fit. However, like earlier empirical models [3.19],
[3.35] which only focus on dc behavior, this approach would not permit small-signal and transient
simulation of VCSELSs, critical elements of optoelectronic system design. Fortunately, it is well
known that the simple above-threshold LI curve describe&boy n(l —Iy,) can be implemented
using the standard laser rate equations [3.7]. Thus, by introducing the offset current into these rate
equations through an empirical fit to experimental data, we will be able to model LI curves at differ-
ent temperatures as well as take advantage of many of the desirable properties of the rate equations, i
particular the ability to model non-dc behavior such as small-signal modulation. The modified rate

equations are

Mi(l=1o(T) N Go(N-N,)S
q T, 1+&S

dN _
= (3.3)
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ds S w_I_GO(N_NO)S

34
dt T T 1+e&S (34)

n
whereSis the photon numbeun; is the injection efficiencyr, is the carrier recombination lifetime,
G, is the gain coefficient, is the carrier transparency numprr,is the photon lifetimep is the
spontaneous emission coupling coefficient, amsl the gain-compression factor. The optical output
power can be described usiRg = kS[3.41], wherek is a scaling factor accounting for the output-
power coupling efficiency of the VCSEL. These equations, along with (3.2), comprise the bulk of our
model. As we shall see shortly, despite its simplicity, the introduction of the offset current into (3.3) is
an extremely effective means for including the thermal dependence of a VCSEL's LI characteristics.
However, we still need expressions for the temperature and current-voltage characteristics of the
device. Equations (3.5)-(3.6) below accomplish this task.

First, while it is certainly possible to adopt detailed numerical representations of the VCSEL
temperature profile as a function of the heat dissipation throughout the device [3.42], a much simpler
method is to describe the temperature via a thermal rate equation which accounts for the transient

temperature increase as a result of heat dissipation [3.33], [3.37]. Following this approach, we use

.
T = TO+(IV—PO)Rth—Tth% (3.5)

whereRy, is the VCSEL's thermal impedancg, is a thermal time constar, is the ambient temper-

ature, and/ is the laser voltage. Under dc conditions,d&lt term disappears; thus, from the result-

ing equation it is clear that\( — P;) models the power dissipated in the VCSEL, where we assume
that any power not carried in the optical output is dissipated as heat in the device. The thermal time
constant is necessary to account for the nonzero response time of the device temperature, and ha

been observed to be on the order p13.12].
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The current-voltage (V) relationship, meanwhile, can be modeled in great detail based on the
diode-like character of the VCSEL. However, for simplicity we have elected to represent the voltage
across the device as an arbitrary empirical function of current and temperature using

V= f(I,T) (3.6)
By introducing a capacitor [3.41] or other parasitic components in parallel with this voltage, we can
account for the complete electrical characteristics of the VCSEL. The advantage of this approach is
that the specific form of (3.6) can be determined on a device-by-device basis. For example, in some
cases, a relationship which accounts for a resistance in series with a diode may be most appropriate

[3.41], such as
_ 1O
v_|@+wm%+@] (3.7)

whereR; is the series resistandé; is the diode’s thermal voltage, aids the diode’s saturation cur-
rent. In other cases, a polynomial function of current and temperature [3.8] such as

V = (by+ b, T+b,T? +...) dCy+ gl +C,o1 7 +...) (3.8)
may work better, wherby-b, andcy-c, are constants. If we use experimental IV data to help deter-
mine all of the other model parameters first, then the exact form of (3.6) can be determined at the very
end of parameter extraction for a specific device. Thus, this simplified approach not only allows the
voltage’s current and temperature dependence to be accurately modeled, but also permits the optica
and electrical device characteristics to be largely decoupled from one another, thereby simplifying the

extraction of model parameter values from experimental data. Note that in the presence of parasitics,

(3.5) should be modified such that it depends on the total device curreint, not
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3.2.3 Model implementations
Because one of our goals was to be able to use our model in the computer-aided design of
optoelectronic systems, we have implemented (3.2)-(3.6) in a number of SPICE-like simulators,
including HSPICE [3.43] and Analogy’s SABER [3.44]. As desired, this approach permits VCSELs
to be simulated in conjunction with electronic components, such as laser drivers, and other optoelec-
tronic devices for which circuit-level models already exist. Below we discuss each implementation.
The HSPICE implementation relies on transformation of the model equations into an equiva-
lent subcircuit representation as described in [3.45] and [3.46]. First, in order to improve the conver-
gence properties of the model during simulation, we transfoffgeidto a new variabley,, via
P, = (Vi + 9)% andN into v, via N = zv,, [3.41], whered andz, are arbitrary constants. Because of
the nonlinear character and multiple solution regimes of the rate equations, such transformations help
the simulator converge to a correct numerical solution [3.45], as discussed in Chapter 2. After substi-
tuting these transformations into (3.2)-(3.6) and applying appropriate manipulations, we obtained the

equivalent circuit illustrated in Fig. 3.3, whgwd andnd are the electrical terminals of the VCSEL,

I_l n
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Figure 3.3 Equivalent-circuit representation of the simple thermal VCSEL model.




76

pois the terminal whose node voltage models the output peyvandtd is the terminal which mod-

els the device temperatufe Electrical characteristics are modeled via the nonlinear voltage source
Eg, which implements (3.6), and the capaci@rwhich models a simple parasitic shunting capaci-
tance. Other parasitics can be added as necessary. The temperature equation (3.5) is modeled via tr

resistancéyy, the capacito€y, = 1;/Ry, and the nonlinear current sou@g where [3.37]

T
G = R_(; + [tV =Pl (3.9)
t

andly; =1 + I is the total VCSEL current, witly accounting for current throud®). The capacitor
C, =qz/n;, resistoiR, = n;1,/(qz,), and nonlinear current sourddg;, andG¢ implement the carrier
rate equation (3.3), where

GG, (23Vy—Ng) (Vi + 9)°

Gstn -
K14 Ey, vy

(3.10)

and Gy models the offset current from (3.2). Meanwhile, the capaCjig= 21, resistorR,, = 1,

and current sourcess, andGgy,implement the photon rate equation (3.4), where

_ TpPkzVv,
sp _p—Tn(Vm+5) (3.11)

— GoTp(ZnVn B No)(Vm + 5) _5

Gstm -
& 2
1+ l—((Vm + 5)

(3.12)

Finally, Epo transformsy,,, into the output powe,. Figure 3.4 illustrates the HSPICE netlist which
implements the equivalent circuit of Fig. 3.3, where we have used a polynomial function of current
and temperature for (3.6). Additional details on this implementation can be found in Appendix C.

As noted above, we also implemented our model in Analogy’s SABER, a circuit- and system-
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level simulation tool. Much like HSPICE, SABER supports netlist representations of equivalent cir-

cuit models; it uses MAST, a robust behavioral modeling language. We could easily implement the
equivalent circuit of Fig. 3.3 into a netlist representation in MAST where, as we just saw, the model
equations must be translated into an equivalent circuit notation. A distinct advantage of MAST, how-

ever, is that it allows the user to circumvent such a translation. Consequently, the implementation of

.SUBCKT las_statictherm pd nd po td etai=1 beta=8.98e-4 th=5e-9
k=1.165e-8 go=1e4 no=1e7 tp=1e-12
rth=2000 a0=0 al=0 a2=0 a3=0 a4=0

zn=1e8 delta=5e-10 eps=0 tth=1e-6 claser=1e-12
0=1.60219e-19 kb=1.38062e-23

+ + + +

* electrical representation of laser (V as a fn. of | and T)

ed pdnd VOL='(2.298+366.2*i(ed)- 6.097e4*i(ed)*i(ed)+ \\
6.76e6*i(ed)*i(ed)*i(ed))* \\
(0.829-1.007e-3*v(td)+6.594e-6*v(td)*v(td)- \\
2.18e-8*v(td)*v(td)*v(td))’

cl pd nc claser

ver ncnd O

* temperature circuit: v(td) = junction temperature

rth td O 'rth’

cth td O 'tth/rth’

gth 0 td CUR="temper/rth + ((i(ed)+i(vcr))*v(pd,nd)-(v(m)+delta)*(v(m)+delta))’

* carrier number circuit (N=zn*v(n)), incl. thermal offset current (goff)

gn 0 n CUR='i(ed)

cn nO0 'g*zn/etai’

rn n 0 ’etai*tn/(gq*zn)’

gstn n 0 CUR=(g*go/(etai*k))*(zn*v(n)-no)*(v(m)+delta)*(v(m)+delta)/ \
(1+eps*(v(m)+delta)*(v(m)+delta)/k)’

goff n 0 CUR="a0 + al*v(td) + a2*v(td)*v(td) + \
a3*v(td)*v(td)*v(td) + ad4*v(td)*v(td)*v(td)*v(td)’

* photon circuit...

cph m 0 '2*tp’

roph mO1

gsp 0 m CUR="tp*beta*k*zn*v(n)/(tn*(v(m)+delta))’

gstm 0 m CUR="go*tp*(zn*v(n)-no)*(v(m)+delta)/(1+eps*(v(m)+delta)* \\
(v(m)+delta)/k)-delta’

* optical output
epo po 0 VOL='(v(m)+delta)*(v(m)+delta)’

.ENDS las_statictherm

Figure 3.4 HSPICE-subcircuit implementation of Fig. 3.3.
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circuit-level models in SABER is considerably more straightforward than in HSPICE.

Figure 3.5 illustrates the MAST template that implements our simple thermal VCSEL model.
As we can see, the template consists of a header and a body section. In the header, the model parame
ters and terminals are defined. The body section, on the other hand, is comprised of local variable def-
initions, intermediate value definitions, and the main model equations. As we can see, we again
transformed®, andN into the variables,, andv,, usingP, = (v, + 2 andN = z,,. Upon substitut-
ing these transformations into (3.3) and (3.4), we obtained the equatioms &mrdvm seen in the
template. Also, note that the voltage characteristic (3.6) is implementegbrviawhere we have
again used a polynomial function of current and temperature. Additional details on this SABER

implementation can be found in Appendix C.

3.3 Comparison to Experiment

In order to use our model, we must be able to perform parameter extraction from measured data.

If we substitute (3.5) into (3.1) under dc conditions, we obtain the expression
Po = Nl =liho—loi(To + (IV=P)R)] (3.13)

Using experimental LI and IV curves, we can use (3.13) to determine good initial valugsjfgr
and the coefficientag-a, that will replicate the experimental LI data at various ambient temperatures
To- This approach allows the thermal effects to be extracted without any knowledge of the thermal
physics at work in the device. The complete set of model parameters can then be determined via addi-
tional parameter optimization based on the measured VCSEL operating characteristics, including, if
available, experimental small-signal modulation responses. Finally, the empirical expression (3.6) can

be determined to describe the experimental 1V data. Below we discuss the application of our model to
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element template las_statictherm pd nd po = etai, beta, tn, k, go, no, tp, rth,
a0, al, a2, a3, a4, zn, delta,
eps, tth, claser

electrical pd, nd, po # pins (electrical- pd,nd; optical- po)
number etai = 1, # argument defaults

beta = 8.98e-4,

tn = 5e-9,

k = 1.165e-8,

go = 1e4,

no = 1e7,

tp = le-12,

rth = 2000,

a0=0,al=0,a2=0,a3=0,a4 =0,
zn = 1e8, delta = 5e-10,
eps =0,
tth = 1e-6,
claser = 1e-12
external number temp # simulation temperature

{
branch ipn = i(pd->nd), vpn = v(pd,nd) # cavity branch vars.
branch ipnc = i(pd->nd), vpnc = v(pd,nd) # capacitor branch vars.

var tc tjct # junction temperature

var i iinj # net injection current

val i ioff # thermal offset current

var vvn # internal voltage related to carriers
var vvm # internal voltage related to photons
var i ipo # current from output node po

# local variables and constants
number kb = 1.38062e-23,
g =1.60219e-19

# define ioff as a function of junction temperature...
ioff = a0 + al*tjct + a2*tjct*tjct + a3*tjct*tjct*tjct + ad*tjct*tjct*tjct*tjct

# electrical representation of laser diode (V as a fn. of | and T)

vpn = (2.298 + 366.2%ipn - 6.097e4*ipn**2 + 6.76e6*ipn**3)* \
(0.829 - 1.007e-3*tjct + 6.594e-6*tjct**2 - 2.18e-8*tjct**3)

ipnc = d_by_dt(claser*vpnc)

# transformed rate equations (simple n-vn relat'n, quadratic photon transform)

# as well as relations for net injection current and junction temperature

tjct: tjict = ((ipn+ipnc)*vpn - v(po))*rth + temp - d_by_dt(tth*tjct)

iinj: iinj = ipn - ioff

vn: vn = etai*tn*iinj/(q*zn) - d_by_dt(tn*vn) - \
tn*go*(vn-no/zn)*(vm+delta)*(vm+delta)/k/(1+eps*v(po)/k)

vm: vm = -delta - d_by_dt(2*tp*vm) + tp*k*beta*zn*vn/(tn*(vm+delta)) + \
tp*go*(zn*vn-no)*(vm-+delta)/(1+eps*v(po)/k)

# optical output
i(po) +=ipo
ipo: v(po) = (vm+delta)*(vm+delta)

}

Figure 3.5 MAST-template implementation of the simple thermal VCSEL model.
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three different devices reported in the literature. As in Chapter 2, parameter optimization was per-
formed using CFSQP [3.47]. As the results will demonstrate, our model is capable of simulating the

thermally dependent threshold current and output power rollover of actual VCSELSs.

3.3.1 AlGaAs-based VCSEL
The first device is an 863-nm bottom-emitting VCSEL with gubh®diameter, as reported by
Ohiso et al. [3.48]. The device, grown on an AIGe As substrate, includes a Si-doped
Alg 1Gay gAs-AlAs, GaAs-Ap Ga gAs n-type DBR, six quantum wells, and a C-doped
Al 1Gay gsAs-Alg sGay gAs-AlAs p-type DBR. In addition to presenting a family of LI curves over
a 110 °C range of ambient temperatures, the authors also provide a room-temperature IV characteris-
tic. We fit this device data using the following set of model parametersi, 3 = 105, T,=5nsk=
2.6 x 10°W, G, = 1.6 x 10 s, Ny = 1.94 x 16, 1, = 2.28 psRy, = 2.6 °C/mWag = 1.246 x 1G A,
a; = -2.545 x 10 A/K, a, = 2.908 x 10 A/K?, ag = -2.531 x 139 A/K3, anda, = 1.022 x 102 A/
K4 where we have neglected gain saturation. Furthermore, for simplicity we fit the IV data using a

polynomial function of current:

V = 1.721+ 275-2.439x 1012+ 1.338x 1013 (3.14)
—4.154x 101%+6.683x 181°—4.296x 101°

As illustrated in Fig. 3.6, the simulation results generated with these parameters are in excel-
lent agreement with experiment across nearly the full range of reported ambient temperatures, 20-
130 °C. To the best of our knowledge, this level of agreement is as good as or better than any reported
in the literature, including numerical models. One of the only potential drawbacks of our results is the
thermal-impedance value that we used, 2.6 °C/mW. Based on the reported temperature increase of

24 °C for an approximate operating point of 6 mA, 2.73 V, and 1.175 mW output power, the actual
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device thermal impedance is probably closer to 1.6 °C/mW. In all likelihood, the discrepancy arises
out of the assumption that carrier-density-dependent effects such as spatial hole burning can be

neglected. Nonetheless, despite this assumption, the results are excellent.

3.3.2 Selectively-oxidized VCSEL

The next device is an AlGalnP-based 683-nm selectively-oxidized VCSEL with a
3 um x 3 um area, reported in [3.49] and [3.50] by Crawfetdal This device consists of com-
pressively-strained InGaP quantum wells, AlGalnP barrier and cladding layers, and AlGaAs graded
DBRs. The authors provide both LI and IV curves over a 60 °C range of ambient temperatures.

We fit the model of (3.2)-(3.6) to the experimental device data, this time using the following

polynomial function to model the 1V data as a function of curaexftemperature [3.8]:

Output Power (mW)
Voltage (V)

1.57\\\\\\\\\\\\\\\\\\\

40 0 5 10 15 20
Input Current (mA) Input Current (mA)
(a) (b)

Figure 3.6 Comparison of measured (data points) and simulated (lines) operating characteristics
for the bottom-emitting 863-nm VCSEL [3.48]. (a) LI curves at ambient temperatures of 20-130 °C.
(b) Room-temperature IV curve.
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V = (0.829- 1.00% 10°T +6.594x 10°T®—2.18x 10°T°) (3.15)

[(2.298+ 366.2—6.097x 1812 +6.76x 181%)
The remaining model parameters gre= 1, 3= 10% 1,=5nsk=2.6 x 18 W, G, = 1.6 x 1§ s,
No = 1.654 x 16, 1, = 2.064 psRy, = 9.8 °C/mWag = -2.734 x 10" A, a; = -2.125 x 1P A/K, a, =
1.837 x 10’ A/K?, ag = 3.183 x 1019 A/KS, anda, = 0 A/K*. We again neglected gain saturation.
Note that because the LI data is fit via the paramefgysandn, there are not enough constraints
within the data to uniquely determine all of the model parameters. Consequently, many of the values
are the same as those generated for the Ohiso device.

Comparison of the simulated and experimental LI and IV curves is illustrated in Fig. 3.7. Our
model shows excellent agreement in the ambient temperature range 25-60 °C. However, at higher
ambient temperatures the simulated temperature effects are more pronounced than what the data sug
gests. In fact, the model was not able to match additional data at 85 °C; experimental measurements

showed that the device lased at this temperature, while our model could not. The discrepancy at these
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Figure 3.7 Comparison of measured (data points) and simulated (lines) (a) LI and (b) IV curves
for an AlGalnP-based 683-nm VCSEL [3.49] at ambient temperatures of 25-80 °C.
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higher ambient temperatures is most likely due to the omission of carrier-density-dependent effects in
the model, as was the case with the earlier AlGaAs-based VCSEL. This is further evidenced by the
high value of thermal impedance generated during parameter optimization, 9.8 °C/mW. This high
value is necessary to compensate for the absence of other physical mechanisms in the model tha
would augment thermal effects. In fact, we found that for this device, a single expression for the offset
current as a function of temperature was not sufficient to model the temperature effects at all of the
reported ambient temperatures. Again, this suggests the need for additional mechanisms in the model
which contribute to the thermal behavior without being fully temperature-dependent themselves.
Despite these limitations, however, we again observe that our model can be used as an accurate repre

sentation of the device over a useful range of operation.

3.3.3 Thin-oxide-apertured VCSEL

The last device is a 3/m diameter thin-oxide-apertured VCSEL reported by Thibedalt.
[3.13]. The laser is composed of any/bg, ;As-GaAs p-type DBR, three §nGa gAs-GaAs
quantum wells, an AlsGa, /As cavity, and an AlAs-GaAs n-type DBR. The authors present a single
LI curve at a temperature of 23 °C, as well as a plot of wall-plug efficiency, from which we deter-
mined 1V data. Although LI data for only one ambient temperature are shown, they clearly exhibit
output power rollover at high currents. In addition, modulation respoBsgsaf five bias currents
and a temperature of 22 °C are reported. Thus, this device provides us with an opportunity to verify
both the dc and small-signal capabilities of our model.

As with the first two devices, we were able to extract the following parameters from the pro-
vided datan; = 0.821,8=2.68 x 1%, 1,, = 1.201 nsk = 4.166 x 18 W, G, = 8.486 x 18s%, N, =

1.286 x 16, 1, = 2.884 psg = 3.888 x 18, Ry, = 0.896 °C/mWa, = 2.213 x 1 A, a; = -1.719 x
p h 9o 1
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104 A/K, a, = 3.355 x 10 AIK?, a3 = 0 A/K3, anda, = 0 A/K*. Meanwhile, the IV data at 23 °C was

fit using the following simple diode-like relationship:

V = 149.8 +0.9366n 1+ %_E (3.16)
7.918x 10

Because parasitic capacitance was considered to be a key limitation to the high-speed performance of
this particular device [3.13], we also included a 351-fF capacitor at the input of our model as depicted
in Fig. 3.3. Figures 3.8 and 3.9 illustrate the results of fitting our model to the experimental data.

As expected, Fig. 3.8 shows excellent agreement between the simulated and experimental LIV
data, with the thermal rollover near 6 mA clearly captured in simulation. Fig. 3.9 presents a compari-
son between experimental and simuleédggdata at bias currents of 0.5, 0.7, 1.0, 1.3, and 2.1 mA and
a temperature of 22 °C. The simulation results were normalized at a low-frequency value of 10 MHz.
We did not normalize at dc for two reasons. First, in all likelihood, the experimental data was normal-

ized at a low-frequency value not equal to dc. Second, the thermal time constant in (3.5) introduces a
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Figure 3.8 Comparison of measured (data points) and simulated (lines) (a) LI and (b) IV curves
for an oxide-apertured VCSEL [3.13] at 23 °C.
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thermal cutoff at a frequency of roughly 1t{g,), above which the device temperature no longer
responds to the modulation. Consequently, our simulations exhibited a ~5% change in the “dc” mod-
ulation response at the thermal cutoff frequency. Since there was no way to identify a similar dip in
the measured data, we elected to normalize our simulations at 10 MHz.

As can be seen, there is good agreement between both sets of curves, including the values for
the resonance frequencies, with the main discrepancies arising in the magnitude of the resonance
peaks themselves. The results would still be reasonable even if we were to account for the ~5%
change in the simulated modulation responses at the thermal cutoff frequency. The next chapter will
present a more comprehensive model which improves upon the results of Fig. 3.9. Nevertheless, the
results are good given the simplicity of the rate equations used. Furthermore, they indicate that our
approach allows thermal effects to be included in an extremely simple manner without sacrificing the
ability to simulate VCSELSs under various regimes of operation, features which, as pointed out before,

are very useful in the design and simulation of optoelectronic systems. It should be noted that at cur-

Normalized Modulation Response

0 2 4 6 8 10 12 14 16
Frequency (GHz)

Figure 3.9 Comparison of measured (data points) and simulated @ies)rves for the device
of Fig. 3.8 at 22 °C.
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rents near or beyond rollover, the absence of true thermal-dependent mechanisms such as gain ma
limit the ability of the model to accurately simulate small-signal and transient behavior. Typically,
however, a VCSEL will be operated at currents below the rollover point. In this case, our model can
be used to simulate the thermal limits of a device under dc operation, as well as non-dc behavior

under more typical operating conditions.

3.4 Conclusions

In this chapter, we have presented a simple rate-equation-based model of VCSEL thermal LI
characteristics which utilizes an offset current to account for thermal effects. This model was imple-
mented in two SPICE-like simulators, HSPICE and SABER. As we have seen, the model exhibits
good agreement with experiment. Furthermore, we were able to show using a thin-oxide-apertured
VCSEL that our model is capable of simulating VCSELSs under non-dc operating regimes. Some dis-
crepancies do exist, however, between the simulated and experimental results. In fitting the bottom-
emitting device of Fig. 3.6, we obtained a thermal impedance which was larger than the estimated
value. Furthermore, for the selectively-oxidized laser of Fig. 3.7, we saw that the model over-predicts
thermal effects at higher temperatures. In all likelihood, these errors are due to the assumptions that
spatial hole burning can be neglected and that the slope efficiency is constant, the former being the
predominant factor. In cases where this issue is critical, the model can be made more comprehensive
by including thermally dependent gain [3.40], using a leakage current as a function of carrier number
and temperature [3.8], and introducing spatial hole burning effects [3.8]. Such additions should also
improve the non-dc capabilities of the model. In the next chapter, we will present a model which
incorporates these improvements. However, even without any modifications, we have shown that the

introduction of a thermal offset current into the standard rate equations provides an effective means
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for modeling experimental results without introducing excessive levels of complexity.
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CHAPTER 4

A COMPREHENSIVE VCSEL MODEL

4.1 Motivation

In the previous chapter, we presented a simple circuit-level thermal VCSEL model based on
the standard laser rate equations and a thermal offset current. As we showed, the model is able to fit
experimental dc and small-signal data from a number of experimental devices reported in the litera-
ture. However, there are a number of limitations to the model which suggest the need for a more com-
prehensive approach.

First of all, as we saw with the AlGalnP-based VCSEL presented by Crastfatd4.1], the
model was not always capable of fitting experimental LI curves over the complete range of reported
ambient temperatures. If the device’s threshold current and output power rollover were solely func-
tions of temperature, as they are in the model, then this limitation would not exist. Furthermore, as we
noted previously, the unusually large value of thermal impedance obtained during parameter extrac-
tion suggests that the model's thermal dependence is being used to account for additional effects at
work in the device. For example, spatially dependent mechanisms such as spatial hole burning (SHB)
can have an important impact on a VCSEL's LI characteristics, effectively reducing the injection effi-
ciency [4.2]. An obvious solution, then, would be the inclusion of such effects in a comprehensive
VCSEL model.

Another area where the model is deficient is in the level of agreement obtained between the
experimental and simulated small-signal modulation data for the thin-oxide-apertured device of Thi-
beaultet al.[4.3] While the results are adequate, there is still noticeable error near resonance for some

of the bias points, again suggesting that the simple rate equations used in the model are not account:
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ing for any nonthermal mechanisms in the device that contribute to its modulation response. Further-
more, because all of the model's temperature dependence is modeled through an effective shift in bias
point, the modulation response does not account for all of the temperature effects, either. For exam-
ple, the relaxation oscillation frequency of the modulation response is, among other things, a function
of both differential gain and bias power [4.4]. Because our model intentionally ignores the gain’s tem-
perature dependence, at elevated temperatures the model should no longer be able to accurately simt
late the small-signal modulation response. However, a more comprehensive model which explicitly
accounts for a VCSEL's thermal behavior via temperature-dependent mechanisms such as the gain
would not suffer this limitation.

Based on the above discussion, it is clear that in order to model a VCSEL's behavior over a
wider range of operating conditions, we require a comprehensive model. The advantage of the previ-
ous model was its simplicity, which made it ideal for circuit- and system-level design and simulation.
However, as we shall showjstpossible to develop more extensive models which are still well-suited
to these design environments. In order to obtain greater accuracy, though, the simple approach of our
earlier efforts must be sacrificed for a more detailed analytical formulation which accounts for a num-
ber of important physical mechanisms in a VCSEL, the most important of which we reviewed in the
previous chapter. First, the model should explicitly account for any thermally dependent features in a
VCSEL, including the variation with temperature of the active region’s gain [4.5]. Thermal leakage
out of the active region can also play an important role, especially at elevated temperatures and carrier
densities [4.2], and should therefore be included as well. Finally, the model should account for the
spatial character of a VCSEL's operation. This includes the transverse profiles of its optical modes
[4.6], the resulting spatial hole burning of the transverse carrier profile, and lateral diffusion of carri-

ers in the active region [4.2]. These features need to be included, however, without introducing exces-
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sive complexity into the model that would render it unsuitable for circuit- and system-level
simulation.

Many researchers have addressed these issues to some degree. Numerous approaches ha
relied on detailed multidimensional analysis to account for the interplay between optical, electrical,
and thermal behavior [4.2], [4.7], [4.8]. For example, Sedl. [4.2] modeled the thermal gain, leak-
age, and spatial-dependence of VCSELSs via quantum-well gain calculations and finite-element analy-
sis of the VCSEL active layer. As we have explained, however, while these models are
comprehensive, they typically are also computationally-intensive and therefore unattractive for cir-
cuit-level simulation. Simpler approaches which could be used, on the other hand, have not accounted
for all of the relevant physics. S. F. ¥ual.[4.9], for example, presented a rate-equation-based model
which accounts for spatial hole burning, as well as the variation of gain with temperature. However,
the model is limited to a single mode and neglects thermally dependent carrier leakage out of the
active layer. Morozowet al. [4.10] implemented a rate-equation-based VCSEL model which does
account for multimode behavior. However, thermal effects are neglected. Similarly, J. Dell@hde
[4.11] reported a multimode model which avoids detailed multidimensional analysis via spatially
independent rate equations. Like the model of [4.10], however, the gain is considered independent of
temperature, and thermal carrier leakage is not included. While the simpler models of [4.9]-[4.11] do
lend themselves to implementation in computer-aided design environments, the authors have not cho-
sen to do so, further limiting the usefulness of their models in optoelectronic system design and simu-
lation. Thus, despite these prior efforts, to the best of our knowledge, no one has presented a
comprehensive/CSEL model which can be used in the design and simulation of optoelectronic
applications.

In this chapter, we present a comprehensive VCSEL model, which accounts for thermally
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dependent gain, thermal leakage of carriers out of the active region, spatial effects, and multimode
operation. Furthermore, we implement the model in Analogy’s SABER [4.12], an industry-standard
circuit- and system-level simulator. Our discussion begins in Sections 4.2-4.3, which present analyti-
cal expressions for the thermally dependent gain and carrier leakage, respectively. Section 4.4 then
explains the use of spatially independent rate equations for the modeling of a VCSEL's transverse
spatial dependence. A simple model based on this approach is presented in this section and used tt
simulate diffusive turn-off transients in VCSELs. Next, Section 4.5 presents the comprehensive
VCSEL model which ties together the various approaches discussed in the earlier sections, while Sec-
tion 4.6 reviews the various options for modeling the transverse optical mode profiles. Section 4.7
then demonstrates the utility of the model for simulating single- and two-mode VCSELSs, and Section
4.8 validates the model against experimental data from four devices presented in the literature.

Finally, Section 4.9 presents final conclusions.

4.2 Thermally Dependent Gain

In the previous chapter, all thermal dependencies were lumped into the thermal offset current,
effectively introducing a temperature-dependent shift of a VCSEL's injection current. This empirical
technique proved to be very useful in simulating a family of cw LI curves, as well as small-signal
modulation responses at bias currents below rollover, i.e., in the linear portion of an LI curve. How-
ever, as we noted before, in many cases a VCSEL's thermal behavior dgpeciisallyon certain
temperature-dependent physical mechanisms, most importantly the gain. Consider, for example, the
relaxation oscillation frequency under small-signal modulation. From the rate equations, we can

approximate this frequency as [4.4]
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sz [ g'Pbias (4-1)

wherefg is the relaxation oscillation frequenay, is the differential gain, anBy,¢ is the output-
power bias point. In an actual VCSEL, the differential gain is obviously temperature-sensitive;
because a thermal offset current cannot capture this dependence, at elevated temperatures our simpl
model will not accurately calculate the relaxation oscillation frequency. Thus, our new rmastel
include analytical expressions that capture the thermal gain variation.

The model in this chapter, like our earlier work, is rate-equation-based. As a result, we again
have decided to model the VCSEL gain as a function of carrier numberGygMg-N,), whereG, is
the gain constant (proportional to the differential gaihjs the carrier number, ad} is the carrier
transparency number. The gain’s temperature dependence can be included in a simple manner by
making G, andN; functions of temperature, an approach that has been used extensively throughout
the literature, especially for edge-emitters. In [4.13], a plot of the derivative of the gain as a function
of current in a multiple-quantum-well laser is observed to havel aldgendence, wherk is the
device temperature. The gain and transparency number have also been modeled as decreasing an
increasing linear functions of temperature [4.14], respectively. Another approach, valid in edge emit-
ters, is to model these parameters’ temperature dependence via an exponential function of tempera-
ture such as exp®Ty), whereTy is a characteristic temperature [4.15]. This approach essentially
takes into account the observed exponential temperature dependence of the threshold current in edge
emitters. Byrne and Keating used a similar tactic, augmenting this exponential dependence with a
temperature-dependent description of the gain spectrum, where the spectrum’s peak location varies
linearly with temperature [4.16].

In VCSELSs, similar thermal expressions have also been used. Ha$raiifd.17] modeled
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the variation of a gain-guided VCSEL's differential gain as a combination of a temperature-dependent
gain-spectrum and an inverse function of temperature; the transparency density was essentially
described as a linear function of temperature. Other researchers have modeled a VCSEL's gain using
a thermally dependent logarithmic expression, with the gain constant and transparency number
described as polynomial functions of temperature [4.2], [4.18]. Thus, there exists ample precedent for
modeling a VCSEL's gain constant and transparency number as simple analytical functions of tem-
perature. However, some of the proposed expressions assume a monotonic dependence of gain ol
temperature, which we know is not the case in VCSELSs. Furthermore, it is not clear which expres-
sions will work well across a large cross section of device designs and which are specific to a particu-
lar VCSEL. In order to gain some insight into what kind of expressions are needed, it is instructive to
examine a simplified quantum-mechanical calculation of a VCSEL's gain.

In the previous chapter, we explained that as temperature increases, a VCSEL'S gain spectrum
broadens and the gain peak moves to longer wavelengths. Because this variation is large relative to the
thermal shift of emission wavelength, the gain will have an optimal value for some temperature where
the gain peak and wavelength are matched. The gain will be reduced as the temperature increases o
decreases from this point [4.5]. As an example, we can perform a relatively simple calculation of this
behavior by determining the gain as a function of carrier density and temperature for a single subband
transition in a QW.

If we assume a single set of transitions between the electron subband atEpeny the
heavy-hole subband at enerfly;, then based on Fermi’s Golden Rule, we can calculate a laser’s
material gain using a reduced density of states, Fermi occupation probabilities, a transition matrix ele-
ment, and a lineshape function which accounts for energy broadening [4.4]. The resulting expression

as a function of optical energy is [4.4], [4.19]
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g(hw) = —"ql El I M2, (Ep) (f, —F1) L{hw—E;)dE,, (4.2)
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wherehw is the optical energyjs the electron chargg, is the index of refractiors is the speed of

light, &, is the free-space permittivitif.,, = E.1 —E,; is the difference between the first electron and
heavy-hole subband energi€s; = E, - E; is the transition energy between a conduction-band elec-
tron state at energlf, and a heavy-holy state at eneigy |MT|2 is the transition matrix element,
pr(Eyq) is the reduced density of states (DOS) for this particular subband trarfgitgothe electron
occupation probability &E,, f; is the electron occupation probabilityEt, and £(hw — E,,) is the
Lorentzian lineshape function. Furthermore, for a single subband, the electron and heavy-hole densi-

ties can be calculated using [4.20]

m.kgT

n= <8 In[1+ expngck Clg} (4.3)
mhlL, BT
My Ke T -E

p= —Pe In[1+ exp%ﬁ—vll( = f"%} (4.4)
mhL, B

wheren andp are the electron and hole densities, respectinglgndm,, are the electron and heavy-
hole effective masses, respectivédy,is Boltzmann'’s constankg is the electron quasi-Fermi level,

Es Is the hole quasi-Fermi level, ahbdis the QW width. As we show in Appendix D, if we define the
energyk; [4.20] asE; = Eyq; — E¢qy1 and substitute appropriate expressionsN&i3 gy, f,, f1, and

L hw —E,,) into (4.2)-(4.4), we obtain the following expression for the gain as a function of temper-

atureT and carrier density:
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whereA is the emission wavelengt, is the reduced DOS effective massil# 1), MJ? is

the bulk momentum matrix element of the QW materjglis the intraband relaxation tim®y is the
free-electron mass, amit, is the first electron subband energy relative to the conduction band (i.e.,
E.1 —E;, whereE; is the bulk conduction-band energy).

We have calculated a VCSEL's differential gain and carrier transparency density as functions
of temperature using (4.5) and simplifying assumptions for the various parameter values. First, the
emission wavelength was described as a linear function of temperature /4=1xJ,+ c,(T — 300),
whereA, = 990 nm and £= 0.084 nm/K [4.2]. Next, the conduction and valence band subband ener-
gies were calculated assuming a 10-ng @&, gAs QW surrounded by GaAs barrier layers. The
locations of the bulk conduction and valence band edges in these calculations were determined via
linear interpolations of the temperature-dependent formulas for GaAs and InAs bulk bandgap ener-

gies [4.21], [4.22], where

2
Ey cans = 1.519— 5.405¢ 10'T"/(T +204) eV (4.6)

E = 0.420- 2.50«< 10'T?/(T+75) eV 4.7)

g, InAs

Furthermore, the quantum-well effective masses for the electrons and heavy holes were set equal to
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0.06m, and 0.18,, respectively, while the corresponding masses for the barrier layers were set equal
to 0.06M, and 0.5@n,. Finally, the remaining parameter values were set,as 0.1 ps, I‘{/Il2 =
27.48(ny/2) [4.4], andhg = 3.6. We plotted (4.5) as a functionndfor various temperatures and deter-
mined the transparency density (i.e., the point where the gain is zero); we then calculated the differen-
tial gain at this density. Figure 4.1 illustrates the results.

As we can see, the differential gain exhibits a clear peak at approximately 315 K. As the tem-
perature increases beyond this point, the gain slowly diminishes towards zero. As the temperature
decreases below 315 K, however, the gain drops off much more rapidly. In fact, for low enough tem-
peratures the emission wavelength is no longer short enough to stimulate transitions between the con-
duction and valence bands. For the parameters used here, that temperature is approximately 260 K

The transparency density, meanwhile, generally increases with temperature, decreasing slightly with
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Figure 4.1 Results of a simple calculation of a VCSEL's (a) differential gain and (b) carrier trans-
parency density.
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temperature near 260 K.

The results of Fig. 4.1 suggest that the transparency can most likely be approximated by a
polynomial function of temperature, while the differential gain is noticeably more complicated. How-
ever, examination of two prior approaches reported in the literature suggests that a simple expression
for the latter is still possible. First, as we mentioned before, Hashain4.17] utilized simple ana-
lytical expressions for a gain-guided VCSEL's transparency density and differential gain. They mod-
eled the density as a linear function of temperature, whereas they assumed that the differential gain
could be described as the product of an inverse function of temperature and a temperature-dependen

gain spectrum, or

2
g0 % EEIL— Z(A(Z)}\;Ap(T)) =
(m U

(4.8)

wherea is a fitting constant),\p(T) is the temperature-dependent peak-gain wavelength)A&(d is
the gain spectrum’s temperature-dependent full width at half maximum (FWHM). Note that (4.8)
eliminates the leading term ofAA(T) that was spuriously included by the authors, making the spec-
tral term of (4.8) equivalent to that presented in [4.23] and [4.24]. If we assume a square-root depen-
dence on temperature for the FWHM, and a linear dependence on temperature forabdthy,
[4.17], then we can reduce (4.8) into the simple fm{]@ t ag T + angz)frz, whereago-agz are con-
stants.

Similarly, in [4.2], Scotet al. model the VCSEL's gain using much more detailed versions of
the quantum-mechanical gain calculations discussed above. They then fit plots of the gain versus car-
rier density to a logarithmic function of the forA{T)In[(n — ng)/B(T)], wheren, is a constant and

A(T) andB(T) are polynomial functions of temperature. The authors use two separate polynomials to
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modelA(T) at temperatures both above and below 430 K. By linearizing their gain expression about
the transparency density, we can obtain an equivalent linear version of thg (@aim), whereg' =
A(T)/B(T) andn, = n, + B(T). As we expected, we can model the transparency density as a polynomial
function of temperature, in this case a quadratic. Meanwhile, as Fig. 4.2(a) ghswsry similar in

form to the results of Fig. 4.1. Motivated by the fact that Fig. 4.2(a) is generated by the quotient of
two polynomials, much like the equation from [4.17], we attempted to fit the curve of Fig. 4.2(a) to

the ratio of two quadratics:

2
20 ” 81T+ agpT (4.9)

9 2
bgo + bng + bng

wherebyo-by, are additional constants. The results of this fit can be seen in the dashed curve of Fig.

4.2(a). Clearly, this expression does an excellent job of fitting the data generated by Scott's model.
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Figure 4.2 (a) Comparison of differential gain calculations based on the results of [4.2] (solid
line) and Eq. (4.9) (dashed line). (b) Comparison of quantum-well gain calculation based on Eq. (4.5)
(data points) and the simple expression of (4.9) (line).
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Furthermore, this expression can also be used to fit the results of our own quantum-mechanical differ-
ential gain calculations. As Fig. 4.2(b) illustrates, the match is excellent. Thus, we have elected to use
the general expression of (4.9) to model the thermal dependence of our model’s gain constant.

As the above results show, simple expressions based on polynomial functions of temperature
can be used to model the thermal dependence of both the gain constant and transparency number i
our model. Thus, the complete set of expressions that we have chosen to use in our comprehensive

VCSEL model are

Gain= G(T(N= N(T)) (4.10)

2
840 + ang + ang

G(T) = G, 5 (4.11)
bgo + bng + bng
2
Nt(T) = I\Ito E(Cno + Can + CnZT ) (4-12)

Based on the above discussion, (4.11) should be able to model the nonmonotonic thermal dependence
of the gain constant. Also, based on the formulation in [4.2], we have chosen a quadratic function of
temperature to model the transparency number. In some cases, such as the gain-guided VCSEL of
[4.17], a simple linear relationship will suffice. In these caggsandc,, can be set equal to zero. As

we shall see later in this chapter, (4.10)-(4.12) provide a flexible means of accounting for the thermal

dependence of the gain in actual VCSELSs.

4.3 Thermal Carrier Leakage

While the gain is the most well-recognized thermally dependent mechanism that affects a
VCSEL's operation, thermal leakage of carriers out of the active region can also have a severe impact

on device performance [4.2]. As we discussed in the previous chapter, as temperature increases, the
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bandgap of a VCSEL’s active region shrinks. Furthermore, the carrier number increases due to a rela-
tive increase of the active-region quasi-Fermi levels. Eventually, the large number of carriers and the
high temperature no longer allow the active layer to adequately confine carriers, and leakage current
becomes a dominant influence on the VCSEL's operation [4.2]. The increase of the carrier number
due to spatial hole burning can further accelerate the increase in the leakage [4.2].

Obviously, this leakage must be modeled as a function of both carrier number and tempera-
ture, preferably via a simple analytical expression. An obvious choice would be to utilize the well-
known formulation of thermionic emission [4.25]. In this case, the leakage current density is propor-
tional to NTl/Zexp(—T,/ T), whereT, is a constant that characterizes the emission’s exponential tem-
perature dependence. A similar expression can be derived for heterojunction leakage if we assume
that it is proportional to the carrier density immediately outside of the active region [4.26]. The result-
ing expression does not include a square-root temperature dependence, however. Alternatively, Scott
et al. assumed that the carrier leakage could be modeled using an approximate homojunction-diode
relationship proportional to exp[E&B — AE;)/KgT], whereEgB is the bandgap of the confinement
layers surrounding the active region, afii, is the active region’s quasi-Fermi-level separation
[4.2]. Carrier number can be introduced into this expression if we crudely approximate it using
expressions for bulk material [4.27]. In this case, the leakage becomes proportional to
N*T 2exp(=T,/T).

Initially, we attempted to model the leakage using a generalized form of the expressions given

above. This first expression for the leakage current was
I, = 1, ,N'T exp(=T,/T) (4.13)

wherel|, is a constant, = 1 or 2, andn is a fitting constant. While on the surface this expression
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looks promising, in reality it over-predicts the carrier-number dependence at lower temperatures. As

we shall see shortly, spatial effects in VCSELs can result in the increase of the active-layer carrier

number even in the absence of thermal effects. Thus, even if the device temperature remains relatively

constant, (4.13) can result in an excessive level of leakage \lith tibren. In fact, the main deficiency

of (4.13) is that the carrier and temperature dependence are independent of one another, whereas ii

reality, one would expect the carrier dependence to become more sensitive at higher temperatures.
Due to the limitations of (4.13), we instead took an alternate approach based on the work of

Scottet al.in [4.2]. As touched on above, they modeled the leakage as a function of the quasi-Fermi-

level separatiod\Es.,, Furthermore, to simplify matters, they performed detailed calculatiofiSQf

as a function of carrier density and then used a curve-fit to model the carrier and temperature depen-

dence ofAE¢., — Egg analytically usingAE;.,—E g = —a5+a;n+a,nT—a/(n+a,) , whereg-

ay are constants. Examination of their results revealedaghatuld be neglected with little effect on

the end result. If we use their expression in terms of carrier number and substitute it into the homo-

junction diode equation, we obtain the following formula for the thermal leakage current as a function

of carrier number and temperature:

a
I, = I,,ex 4.14
1= lio pE T E (4.14)
U U

Analogous to Fig. 2(d) from [4.2], Figure 4.3 illustrates plots of (4.14), using valagsagibased on

data in [4.2], for four different temperatures, 250, 300, 350, and 400 K. As we can see, at 250 K the
leakage is negligible for low values of carrier number, and increases dramatically beyond some
threshold value. As the temperature increases, the leakage becomes much more sensitive to carrie

number. It should be noted that for extremely high values of carrier number, the leakage of (4.14)
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Leakage Current (mA)
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Figure 4.3 Plots of (4.14) at temperatures of 250, 300, 350, and 400 K aging3574,a; =
2.25x10°, a, = 107, andag = 6.13 x 18.

actually decreases with temperature. However, as we shall see later in the parameter extraction from
experimental device data, this regime of operation is typically not encountered in practice. Conse-

quently, we will use (4.14) to model leakage in our comprehensive VCSEL model.

4.4 Modeling of Spatially Dependent Operation

4.4.1 Spatially dependent VCSEL behavior

While thermal behavior is certainly a major component of VCSEL operation, spatial effects
can play an important role as well. The interplay between transverse mode profiles and the transverse
carrier distribution in the active region can result in multimode operation, spatial hole burning, and
lateral carrier diffusion, all of which can have a significant impact on a VCSEL's dc and modulation
characteristics. Consequently, our comprehensive model must be capable of accounting for them.

As many researchers have observed, while their short cavity length allows VCSELSs to have a

single longitudinal mode, multi-transverse-mode operation can still occur [4.28]. This multimode
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behavior has been observed in both index- and gain-guided devices [4.6], [4.28]-[4.32]. Typically, the
VCSEL begins to lase in a fundamental single-lobed mode such as thgy £ or LRy, [4.29]

mode. At higher biases, however, other modes begin lasing [4.6]. Consequently, there is a limited
region of operation over which a VCSEL will be truly single mode.

The specific forms of the transverse mode profiles are an important component of a VCSEL’s
spatially dependent behavior. In the simplest case, they can be accounted for via a confinement factor
in the expression for the laser gain, as is often done in edge-emitters [4.26]. However, this assumes
that the modes do not interact with the transverse carrier profiles. In reality, because the optical modes
are not uniform in the transverse direction, they burn holes in the transverse carrier distribution where
their intensity is largest. This spatial hole burning (SHB) allows different modes to compete with one
another, as described in [4.29]. If the VCSEL begins lasing in its fundamental transverse mode, even-
tually it will burn a hole in the center of the carrier profile. The corresponding increase in carrier num-
ber outside of this hole allows additional modes, whose profiles overlap these carriers, to begin lasing.
This interplay between the modes and carriers also can play a role in self-focusing and thermal-lens-
ing effects, which alter the mode profiles and their impact on device performance. For example, the
spatial hole burning can cause a transverse variation in the active-region index profile, resulting in
self-focusing that can accelerate the onset of multimode effects in weakly-index-guided devices
[4.32]. Similarly, thermal lensing can also alter the transverse mode profiles [4.17], and consequently
the impact of SHB on device behavior [4.5].

From the above discussion, it is clear that in addition to the transverse mode profiles, we must
also properly take into account the transverse spatial dependence of the active region’s carriers. This
nonuniform carrier profile, induced not only by SHB, but also by nonuniform current injection and

poor carrier confinement [4.33], can result in lateral carrier diffusion. This diffusion can be an impor-
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tant mechanism in VCSELSs. First of all, as has been well documented in edge-emitters, diffusion can
act as a damping mechanism during high-speed modulation [4.34]-[4.36]. In this case, it acts much
like other damping mechanisms such as gain saturation [4.36]. Second, diffusion can significantly
alter a laser’s transient operation. T. Ikegami [4.37] reported the presence of a tail in a DH injection
laser’s turn-off transient, while Chinoee¢ al [4.38] presented results on the impact of lateral effects

on the turn-on behavior of semiconductor lasers. Similar phenomena have been investigated in
VCSELs. For example, the study of mode competition during transient operation [4.39] has revealed
that in conjunction with SHB, the injection current profile, and the transverse mode shapes, diffusion
can be an important contributor to the transient evolution of each mode’s output.

A particularly important effect of lateral carrier diffusion that has been observed in VCSELS is
the onset of secondary pulsations during the turn-off transient. This phenomenon has already been
observed in edge-emitters [4.40]. However, recent work suggests that this behavior should play an
important role in VCSELSs as well. As discussed in [4.41], if we assume fundamental mode operation,
then as the current through the VCSEL is increased, a spatial hole is burned into the carrier profile.
When the VCSEL is eventually turned off, carriers begin to diffuse back into the hole. This serves to
delay the turn-off, thereby leading to the slow tail mentioned above. However, in certain cases the dif-
fusion results in an increase of the output power [4.42]. If the laser is not completely turned-off at this
point, a bump occurs in the falling edge of the output. In the extreme case, the laser will have already
stopped lasing and momentarily turn back on again, producing secondary pulsations. As Fig. 4.4
illustrates, optical bumps have been demonstrated in actual VCSELs, with other researchers having
reported similar results from other devices [4.43].

Typical attempts to model all of the above behavior have involved detailed multidimensional



109

Figure 4.4 A measured VCSEL turn-off transient exhibiting an optical bump.

analysis, approaches which are inadequate for circuit- and system-level simulation. For example, the
beam propagation method (BPM) can be used to determine the transverse mode structure [4.44].
Other authors have resorted to finite-element and finite-difference analysis to model the transverse
dependence of the active layer carriers [4.2], [4.7], [4.45]. However, transverse spatiatafibets
modeled without resorting to explicit spatial calculations. The technique involves the use of assumed
solutions for the carrier and mode profiles within spatially dependent rate equations.

Furuyaet al [4.34] presented one of the original implementations of this approach and
applied it to edge emitters. Essentially, one starts out by describing the laser operation via spatially
dependent rate equations that include a carrier diffusion term. The functional form of the mode pro-
files is then assumed in advance, with the actual photon number of each mode left as the only
unknowns. An orthogonal-series expansion of the carrier profile whose expansion coefficients are
time-dependent is then substituted into the rate equations. Based on the orthogonality condition, a
series of integrations can be performed on the spatial rate equations to produce a set of spatially inde-
pendent differential equations for the photon numbers and expansion coefficients. In the case of
[4.34], sinusoidal mode profiles and one-dimensional Fourier-series expansions were used. Tucker

and Pope [4.36] used similar equations to model the diffusive damping in a laser’s modulation
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response. Byrne and O’Dowd [4.46], on the other hand, used a comparable set of equations to model
a laser in a PCM transmitter. Because of the power of this approach, it has also been used in VCSELSs.
Moriki et al [4.47] used a Bessel-series expansion in cylindrical coordinates to determine the single
transverse mode condition of buried-heterostructure VCSELSs, while Delairadg[4.11] used the

same approach to model the statistics of a VCSEL's turn-on transient. Similarly, SetFalvj4.9]

used a two-term Bessel-series expansion to model the impact of diffusion and SHB on a single-mode
laser. Because of the success of this approach, we shall use it in our own comprehensive model.
Before doing so, however, and to better elucidate the merits of this technique, we shall next discuss
the use of a simple model based on the equations of [4.36] for modeling the diffusive turn-off tran-

sients in VCSELSs, including the secondary pulsations described above.

4.4.2 Simple model based on spatially independent rate equations

To demonstrate the ability of spatially independent rate equations to model a VCSEL'’s spa-
tially dependent behavior, we, in collaboration with J. Morikuni, used a generalized version of the
model presented by Tucker and Pope in [4.36] to model secondary pulsations in a VCSEL's turn-off
transient [4.42]. Assuming single-mode operation and a one-dimensional rectangular coordinate sys-
tem for the description of the carrier and mode profiles’ transverse dependence, the spatially depen-

dent rate equations upon which this model is based are [4.36]

NGO _ M) N GolNCI=N)S(Y |, LEy 9°N(x) (4.15)
ot q T, 1+ €S, T 92 '
0S(X = _S(X, BN(X) , So(NOJ —N)S(X) (4.16)
ot I, T, 1+ ¢S, '

whereN is the carrier populatiorgis the photon population of the fundamental m&jes the aver-
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age photon numbel,is the injection currenty; is the current-injection efficiency, is the carrier
lifetime, G, is the gain coefficienty; is the carrier transparency numbz%ris the photon lifetime, and
[ is the spontaneous emission coupling coefficient. Diffusive effects are incorporated into (4.15) via
the last term on the right side, whdrg; is the effective carrier diffusion length. Note that, unlike
[4.34] and [4.36], we have neglected the dependence of the spontaneous emission on the mode profile
[4.46]. Furthermore, we added the injection efficiengyas well as gain-saturation due to the average
photon numbeg, to account for damping mechanisms unrelated to spatial effects [4.41], [4.48].

In order to eliminate the spatial dependence from (4.15)-(4.16), we first assume forms for the

carrier profileN(x) and the mode profil§x). The latter can be modeled using
(¥ = S,¥(x) (4.17)
wherey(x) is the normalized mode profile. Note that Tucker and Pope used a sinusoidal function for

Y(x). In order to take into account the dependence of spatial effects on the relative widths of the mode

and carrier profiles, we generalized their approach and used the following equation:

L 5 W
E gcos E{%E x| < 7"‘
Yx) = 0 m (4.18)
00 X > oo
X ———
O] 2

In this definition,W,, is used to denote the width of the optical mode ard\N,/W is the fraction of

the active region occupied by the mode, wh&mnodels the effective width of the active region. Fig-

ure 4.5(a) illustrates (4.18) when= 0.75. Eq. (4.18) reduces to the expression in [4.36Ffl.
Meanwhile, the carrier profile can be modeled via a Fourier-series expansion [4.34]. In gen-

eral, if we assume that the carriers are confined to an active region of\itthdan



112

NG = No— 5 Nicosg%x% (4.19)
i=1

whereN, represents a time-dependent average carrier numbek; anel the remaining time-depen-

dent expansion coefficients. Following the approach of [4.36], we limit (4.19) to two terms. In this
case,N; can be interpreted as modeling the extent of the spatial hole created by the fundamental
mode. If additional terms were included, this simplistic interpretation would no longer be valid; how-
ever, for our purposes here, it is a useful guideline for understanding the interplay between the carrier
and mode profiles. Figure 4.5(b) illustrates the shape of the two-term expansion.

After substituting (4.17)-(4.19) into (4.15) and (4.16), we can eliminate the spatial depen-
dence as follows. First, we integrate (4.16) over,{). Because the carriers are assumed to be con-
fined to the widthw the last two terms are only integrated over the interV&llg;-"\\W/2]. In essence,
we are integrating out the mode profile’s spatial dependence and transforming the spatially dependent

gain into an equivalent modal gain. Next, for each term in (4.19), we multiply (4.15) byigOaf2
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Figure 4.5 Plots of (a) the normalized mode prafi{&@) for a = 0.75, and (b) the two-term Fou-
rier-series expansion of the transverse carrier profile.
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and integrate over the intervaM#2,+W/2], wherei = 0. Because of the orthogonality of the Fourier
expansion, this reduces (4.15) to a spatially independent differential equatign Aqplying this
approach to (4.15) and (4.16), using the two-term Fourier expansion and a uniform injection current

profile, we obtain equations very similar to those presented in [4.34], [4.36], and [4.46]:

d$, _ S + BNy + Go(YoNg = ¥aN1 = WoN) S,

— = 4.20
dt T, Ty 1+ &S, (4.20)
dNy _ il Ny Go(yoNo —¥iN; — VoNi) S (4.21)

dt q T, 1+ €S, '
ﬂ. — _M(l_i_h )+GO(¢ONO_¢1N1_¢ONI)SO (4 22)
dt T, ! 1+ &S, '

in which §, can be related to the output poRsrusingP, = k;,S,, wherek;, accounts for the output-
power coupling efficiency of the VCSEL. In the above equatilops,(ZIILeﬁ,-/\/\/)2 [4.36] accounts for
the effect of diffusion on the carrier profile, whilg, 4, @, and¢,, overlap-integral values obtained

during the integration of (4.15)-(4.16), are

LW E 1 as<1
= = x)dx = 4.23
Yo WY(x) E 1,14,00 491 (4.23)
-W/2 ga m LU
o .
E SII’\QT[G}Z a<1
W2 Ona(l-a’)
1 TIX H =1
= w J’ cos%wgw(x)dx = E 0.5 a (4.24)
W2 0 s
0 Lo
O _, 2 .\ a>1
0 (a” -1)

B = 2), (4.25)



114

] .
0 1+ an(zma) a<1 a#0.5
g 2ma(1- 4a°)
w2 o 5 _
@ = \TZV J’ cos E%[ng(x)dx =0 1.5 a=05 (4.26)
-W/2 E 25inD—T%2012—1)
1 Loy
E =+ > a>1
e n(4a”—1)

All of the effects of diffusion, SHB, and cavity dimension are now essentially captured in the parame-
tersh; anda. It should be noted that while the overlap integral values of (4.23)-(4.26) seem to add
complexity, in fact they do not. Because they are functions of model parameters and not operating
conditions, they need only be calculated once. The advantage of the simple mode profile of (4.18) is
that these values can be calculated analytically as a functionlbain exact form of the profile is

used, such as a Gaussian, then the overlap integrals would have to be calculated numerically.

As we can see, in converting (4.15)-(4.16) into (4.20)-(4.26), we have completely eliminated
any explicit reference to the spatial dependence. Obviously, the solution of the spatially independent
model will require considerably fewer computational resources as compared to the spatially depen-
dent version. It is for this reason that we shall use the methodology presented here to incorporate spa-
tial effects into our more comprehensive model. Though the truncation of the Fourier series at a few
terms may diminish the relative accuracy of the model, we shall see below that it is fully capable of

modeling spatial effects in VCSELS, specifically secondary pulsations in the turn-off transient.

4.4.3 Example simulations
We implemented (4.20)-(4.22) into two circuit-level simulators, HSPICE [4.49] and SABER
[4.12]. Implementation details can be found in Appendix E. We then used various sets of parameters

to demonstrate the model’s ability to simulate a VCSEL's turn-off transient.
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We began our simulations with the following set of parameters (using the overlap integrals as
defined in (4.23)-(4.26)y; = 1,1, = 3 ns,G, = 8x 10* s, Ny = 15¢ 1P, B=2x 107, 1, =5 ps. =
0.75 x 1P, ko = 0.75x 108 W, h; = 5, anda = 1 (i.e.,)p = 1,5 = 0.5, = 1, andg, = 1). These
model parameters yield a threshold current of roughly 0.935 mA. We first simulated the response of
the model to a square-pulse input current with a low-level bias of 0.93 mA and a high-level of 5 mA.
As shown in [4.41], biasing the laser close to threshold and modulating it to a value well above thresh-
old magnifies the presence of secondary pulsations in the turn-off transient. Figure 4.6 illustrates the
results. A secondary pulse can clearly be seen immediately after the initial turn-off transient [4.41]. In
fact, this demonstrates the extreme case discussed above: when the current is reduced, the laser in
tially turns off completely and then momentarily begins lasing again due to the filling of a spatial hole
by carrier diffusion.

As illustrated in the measured curve of Fig. 4.4, the secondary pulsation can also manifest

itself as more of a bump in the falling edge of the laser’s output. To simulate this behavior, we used

N
T

Output Power (mW)

=

Time (ns)

Figure 4.6 Simulation of a secondary pulsation in a VCSEL's turn-off transient.
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the following parametersy; = 1,7, =5 ns,G, = 4.4x 10* s, N, = 7.5¢< 1P, B = 4x 107, 1, = 3 ps,

£ = 1.3 x 10°, Kio = 1.3 % 108 w, h, = 10, anda = 1. The corresponding threshold current in this

case is 0.483 mA. Consequently, this time we modulated the laser between 0.45 and 5.0 mA, the
results of which are illustrated in Fig. 4.7(a). As we can see, the secondary pulsation now occurs
before the output power is completely extinguished. This is largely a result of the larger v@lue of
used in this case, which essentially acts as a mechanism for sustaining the lasing action via a higher
level of coupled spontaneous emission [4.42]. If we now dectgat®el, the bump gives way to a

slow tail in the turn-off transient, as illustrated in Fig. 4.7(b). Thygan have a significant impact

on the turn-off transient, as would be expected since it accounts for the role of diffusion in the device.
In this case, the smaller value essentially increases the effective lifetiaro{4.22) [4.42]. As a

result, the spatial hole takes longer to fill in [4.42], thereby smoothing out the pulsation in the falling
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Figure 4.7 Simulation of (a) an optical bump in the falling edge of a VCSEL'’s output, and (b) a
slow tail during turn-off due to a smaller valuehgf
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edge.

While the above results clearly illustrate the utility of modeling a VCSEL's spatial effects
using a simple spatially independent model, it is not clear whether the approach can accurately repli-
cate the results of a true spatially dependent model such as that presented in [4.41]. To demonstrate
that it can, we fit our model to the simulated transient response presented in [4.41], which illustrates
relaxation oscillations in the turn-on transient and secondary pulsations during turn-off for a laser
with a 0.85-mA threshold current and approximately 0.24-mW/mA differential slope efficiency. We
used the following set of parameters in our simulatipre 1, 7, = 2.6 nsG, = 5.3x 1¢* s, N, =
7.5¢ 1P, B=1.06% 10°, 1, = 3 ps,e = 8.385x 107, ky, = 1.29x 108 W, hy = 1.8, ancx = 0.9. Com-
parison of our simulated laser transient with the numerical results of [4.41] is depicted in Fig. 4.8. As
we can see, our model demonstrates excellent agreement with the more detailed approach, even repli

cating the shallow tertiary pulsation which immediately succeeds the initial secondary pulse. Even the
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Figure 4.8 (a) Comparison of simulation results from the spatially independent rate equations
(lines) and a more detailed numerical model (points) presented in [4.41]. (b) Detailed comgdarison o
the turn-off transient.
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relaxation oscillations in the turn-on transient are captured reasonably well, with the only noticeable
discrepancy occurring in the slow rise in the laser turn-on after the initial oscillations.

Based on the above results, it is clear that the use of spatially independent rate equations is an
excellent means of accounting for spatial effects without resorting to difficult multidimensional anal-
ysis such as finite-element calculations. Thus, in the next section, we finally present our comprehen-
sive VCSEL model which uses an even more generalized version of the approach discussed in this

section.

4.5 Comprehensive Models

In this section, we present the implementation of comprehensive multimode VCSEL models
in SABER. These models are based on spatially independent rate equations as described in Sectior
4.4. In addition to including thermal gain and carrier leakage out of a VCSEL's active region, they
also account for multimode effects via the inclusion of a photon rate equation for each mode. Further-
more, transverse spatial dependencies are described in the model using either a rectangular or cylin-
drical coordinate system. While rectangular coordinates provide a simpler representation of the
overlap integrals generated during the process of eliminating explicit spatial dependence from the
model, in many cases cylindrical coordinates are more appropriate for modeling the geometry of

actual VCSELSs.

45.1 Spatially dependent rate equations
The spatially dependent rate equations upon which our models are based are more robust ver-
sions of (4.15)-(4.16). The first equation, based largely on the one presented byealriki [4.47],

describes the carrier numbkigrin the active region (in this case the carrier density scaled by the vol-
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umeV):

I/(N, T)

2
ON(LY _ MY NG, t)‘ZGk(r,t)sK(t)wk(r)+?fDZN(r, VT @A

ot q T,

wherel is the spatially dependent injection curréjtandy are the total photon number and nor-
malized transverse mode profile in tk8 transverse mode, respectivelyy is the gain of thexth
mode;l is the thermal leakage curremt;is the carrier lifetime; anbe is the effective carrier diffu-
sion length. Equation (4.27) is similar to Eqg. (7) from [4.47], with the most noticeable differences
being the addition of thermal gain and leakage. As we can see, unlike (4.15), (4.27) accounts for mul-
tiple transverse modes by including a stimulated emission term for each one. Furthermore, the general
spatial vectorr is used to account for arbitrary coordinate systems; as we shall show later, in rectan-
gular coordinates this vector reduces to the single coordinatkereas in cylindrical coordinates it
reduces to the radiusDiffusion is included via the Laplacian of the carrier density. Finally, the leak-
age current of Section 4.3 is included as an offset to the injection current, similar to the offset current
in Chapter 3. However, in this case the current directly models the actual leakage from the VCSEL's
active region.

The remaining spatially dependent rate equations describe the total photon number in each

modek, and again are based on those from [4.47]. The equation forkn®de

0S(t) _  St) B 1
ekt + D\l/J N(t, t)dv+\-/VI G,(7,1)S.(t) Y (P)dv (4.28)

wheref andt,, are the spontaneous-emission coupling coefficient and photon lifetime, respectively,
for the k" mode, andvy is the total volume of the active region. As we can see, the time rate of
change of the total photon numisgrdepends on the total photon loss, as well as coupled spontane-

ous and stimulated emission. The integrations over the active vdlgaeeount for all of the contrib-
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uting emission events occurring within the active region. Note that we again neglect the dependence
of the spontaneous emission on the mode profiles [4.46], assuming instead that it is accounted for in
B

In the above equations, gain and leakage were accounted for via thé&jeamdl;, respec-

tively. The gainGy for thek™ mode can be described using

G(T)(N(T, 1) —N,(T))
1+ Z gmksm(t)

G, (r,t) = (4.29)
As we can see, this is simply (4.10) with an additional term describing gain satu&fipmodels
the thermally dependent gain constant via (4.11). Because of the small spacing between a VCSEL's
transverse modes [4.6],[4.50], we use the same materialdi}{N — N,(T)] for each mode. The
gain saturation term, on the other hand, assumes contributions from all of the transversk, modes
wheregis the gain saturation factor of mokidue to moden. A similar approach has been used to
model the interaction of longitudinal modes in semiconductor lasers [4.4]. While in principle the gain
saturation should also be spatially dependent [4.32], [4.51], for simplicity we choose to neglect this
dependence [4.41].

The thermal leakage current, meanwhile, can be described using (4.14). As we did in Section
4.4, we will be using integration to eliminate the spatial dependence of (4.27)-(4.28). Consequently,
the use of (4.14) in conjunction with a series expansion for the carrier density would mean that the
overlap integrals would no longer be constant, but instead functions of the carrier-profile expansion
coefficients, which are themselves functions of the model’'s operating conditions. In this case, we
would have to solve the overlap integrals during simulation, an unacceptable proposition. One solu-

tion would be to linearize (4.14). However, because the leakage itself is highly nonlinear, this
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approach is also untenable. Instead, we opt to replac¢d.14) withNg, which, as we saw in the last
section, is the constant component of the carrier profile’s series expansion and in general accounts for

the average carrier number in the active region. Thus,

l, = 1,,expQ3 o0 (4.30)
0 T 0
0 0

This equation allows us to model the nonlinear leakage without requiring the calculation of the over-
lap integrals during simulation. Though it appears that any spatial dependence has been eliminated
from the leakage, in realityy implicitly accounts for it, since effects such as SHB act to increase the
total carrier number in order to compensate for the loss of carriers in the spatial holes.

Equations (4.27)-(4.30) can be converted into spatially independent equations using the meth-
odology of Section 4.4. Below, we perform this conversion for both rectangular and cylindrical device
geometries. As we shall see, the resulting equations not only permit the detailed modeling of a
VCSEL's thermally and spatially dependent operation, but are simple enough to be implemented in a

circuit-level simulator.

45.2 Spatially independent model using a rectangular coordinate system

In the simplest case, we can convert (4.27)-(4.30) into spatially independent equations by
using the one-dimensional rectangular coordinate system of Section 4.4. This is the same approach
taken in [4.34], [4.36], and [4.46]. In this case, we reptace with the coordinfale this neglects
two-dimensional effects, it permits VCSEL operation to be modeled in a simple and intuitive manner.
First, we assume that the integrations &fecan be reduced to one-dimensional integrations over the

active-region widthWy, where contributions in the andz directions are lumped into the gain con-
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stant and spontaneous emission coupling coefficient. Next, we assume that the carrier distribution can
be modeled using (4.19), wharé< W5 (andW corresponds to the volumg. From (4.19), we see
that this condition assumes thaiVdtthe slope of the carrier profile is zero [4.11]. This assumption
can be understood as follows. First, if we chodse Wy, then we are simply forcing the carrier pro-
file to remain flat at the active layer boundaries. WWéxn Wy, however\W corresponds to an effec-
tive boundary defined by the current injection profile, where the majority of the current is near the
center of the VCSEL [4.11]. In this case, we assume that the carrier distribution peaks near this
boundary, and that this peak does not appreciably move with changing operating conditions. Because
the carrier-profile expansion is only valid within the willththe accuracy of the model should begin
to decrease a8/ becomes increasingly smaller thék. Typically, though, we can approximate=
Wi, even in devices where the carriers can laterally diffuse away from the current confinement region.
In this case, the relative widths of the injection-current, carrier, and mode profiles need to be adjusted
through parameter extraction to compensate for the absence of more detailed geometrical informa-
tion.

The normalized photon distributiap(x), meanwhile, can assume an arbitrary shape depend-
ing on the particular device under consideration. Various alternatives are discussed in Section 4.6. In

general, however, we define the normalized distribution such that
1 1
— = —_— = . l
WDJ’ Sy (x)dx = S, O WDJ’ g (x)dx = 1 (4.31)

Similarly, we define the spatially dependent current using
1(x) = 1,f(x) (4.32)

wherel, is the total current flowing through the device, §0d is the normalized current distribution
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defined such that

W/ 2 W/ 2
%DI%MMWZ% 0 %DIﬂMWZl, (4.33)
_W/2 W/ 2

where we have assumed that the current is confined to theWidth
Substituting (4.19) into (4.27)-(4.28), we can now integrate out the spatial dependence from

(4.27) and (4.28). In so doing, we make use of the following relations:

w/2
[2TUX(]. J[RTYX(y = BW/2 =]
J’ COSH W %COSD W gdx E 0 ] (4.34)
-W/2
DZN(X, ) = Z EQW%F 352 (4.35)

i=1
Equation (4.34) is simply the orthogonality condition of the Fourier series expansion, while (4.35) is
the diffusion term from (4.27) in terms of that same expansion. Using these equations, we first scale
(4.27) by 1YV and integrate over\\W/2,+W/2], thereby producing the rate equation fgr Next, we
scale (4.27) by-(2/W) [kos(2mjx/W) and again integrate oveW/2,+W/2], this time yielding the
rate equations for each tef(j > 0) in the Fourier expansion of the carrier distribution. Finally, we
carry out the integrations in (4.28). The resulting set of spatially independent rate equations is

G(T){VkoNo Zyku'\h VkoN(T)}Sk |
|

- =1 —- (4.36)

dt q T, 1+ ngksm q
m

Ny _ Mile N

. I N G(T)| GoNo— > qojkiNi_qojkONt(T)}%
S - iy _Tigany+ i=1 (4.37)
dt qa o1, ) Z 1+ &S

m
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| ) G(T){AKONO— Y ANi=AoN(T) |,
d% _ _i"’@({bo'\'o— 3 biN; | + =1 (4.38)
=1 1+ &miSn

As was the case with the simple model of Section 4.4, we have managed to replace explicit spatial

dependencies with constants. Diffusive effects are accounted for via the pardqnaﬂeese

_ 2Tl e f
h = BE (4.39)

The parameteris; model the integrated spontaneous emission in (4.28), where

b, = o1 (4.40a)
(O W *
Sinlj-[l_VVTD
Uw U
b = —— (4.40Db)
T
The current profile is accounted for via
5 W/ 2 ori
_ T X
G=50 cosD—WLE(i(x)dx (4.41)
-W/2

Finally, overlap of the gain and mode profiles is accounted for by the overlap integraly;(alf%s

andA;, where

W/ 2
1 .
Wi = 50 [ CcosPuX (90 (4.42)
-W/2
5 W/ 2 ori pri
_ TIX TIj X
i = \—/-VD J’ COSDWELLIK(X)COSD—\NJ—%X (4.43)

-W/2
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W,/ 2
_1 [2TiX[]
Ay = WD J’ COSTFy i (x)dx (4.44)
W,/ 2

For certain mode profiles, such as the sinusoidal distribution from Section 4.4, (4.42)-(4.44) can be
calculated analytically. In general, however, numerical integration is necessary. Fortunately, as we

noted before, these integrations are required only once for a given set of device parameters.

4.5.3 Spatially independent model using a cylindrical coordinate system

For many VCSELSs, a cylindrical coordinate system is a more appropriate choice for modeling
the device geometry [4.11], [4.47]. If we neglect azimuthal variations in the carrier and mode profiles
[4.11], then we can perform the analysis in terms of the radial coordinairst, analogous to the
approach in rectangular coordinates, we assume that integrationsraesm be converted into inte-
grations over aadius Wy, with azimuthal and longitudinal contributions lumped into the gain con-
stant and spontaneous emission coupling coefficient. Next, we identify a suitable series expansion for
the carrier profile. As we mentioned in Section 4.4, in cylindrical coordinates the appropriate choice
is a Bessel-series expansion. Let us assume, similar to our approach in rectangular coordinates, tha
the slope of the carrier profile is zero at some radius Wy [4.11], which corresponds, roughly, to
the radius of the current injection. We can then describe the carrier profile using the following Bessel-

series expansion [4.11],[4.47]:

00

N(D) = No— 5 NiJO%p—VinE (4.45)
i=1

whereg; is thei'" root of the first-order Bessel functidp(x), with gg = 0. As illustrated in Fig. 4.9,

the two-term version of (4.45) [4.9] looks very much like that from the Fourier-series expansion, with
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N(r) A

> r
0 W

Figure 4.9 Two-term Bessel-series expansion of the radial carrier profile.

the constant term representing an average carrier number, and the second term accounting for a spatie
hole produced by the VCSEL's fundamental transverse mode.
Meanwhile, we can again model the photon distribuiigfn) using an arbitrary mode shape.

However, this time we define the normalization condition as

2 2
— 0 rrar = O —Ory(r)rar =1 (4.46)
> {Skll’() S > {

Likewise, the spatially dependent current is
I(r) = 1,f(r) (4.47)
wherel,, is the total current flowing through the device, §@dlis the normalized current distribution

defined such that

w w
2 2
— Orlfi(r)rar =1, O — grf.(r)yrar =1, (4.48)
W { W g

where we have assumed that the current is confined to the Yddius
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Proceeding similarly to the rectangular case, we next substitute (4.45) into (4.27)-(4.28) and

integrate out the spatial dependence, making use of the following relations:

on O g Yoy = (4.49)
O o i #]
NG = Y E&'EZN JODWD (4.50)

i=1
where (4.49) is the orthogonality condition of the Bessel-series expansion and (4.50) is the diffusion
term from (4.27) in terms of that same expansion. First, we scale (4.27\)\/B)ar2d integrate over
[0,W], thereby producing the rate equation k. Next, we scale (4.27) by(2/\/\/2) E(Joz(aj))_1
and again integrate over Y], this time yielding the rate equations for each terjnﬁj > 0) in the
Bessel-series expansion. Finally, we carry out the integrations in (4.28). Note that this approach is
equivalent to the one taken in [4.9], [4.11], and [4.47], where the authors also transformed spatially
dependent rate equations using a Bessel-series expansion for the carrier profile.

The resulting set of spatially independent rate equations can again be described by (4.36)-
(4.38), and are very similar to the equations from [4.47], with the major exception being the inclusion
of terms for the thermal gain and carrier leakage. Compared to the rectangular case of Section 4.5.2,
the various constant terms described by (4.39)-(4.44) must now be modified to account for the cylin-

drical coordinate system. Diffusive effects are modeled via the paramgeteteere

h = D—JW—EZ (4.51)

The integrated spontaneous emission is modeled through the pardameteese
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b _dNTDz

0~ OwO

b.—Z_WTJ[piWTD
I_WO.i 1|jw|:|

Meanwhile, the current distribution is accounted for through

2
= D J (r)radr
W) IOD e

Finally, the overlap integral valugf, ¢, andA,; are

Vi = DIJO S B (rar

-2 i
o i Pl

Wr

A = V\%ZDJ' JOBP—VinEwk(r)rdr
0

Because of the use of a Bessel-series expansion, in almost all cases numerical integration is necessar

to calculate the above expressions.

45.4 Complete model

Summarizing the above results, we see that we can model a VCSEL's spatial and thermal

behavior using the spatially independent rate equations (4.36)-(4.38), expressions (4.11)-(4.12) and

(4.52a)

(4.52b)

(4.53)

(4.54)

(4.55)

(4.56)

(4.30) for the thermal gain and leakage, and the constatks j, W, @i, andAy;, which are deter-

mined according to the choice of coordinate system. To complete the model, we first relate the photon

numberS, in each mode to the corresponding output pdwyersing
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Pr = KneS (4.57)
wherekq, is the output-power coupling coefficient of # mode.

Next, as we did in Chapter 3, we model the VCSEL temperatuseing a thermal rate equa-

tion [4.9], [4.52]:
_ dT
T= Tyt V- Z PeRin - Tin gy (4.58)

where T, is the ambient temperaturkg,, is the total current flowing through the deviséjs the
device voltage, andy, is a thermal time constant. Note that, unlike the equation from Chapter 3,
(4.58) accounts for multiple modes.

Finally, we model the electrical characteristics using the same technique we applied to the
simple thermal VCSEL model of Chapter 3. We model the device voltaigeng an empirical func-

tion of temperature and current:
V = f(l, T) (4.59)
where we assume that the current corresponding to this voltage is the cavity injection gupamat
sitic effects can be modeled in parallel with this voltage. Figure 4.10 illustrates this arrangement,

where the currenty; andl, are clearly identified and a parasitic shunting capacit@pceused to

account for parasitic effects.

Intrinsic | optical
VCSEL Model |—. Outputs

Figure 4.10 Complete VCSEL model, including elements for modeling electrical characteristics.
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Examination of our complete model reveals a number of similarities with the efforts of other
researchers. As we noted in Section 4.4, many authors have used the Fourier-series expansion tc
model the transverse carrier profile in semiconductor lasers. However, these efforts were not focused
on VCSELs, and therefore neglected thermal behavior. Metikl. [4.47] suggested the use of a
Bessel-series expansion to describe VCSELSs, but also neglected thermal effects, as well as parasitics
Dellundeet al. [4.11] also used a Bessel-series expansion to generate spatially independent multi-
mode rate equations, but again, failed to include thermal behavior or parasitic effects. In [4.9], rate
equations similar to the ones presented here are used, with the carrier profile modeled as a two-term
Bessel-series expansion. Furthermore, like our approach, device temperature is modeled via a thermal
rate equation, and thermal gain is accounted for through polynomial functions of that temperature. In
addition, unlike our model, carrier transport is included via an additional rate equation for the con-
finement-layer carriers, as discussed in Chapter 2. Despite these features, the authors fail to include
thermally dependent leakage current, and limit their analysis to a single mode. They also do not
model parasitic effects in the device. Clearly then, though our model incorporates various approaches
discussed in the literature, to the best of our knowledge this is the first time that they are being used in
a comprehensive manner. Furthermore, this is the first time this type of model is being implemented

in a circuit-level simulation environment.

45.5 Implementation in SABER

We have implemented our model in Analogy’s SABER. As we desired, this allows us to
model VCSELSs in conjunction with electronics and other optoelectronic devices, thereby facilitating
the design and simulation of optoelectronic applications. This would not have been the case if we had

implemented a spatially dependent VCSEL model. As we have explained in some detail, the use of
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less computationally intensive models such as those presented in this chapter is critical for optoelec-
tronic CAD.

As discussed in Chapter 3, a particular advantage of SABER is that, while it supports circuit-
level netlisting like SPICE, it also allows device behavior to be described explicitly in terms of differ-
ential equations using the behavioral modeling language MAST. This capability dramatically simpli-
fies the implementation of circuit-level models, making our approach particularly attractive for use in
optoelectronic system design. Thus, we have implemented two versions of our model as MAST tem-
plates, the details of which can be found in Appendix F. The first template models a single-mode
VCSEL with a two-term carrier-profile expansion, while the second models a two-mode VCSEL with
a three-term carrier-profile expansion. In each case, the conbjaffs {j, Vi, @i, andAy; are
included as model parameters. By not implementing the calculation of these parameters within the
templates themselves, we make the model implementations independent of the choice of coordinate-
system. Depending on this choice, specific numerical values can be determined independently by the
user and passed into the model during simulation.

Another feature of our implementation is the use of variable transformations such as the ones
described in Chapters 2 and 3. In this case, we tran$fit, andN, into the variablesy,, v,o, and

Vijs respectively, using

P, = (Vo + S,)° (4.60)
2

Ny = Z,(Vo+9y) (4.61)

N; = Z,Vy; (4.62)

whered,,, 4, andz, are arbitrary constants. Egs. (4.60)-(4.61) ensure a nonnegative solutityn for

andNp [4.53], while (4.62) scalely; to improve convergence [4.54].
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An example of the single-mode template is illustrated in Fig. 4.11. As we can see, the use of
MAST allows the relatively involved differential equations (4.36)-(4.38) to be implemented in a very
straightforward manner. By defining the transformations of (4.60)-(4.62) in separate equations, we
allow (4.36)-(4.38) to be implemented explicitly in term$PfNg, andNJ-. In later sections, we shall
demonstrate that this model, as well as the two-mode version, can be used to simulate the complex

behavior of VCSELs. However, we will first discuss various analytical forms for the mode profiles

Yy

4.6 Mode Profiles

In order to use the models of Section 4.5, we need expressions for the mode g oilléde

these expressions will implement fixed mode shapes, in many VCSELSs the profiles change as a func-
tion of bias. For example, self-focusing in some devices can cause the fundamental mode to shrink
with increasing bias [4.32]. Similarly, thermal lensing in gain-guided VCSELSs can also result in a
shrinking fundamental mode [4.17]. While more exact representations would account for this bias
dependence, we have elected to keep our mode profiles fixed, like what would be found in index-
guided devices. The discrepancy that may occur in gain-guided or weakly-index-guided devices must
then be accounted for during parameter extraction. Below, we review a number of choigemfor

both the rectangular and cylindrical coordinate systems.

4.6.1 Rectangular coordinate system
When using our comprehensive VCSEL model in the rectangular coordinate system, there are
two obvious choices for the normalized mode profifg). The first is based on the simple sinusoid

used in Section 4.4. Extending this distribution to higher-order terms, we obtain
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element template vcsell2 p n pfO pfl = etai, tn, go, nto,
tpO, tpl, kfO, kfl, beO, bel,
b, eps00, eps01, eps10, epsll,
lam, gam, phi, zet, h, tth,
rth, ag0, agl, ag2, bg0, bgl, bg2,
cnO, cnl, cn2, ilo, a0, al, a2, a3,
claser, zn, dn, dm
electrical p, n, pf0, pfl # pins (electrical- p,n; optical- pf0,pf1)
number etai = 1, tn = 5e-9, go = 1e4, nto = 1e8, # argument defaults
tp0 = 1le-12, tpl = 1e-12, kf0 = 1e-8, kfl = 1e-8, be0 = 1e-3, bel = 1e-3,
b[0:2] =[1,0,0], eps00 = 0, eps01 =0, eps10 =0, eps1l =0,
lam[0:1,0:2] = [1,0,0, 1,0,0], gam[0:1,0:2] = [1,0,0, 1,0,0],
phi[1:2,0:1,0:2] =[1,0,0, 1,0,0, 1,0,0, 1,0,0],
zet[1:2] = [0,0], h[1:2] = [1,1], tth = O,
rth = 1000, ag0 = 1, agl = 0, ag2 =0, bg0=1, bgl =0, bg2 =0,
cn0=1,cn1=0,cn2=0,il0o=0,a0=0,al1=0,a2=0, a3 =0,
claser = 1e-12, zn = 1e8, dn = 5e-10, dm = 5e-10
external number temp  # simulation temperature

{
branch ipn = i(p->n), vpn = v(p,n)  # cavity branch defns.
branch ipnc = i(p->n), vpnc = v(p,n) # capacitor branch defns.

val v gth, ntth # gain/transparency as fns. of temp.

var i fleak # temp.-dependent leakage-current factor
val v p0 # output power in modes 0,1,...

val v n0O,n1 # carrier number term 0,1,...

var v vnO,vnl # voltages related to carrier numbers
var v vmO # voltage related to modes 0,1,...

var v.gmO # modal gain values for modes 0,1,...
var i ipf0,ipfl # current from output node pf0,pfl,...

var tc tjct # junction temperature

# local variables and constants
number kb = 1.38062e-23, g = 1.60219e-19

# thermal-gain temperature defines...
gth = go*(agO+agl*(tjct+273.15)+ag2*(tjct+273.15)**2)/ \
(bgO+bg1*(tjct+273.15)+bg2*(tjct+273.15)**2)
ntth = nto*(cnO+cnl*(tjct+273.15)+cn2*(tjct+273.15)**2)
# leakage-current-factor definition
fleak = (ilo/q)*limexp((-a0+al*zn*(vnO+dn)**2+a2*(tjct+273.15)*zn*(vnO+dn)**2 - \
a3/(zn*(vnO+dn)**2))/(tjct+273.15))

# assign transforms for pk and nj
p0 = (vmO + dm)**2

n0 = zn*(vn0+dn)**2
nl=zn*vnl

# electrical representation of laser diode

vpn = 12928.567*ipn/(tjct+273.15-198.73691) + \
1.4679311*In(1+255966.659082*ipn/(tjct+273.15-198.73691))

ipnc = d_by_dt(vpnc*claser)

Figure 4.11 MAST-template implementation of the comprehensive VCSEL model for a single

mode and a two-term expansion of the carrier profibmijnued on next payie
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# determine junction temperature
tjct: tjct = ((ipn+ipnc)*vpn - pO)*rth + temp - d_by_dt(tth*tjct)

# vcsel rate equations for photons
vmoO: d_by_dt(p0) = -p0/tp0 + (be0*kf0/tn)*(b[0]*nO - b[1]*n1) \
+ gth*(lam[0,0]*n0 - lam[0,1]*n1 - lam[0,0]*ntth)*p0/(1+eps00*p0/kf0)

# vcsel rate equation for carrier term n0

vnO: d_by_dt(n0) = etai*ipn/q - nO/tn \
- gth*(gam[0,0]*n0 - gam[0,1]*n1 - gam[0,0]*ntth)*p0/kf0/(1+eps00*p0/kf0) \
- fleak

# vcsel rate equation for carrier term nl
vnl: d_by dt(nl) = -etai*ipn*zet[1]/q - n1*(1+h[1])/tn \
+ gth*(phi[1,0,0]*n0 - phi[1,0,1]*n1 -phi[1,0,0]*ntth)*pO/kf0/ \
(1+eps00*p0/kfo)

# modal gain calculations (neglecting gain compression)
gmO: gm0 = gth*(lam[0,0]*n0 - lam[0,1]*n1 - lam[0,0]*ntth)

# optical output
i(pf0) += ipfO
i(pfl) += ipfl
ipfO: v(pf0) = pO
ipfl: v(pfl) =0

}

Figure 4.11 Continued)

[
2
Ezivcos[nkJrli IX<—"k=0,24...
W, W,
[
G = 0 ZiVsinz[MJ Msm =135 .. (4.63)
0 W, W 2
[ W
O 0 IX| > M
O] 2

whereW,, defines the mode width. Essentially, (4.63) models the intensity distributions of the har-
monics in a 1-D resonator, with the even modes corresponding to cosines and the odd modes corre-

sponding to sines. The leading coefficients were defined according to the normalization condition
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(4.31). Figure 4.12 illustrates the first two mo#tes0O and 1.

The biggest advantage of (4.63) is that it leads to analytical expressions for the overlap inte-
grals, as we saw in Section 4.4. However, rigorously speaking, it only applies to a cavity with perfect
mode confinement. When this is not the case, a more exact representation can be found in the Her-
mite-Gaussian mode solutions, which have been used to model the mode profiles in actual VCSELs

[4.10], [4.32], [4.43]. These solutions can be described using [4.55]:
2XC|2 20/ W2
W (x) = ak[Hk%—XE} e 2 (4.64)
m

whereH(x) are the Hermite polynomial8y,,, is the characteristic width for this particular set of Her-
mite-Gaussian solutions, arm), are normalization constants determined using (4.31). Though in
some cases a complex Hermite-Gaussian mode solution may be more appropriate [4.55], the solutions
presented here serve as useful representations of a VCSEL's actual mode profiles [4.10]. Figure 4.13

illustrates the first three Hermite-Gaussian modes, where for clarity we have scaled the distributions

Figure 4.12  First two sinusoidal mode profiles defined by (4.63).
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Figure 4.13  First three Hermite-Gaussian modes.

such that their peak values are approximately equal. These solutions correspond to the first three Her-

mite polynomials:

Ho(x) = 1 (4.65a)
H,(x) = 2x (4.65b)
HZ(X) = 4x2—2 (4.65c¢)

As can be seen, the fundamental mode is a Gaussian, while the first higher-order mode has a donut-

shape.

4.6.2 Cylindrical coordinate system
In cylindrical coordinates, a simple solution such as the sinusoidal mode profiles described
above does not exist. However, mode profiles analogous to the Hermite-Gaussian solutions can be

used, namely Laguerre-Gaussian (LG) modes [4.31]. Similar to their Hermite-Gaussian counterparts,
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these solutions are based baguerre polynomials, which, in general, have complex arguments
[4.31], [4.55]. However, we can still obtain a useful approximation of the transverse mode shapes by

neglecting any complex parameters and using the standard Laguerre-Gaussian function [4.55]:

| ZD ot
Wy (r) = ay, Eﬁfmz E{ p[\/\/zﬂ} o 20/ W (4.66)

Note that we have replaced the mode-inklesth pl, wherep is the radial index ands the azimuthal
index. Also, explicit reference to the angular dependence has been ignored. InLd)Z(JS)B), are the
generalized Laguerre polynomiatsm is the normalization coefficient defined by (4.46), aMd is
the characteristic width of the family of LG modes. Clearly, (4.66) is very much like (4.64).
Figure 4.14 illustrates three of the lowest-order LG modes, with the normalization constants

ap set to 1. These distributions correspond to the 00, 10, and 11 generalized Laguerre polynomials:

LX) = 1 (4.67a)

'~IJp|(r)A

Figure 4.14 The 00, 10, and 11 Laguerre-Gaussian modes.
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L9(x) = 1-x (4.67b)

Li(x) = 2—x (4.67¢)

Clearly, the first two higher-order modes do not correspond to donut modes. However, this kind of
solutionhasbeen used to represent the measured mode profiles in actual devices, namely gain-guided
VCSELs [4.31], [4.56].

In cases where low-order donut modes are required, a different representation of the mode
profiles can be used. Thd>, modes have been used by many researchers to describe VCSEL trans-
verse mode profiles. They have been observed in actual devices [4.29], as well as used extensively to
model, among other things, mode competition, mode-partition noise, and gain-switching in VCSELs
[4.11], [4.39], [4.41], [4.57]-[4.59]. Neglecting angular dependencies, we can moddbjhmodes

using [4.11], [4.39]:

O
0 a JE(U T /W, ) 0<r<w,

w(r)=0 3(uy) (4.68)
E a K (W r/W,,) DKZ— r>W,
O k(W)

where, because of the absence of angular dependence, we have dropped the mbde-i@deR),
ay is the normalization constadi(x) andK(x) are the Bessel functions of the first and second kind,
andW,, is a characteristic mode width. The parameaigendw are eigenvalue solutions of the opti-
cal waveguide for which (4.68) is a solution.

To be exact, (4.68) actually represents approximate solutions for a weakly-index-guided cylin-
drical waveguide [4.11], [4.39]. As discussed in [4.60], for a waveguide with corenpdeadding

indexny, core radiusV,,, and free-space wave numilgr the solutions for the transverse mode pro-
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files can be approximately determined in terms of the propagation cofgtaime can define the
eigenvalues), andw in terms off3 .

1/2
W, (nKe = By) (4.69)

Uy

W, (B2 —n2k3)"? (4.70)

Wy
The k" mode solution from (4.68) can then be determined based on the eigenvalue equation

Ji_q(uy) _ Ky _1(Wy)
Yy T TR (wy

(4.71)

and the normalization constam¢ can be calculated from (4.46).

Figure 4.15 depicts thePy,, LP14, andLP,; modes for a cavity withV,, = 3 um, A, = 850
nm (corresponding t&, = 7.39 x 16 mh, n, = 3.5, andh, = 3.4. Similar results are obtained for
even smaller index steps such as 0.01. As we can sdePghenode is very similar to a Gaussian,

while theLP;4 andLP,; modes both correspond to donut-shaped profiles.

U k(r)

0 0.5 1 15 2 25 3
Radius (um)

Figure 4.15 lllustration of the radial dependence ofL.iRg,, LP;,, andLP,; modes.
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Now that we have identified various alternatives for the mode prafilesve can use our
comprehensive VCSEL model to simulate various interesting features of VCSEL operation. In the
next section, we will use tHePy, andLP;; modes to demonstrate the capabilities of our approach; in
the following section, we will use a Gaussian mode profile to fit our model to various experimental

devices reported in the literature.

4.7 Example Simulations of Single- and Two-Mode Behavior

In order to demonstrate the ability of our comprehensive VCSEL model to replicate actual
VCSEL behavior, we have chosen a representative set of model parameters and simulated single- anc
two-mode devices. While these simulations do not quantitatively validate the model via comparisons
with experimental data (as is done in the next section), they do allow us to qualitatively evaluate its
merits. As the following results will demonstrate, our model is capable of simulating thermally
dependent threshold current, output-power rollover, small-signal behavior as a function of tempera-
ture, transient phenomena, and multimode competition.

The model parameters used in our simulations are listed in Table 4.1. A two-term carrier
expansion in cylindrical coordinates was used for the single-mode VCSEL, while a three-term expan-
sion was used for the two-mode device. The additional term is included in the latter case to account
for the more complicated spatial behavior resulting from multimode operation. In reality, even more
terms would improve the accuracy of the results. Also, we elected to use a cylindrical coordinate sys-
tem in our model, as well &%,y modes, wherePy; models mode 0, arid®;; models mode 1 in the
two-mode VCSEL. Specifically, we used the modes of Fig. 4.15 as a representative set of distribu-

tions. Note that we approximate the modes to be zeno*dl,,,, We also assumed that the carriers
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Table 4.1 Representative set of model parameters used in simulating the single- and two-mode
VCSELs.

Parameter Value

Gain-Constant Parameters G, = 3 x 1d st ago = _0_4,agl =0.00147 KL,
agp = 7.65 x 10’ K%, byy = 1.3608,
bgs = —0.00974 K, by, = 1.8 x 10° K2

Transparency-Number Parameters Nio = 10/, Cro = -1,
Cpy = 0.008 KL, ¢pp = 6 x 105 K2

Leakage Parameters lio = 9.61 Aag = 4588.24 Kay = 2.12 x 1P K,
ay=8x 10° a3=9.01 x 18K

Overlap Integral Valueg, Ay Yoo =Aoo= 1, ¥p1 = Ag1 = 0.37978,
Yoo = AOZ = —00018753y10 = AlO =1,
iil= All = 012344,y12 = Alz =-0.1653

Overlap Integral Valueg; Proo= 2.3412,¢,91 = 1.8193,¢,9> = 0.62489,
®110= 076099%11: 077999%12: -0.085866,

oo = —0020821@01 = 11254,@02 =1.7041,
®10= —18352@11 = —015465@12 = 0.94864

hy, hy 1-mode: 15,0; 2-mode: 5, 16.76
o (1 0,0
N 1.0
Th 2.5ns
Too Tp1 2.5ps, 1.8 ps
Ko K1 1.5x 108 W, 1.5 x 16 W
Bo: By 0.001, 0.001
b, by, by 1,0,0
€00 €01: €10 €11 5x 107,0,0,5 x 10
Rin 0.9 °C/mwW

Tth 1us
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are confined to a radiu&/ = W,,,, Because of this confinememt/ = Wy and thereforé\; = y;. The
complete set of overlap-integral values is included in Table 4.1. In the case of the single-mode simula-
tions, the parameters correspondingg tol,j = 2, and = 2 can be ignored.

It is worth noting that, in general, there is no need to include an explicit value for the mode
width W, It is easy to show that for a fixed ratio= W, /W, the overlap-integral values are indepen-
dent of the actual device geometry. This fact is simply a generalization of the results of Section 4.4,
where the overlap integrals were analytically defined in ternes &f other words, the overlap inte-
grals capture the shape of the mode relative to the active region dimensions; consequently, the values
used here could just as easily be used for devices with different geometries. The only parameters
which do explicitly account for the VCSEL geometry &yewhich are functions ofV. However, as
Table 4.1 shows, we have elected tolysirectly as one of the model parameters. Thus, as in Section
4.4, all spatial and diffusive effects can be accounted fowr @adh;.

Also of interest in Table 4.1 are the parameters which model the gain and leakage. Figure 4.16
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Figure 4.16  Plots o6(T) andl|(Np,T) based on the representative model parameters from Table
4.1.
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illustratesG(T) andl|(Ng, T) from (4.11) and (4.30), respectively, using the parameter values of Table
4.1. As we can see, the gain peaks at approximately room temperature, while the leakage current
exhibits a form similar to Fig. 4.3. The transparency nump@r), not shown here, is an increasing
function of temperature.

Not included in the table of model parameters is the functional form for the device wltage
For simplicity, we have modeled this voltage as the series combination of@ rH3istorRs and a
diode with saturation currefy= 1018 A and thermal voltag¥t = 50 mV. While temperature depen-
dence is not included, this approach still allows us to account for the role of power dissipation in a
VCSEL's thermally dependent operation. Note that we have neglected the role of parasitics in our
simulations by setting, = 1 fF.

Using the above parameters, we first simulated a single-mode device at ambient temperatures
of 25, 50, and 65 °C. Figure 4.17 illustrates a family of LI curves at these temperatures. As we can
see, just like the simple model of Chapter 3, the new model is able to simulate temperature-dependent

threshold current and output-power rollover, with the device performance becoming increasingly

Output Power (mW)

0 5 10 15 20 25 30
Input Current (mA)

Figure 4.17  Simulated LI curves at ambient temperatures of 25, 50, and 65 °C for a single-mode
VCSEL.
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Figure 4.18 Additional dc simulation results at 25 °C. (a) Carrier num\yeaadN;. (b) Leakage
current.

worse as the ambient temperature increases. In the curves of Figure 4.17, while the thermal variation
of the gain certainly contributes to the observed behavior, leakage current plays a dominant role in
rolling over the output power at elevated currents [4.2]. To demonstrate this fact, Fig. 4.18 illustrates
the variation oNg, Ny, and the leakage currdpfor the 25 °C LI curve. As we can see, as the current
increases and the device begins to lase, a hole is burned into the carrier profile, corresponding to the
initial increase ofN;. ConsequentlyiNy also begins to increase in order to maintain an above-thresh-
old modal gain. Eventually, the output power rolls over and NgflandN, begin to decrease again.
However, as Fig. 4.18(b) shows, by this time they have contributed to a thermal leakage current which
ultimately shuts off the device completely.

In order to better understand the role of carrier leakage in the results of Fig. 4.17, we set the

leakage to zero and reran the simulations. The results are shown in Fig. 4.19. As we can see, the elim-
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Figure 4.19 LI curves at 25, 80, and 150 °C for a single-mode VCSEL with the leakage current
set equal to zero.

ination of the leakage eliminates the rollover; however, the threshold current still shifts with tempera-
ture, obviously due to the thermal dependence of the gain. In the past, researchers have attributed the
LI-curve rollover to the gain alone [4.17]. While parameters could be chosen to duplicate this behav-
ior, we feel that in many cases, such as the one shown here, the gain will be largely responsible for
shifting the threshold at lower temperatures, while the leakage will be dominant at higher tempera-
tures and currents [4.2]. For example, for the device of [4.2], the threshold current is seen to vary by
only a few mA over an approximate 60 °C increase in ambient temperature, while the device begins to
rollover after an approximate current increase of 10 mA or less. For a worst-case turn-on voltage of
5.0 V and a thermal impedance of roughly 1 °C/mW, this corresponds to a 50 °C change in tempera-
ture. Obviously, as the authors points out, different mechanisms must be affecting the threshold cur-
rent and rollover in different ways, namely the thermal gaithleakage.

We next ran simulations of the single-mode VCSEL under small-signal conditions. Figure

4.20 depicts ac transfer functions at 25 °C and bias currents of 2, 5, 10, and 20 mA. The curves were
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Figure 4.20  Small-signal transfer function of a single-mode VCSEL at 25 °C and bias currents o
2,5, 10, and 20 mA.

normalized at a low-frequency value of 10 MHz. For the three biases below the rollover point (2, 5,
and 10 mA), the transfer functions’ resonance frequencies increase with bias, with the magnitudes of
the peaks eventually decreasing. This result is analogous to what one would expect in regular edge-
emitting lasers. Note that the dip below the resonance frequency is due to the damping induced by
SHB. For currents beyond the rollover point, such as the 20-mA curve of Fig. 4.20, we see that the
resonance frequency beginsiecreasein other words, it rolls over as well. Similar results have been
observed experimentally [4.61].

We can gain further insight into the thermal effects on small-signal modulation by keeping the
bias fixed while varying the temperature. Fig. 4.21 illustrates the resulting transfer function for an

output-power bias point of 0.5 mW and ambient temperatures of 25 and 50 °C. As we can see, the res-
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Figure 4.21  Simulated small-signal transfer function at an output-power bias of 0.5 mW and ambi-
ent temperatures of 25 and 50 °C.

onance frequency decreases with temperature. As we touched on in Section 4.2, such a result would
be expected, since the gain constant is decreasing over the temperature range 25 to 50 °C; because tl
relaxation oscillation frequency is a function of the gain, the associated resonance frequency should
decrease for a fixed bias power. Analogous behavior has been experimentally observed in edge-emit-
ters’ 3-dB bandwidth [4.62], and most likely would be evident in VCSELSs as well.

Thermal effects can also impact the small-signal modulation via the thermal time constant.
Typical values of this time constant are on the order of gufe.17]; for frequencies greater than
the thermal cutoffy, = 1/(2mnry,), the modeled temperature will not be able to change in response to
the modulation. The thermal mechanism in the model that is most affected by this result is the leak-
age, which is a highly sensitive function of temperature. Because the temperature cannot be modu-
lated at frequencies abofg, in many cases the leakage remains constant. Hence, the VCSEL should

respond as if there 130 leakage (or any other thermally varying behavior), resulting in an altered
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value of the simulated modulation response. Conversely, the response should shift to its dc value at
frequencies beloW,. Figure 4.22 illustrates this behavior in a simulated ac response at a bias current
of 10 mA and a 25 °C ambient temperature.

Previously, we had normalized the results of Fig. 4.20 at 10 MHz to avoid unnecessary confu-
sion in comparing the results at the different biases. However, it is clear now that the low-frequency
effect can be quite important. While this “low-frequency shift” has been observed experimentally
[4.63], to the best of our knowledge it has not been addressed in the literature. Thus, additional
research is necessary for better understanding whether or not the experimental results correspond tc
the mechanisms at work in our model, or some other effect.

To complete our single-mode simulations, we modulated the laser with a square-pulse train

whose low and high levels were 1.5 and 9.0 mA, respectively. As Fig. 4.23 shows, the behavior
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Figure 4.22  Simulated small-signal transfer function exhibiting a “low-frequency-shift” due to
thermal effects.
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Figure 4.23 Simulated transient response of the single-mode VCSEL, demonstrating an optical
bump in the turn-off transient.
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described in Section 4.4 is clearly replicated by our model, with an optical bump occurring in the out-
put-power’s turn-off transient. While this result amply demonstrates the spatial capabilities of our
model, they can be demonstrated with a two-mode VCSEL as well, as we shall see next.

With the single-mode simulations finished, we proceeded to use the parameters of Table 4.1 to
simulate a two-mode VCSEL. While much of the behavior shown above should be expected in this
laser as well, there are other features worth noting that are specific to a multimode device. First, we
considered the device’s LI characteristics. Figure 4.24 illustrates LI curves for both modes at temper-
atures of 25 and 40 °C. As we can see, the second mode (mod&P1,)dras a higher threshold as
compared to the fundamental (mode 0-Bg,). This is mostly due to the fact that it achieves thresh-
old after SHB allows its modal gain to reach threshold. OnceRhgmode begins to lase, there is a
noticeable kink in th&Py; mode’s output power, as would be expected since the two modes share the

available laser gain. This kink can be seen more clearly by eliminating the leakage current and resim-
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ulating the LI curve at 25 °C. As illustrated in Fig. 4.25, the kink is now much more visible, analogous

to nonthermal simulation results presented in the literature [4.39].

18
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Figure 4.24  Simulated LI characteristics for a two-mode VCSEL at ambient temperatures of 25
and 40 °C.
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Figure 4.25 Simulated LI characteristics for a two-mode VCSEL at an ambient tempefature o
25 °C, without any carrier leakage.
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To better understand the role of spatial effects in arbitrating the competition of the two modes,
we ran an additional simulation at 25 °C without the spatial dependence of the carrier profile. In other
words,N; andN, were fixed at zero. Figure 4.26 shows the simulation results compared to the results
of Fig. 4.24. Two observations are immediately obvious. First, the overall output powerL&the
mode is clearly increased when SHB is removed. This corroborates the role SHB plays in reducing
the efficiency with which a VCSEL converts current into photons [4.2]. Second, without SHB, the
LP;, mode never lases, further confirming the importance of spatial effects in a VCSEL's operation.

As a final simulation, we simulated the response of the two-mode VCSEL to a pulse input at
25 °C, where the low- and high-level currents were 1.5 and 8 mA, respectively; the output power of
each mode is illustrated in Fig. 4.27. Again, the importance of SHB can be seen in the additional
delay necessary before thé;; mode can lase, as has been shown elsewhere [4.39]. Note that,
despite the presence of a second mode, secondary pulsations can still be seen in the turn-off transien

of mode 0.
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Figure 4.26  Comparison of simulated two-mode LI curves at 25 °C, both with and without SHB.
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Figure 4.27  Transient simulation of a two-mode VCSEL.

4.8 Comparison to Experiment

While the simulation results presented in the previous section are useful in demonstrating the
capabilities of our comprehensive VCSEL model, they do not validate them. To accomplish this task,
we identified four experimental devices from the literature and fit our model to measured data.
Because the devices do not report any multimode information, we used a single-mode model; further-
more, we based the simulations on a cylindrical coordinate system, using a two-term Bessel-series
expansion of the carrier profile. For simplicity, we assuMéd Ws. Furthermore, we used the low-
est-order Laguerre-Gaussian moggdr)), i.e., a Gaussian profile, to describe the fundamental las-
ing mode. As discussed in the previous section, it suffices to consider only thee ¥afi/W when
calculating the overlap integrals for a given mode profile. Thus, instead ofWsjng/, andLqs as

fitting parameters from which the coefficietits by, {j, %, @k, andAy; can be calculated, we used
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andh, directly to account for spatial effects in the model. Model-parameter optimization was carried
out using CFSQP [4.64]. As we shall see, our model does a good job of matching the available data.
However, the results also point out the need for more comprehensive device characterization than

what has already been presented in the literature.

4.8.1 Index-guided InGaAs VCSEL

The first device is an index-guided, vertically-contacted VCSEL from [4.2]. The device has a
1004um? area and is composed of GaAs-AlAs DBR mirrors, thrgea, gAs quantum wells, and
Al Gg gAs confinement layers. Lateral carrier confinement is provided through an etched-mesa
design. The authors only present measured LI characteristics at temperatures of 25, 45, 65, and 85 °C
without corresponding IV data. However, they do provide an analytical estimate for the thermal
impedance and a formula for the device volt¥ges a polynomial function of current and tempera-
ture. These additional equations and the measured LI curves allowed us to determine the measured IV
data at 25, 45, 65, and 85 °C.

The most attractive feature of this device is that much of the theory used in our comprehensive
model to account for thermal effects (i.e., the gain and leakage) is based on work in [4.2]. Thus, we
were able to identify useful initial values for the gain and leakage parameters and proceed from there
with parameter extraction. Figure 4.28 compares the resulting simulated light-current-voltage (LIV)
data with the measured curves, demonstrating a good match between the two. The biggest discrep-
ancy is found in the 25 °C LI data, where the simulation calculates a lower output power than exhib-
ited in the measured characteristic. However, the error is still less than ~10%. The IV data also
exhibits good agreement, with the error increasing below threshold. It is worth noting that the level of

agreement shown in the LI data is superior even to the results of the detailed multidimensional analy-
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Figure 4.28 Comparison of simulated (lines) and experimental (points) (a) LI and (b) IV data for
the index-guided VCSEL of [4.2].

sis used in [4.2]. While the authors of [4.2] focused on predictive modeling capabilities, and therefore
were less concerned with an exact match, this result verifies the power of our model for simulating
actual devices in an integrated CAD environment.

To obtain these results, we determined the following relevant model parameters, valid over the
range of operating conditions in the experimental data:0.8,7, = 3 ns,7pp = 2.989 psky = 2.7 X
108 W, By = 2 x 10% h; = 3.106,a = 0.733, andRy, = 1.647 °C/mW. Gain saturation was ignored.

Meanwhile, we fit the IV data using the following empirical expressiovfor

IR
V= —4 +nf|n[1+'—J (4.72)
T-T, L(T-T,)

whereR; = 12928.6,T; = 198.74, = 1.468, and, = 3.907 x 1. Suitable parameters were also

identified for the thermally dependent gain constant, transparency number, and leakage current. Fig-
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Figure 4.29 Extracted (a) gain constant and (b) carrier transparency number for the device of [4.2].
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Figure 4.30 Extracted thermal leakage current for the device of [4.2].

ure 4.29 illustrate$(T) andNy(T), while Fig. 4.30 depict§(Ng,T). As we can see, though the trans-
parency and leakage have reasonable forms, the gain constant is severely peaked near 315 K. Thi:

raises an important issue regarding parameter extraction of detailed models such as the one presente
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here. Because of the relatively large number of parameters used to détjidg(T), andl|(Ng,T),
it is difficult to constrain the parameter optimization process to identifatcheal parameters which
would accurately describe these features. Hence, we obtained the gain constant of Fig. 4.29. We will

discuss this issue in more detail shortly.

4.8.2 Selectively-oxidized AlGalnP VCSEL

The remaining three devices presented in this section are the same ones used in the previous
chapter to validate the simple thermal VCSEL model. We begin by considering the VCSEL reported
by Crawfordet al. in [4.1]. As you may recall, this device was an AlGalnP-based 683-nm selectively-
oxidized VCSEL with a 3im x 3 um area. The authors provided both LI and IV curves at ambient
temperatures of 25, 40, 60, 80, and 85 °C.

As before, we used CFSQP to extract the model parameters necessary to fit the given data. As
Figure 4.31 shows, we were again able to obtain excellent agreement between the simulated and
experimental curves. The largest discrepancies can be seen in the reasonably small error in the 25 °C
LI curve at rollover, as well as the IV data below threshold. Comparison of these results with those of
Chapter 3 reveals that our new model provides a much improved level of agreement between simula-
tion and experiment. Not only do the present results match the data at 25, 40, and 60 °C, but they alsc
show good agreement with the data at 80 and 85 °C. Consequently, as expected, our more comprehen
sive models appear to allow VCSEL simulation over a wider range of operating conditions as com-
pared to the simpler model.

The above results were generated via the following model parameters, valid over the range of
operating conditions in the experimental dafa= 1.0,7, = 3 ns,Typ = 2.455 psks = 2.5 x 100 W,

Bo =2 x 10° g9 = 1.79 x 1P, h; = 5.24,a = 0.7335, an®Ry, = 5.5 °C/mW. While the thermal
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Figure 4.31 Comparison of simulated (lines) and experimental (points) (a) LI and (b) IV
data for the selectively-oxidized VCSEL of [4.1].

impedance is still quite large, its value is certainly more reasonable than the value of 9.8 °C/mW used
in Chapter 3. Most likely, this improvement is due to the inclusion of spatial effects and a more
detailed thermal description in the present model. The IV data, meanwhile, was fit using the following

empirical expression fov-

V = (1.285- 0.0044Z + 1.13x 10°T?-1.03x 10°T) (4.73)
[(2.718+ 308.7—3.141x 161%+ 2.765x 1813

Identification of a more exact functional form would most likely improve the IV fit below threshold.
Finally, the fits for the gain consta@(T) and transparency numbki(T) are shown in Fig. 4.32,

while the fit for the leakage current is shown in Fig. 4.33. Again, the plots are all reasonable; however,
G(T) has a fairly broad temperature dependence, again suggesting the difficulties with identifying the

“most correct” set of parameters during model optimization. It should also be pointed out that the fit
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Figure 4.32  Extracted (a) gain constant and (b) transparency number for the device of [4.1].
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Figure 4.33  Extracted thermal leakage current for the device of [4.1].

for G(T) actually exhibits a discontinuity near 230 K, thereby limiting the range of validity of the fit.
As we shall discuss below, additional device characterization is necessary to extend the model’s range

of operation.
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4.8.3 Bottom-emitting AlGaAs VCSEL

The next device is the AlGaAs VCSEL presented by Okisal. in [4.65]. This device is an
863-nm bottom-emitting VCSEL with a 3@n diameter, Al ,Ga oAs substrate, Si-doped
Alg 1Gay gAs-AlAs, GaAs-Al Gy gAs n-type DBR, six quantum wells, and a C-doped
Al 1Gay gsAs-Alg sGay gAs-AlAs p-type DBR. The authors presented a family of LI curves over a
20-130 °C range of ambient temperatures, as well as a room-temperature IV characteristic. Unlike the
first two devices presented in this section, the experimental data depict the complete thermal rollover
of the LI characteristics, thereby allowing us to validate our model across the full lasing regime of the
device for each of the reported ambient temperatures.

Using CFSQP, we obtained the fits shown in Fig. 4.34. Parameter extraction was performed

using only the 20, 40, 70, 100, and 130 °C data. As we can see, the results are comparable to those
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Figure 4.34  Comparison of simulated (lines) and experimental (points) (a) LI and (b) IV data for
the AlGaAs-based VCSEL of [4.65].
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presented in Chapter 3 for the simple thermal model. For example, the rollover in the LI data is cor-
rectly captured by the model. A potential limitation of the result is the absence of IV data at different
ambient temperatures. However, based on the results for the first two devices presented above, we are
confident that such data would not significantly change the accuracy of the match between simulation
and experiment. These results, in conjunction with those of the first two devices in this section, indi-
cate that our model can be used over a wider cross section of devices than the simpler approach.

The parameter optimization yielding Fig. 4.34 generated the following model parameters
(neglecting gain-saturation), valid over the range of operating conditions in the experimentgl data:
=1.0,1, =1 ns T = 2.426 psky = 2.5 x 1 W, By = 2 x 10°, hy = 10.17,a = 0.733, an®Ry, = 2.4
°C/mW. Unfortunately, we had to use a value of thermal impedance larger than the estimated value of
1.6 °C/mW. This result suggests that the parameter optimization settled on a solution for which ther-
mal effects are used to account for spatial mechanisms, again pointing out the need for additional
investigation into the optimization process. The IV data, meanwhile, was fit using the polynomial
function of current from Chapter 3, (3.14). Finally, the fits for the gain con&@ntand transpar-
ency numbeiN(T) are shown in Fig. 4.35, and the fit for the leakage is shown in Fig. 4.36. The fits
are fairly reasonable; however, one curious feature is the location of the gain peak at 335 K. Because
one would expect the peak to be closer to room temperature, this extraction result again indicates the
difficulties of the parameter optimization process. Another curiosity is the severe dependence of the
leakage on carrier density at 500 K. This latter feature suggests the need for a more exact representa

tion of the leakage. However, as we see, the results are still good enough to match the measured data

4.8.4 Thin-oxide-apertured VCSEL

The final device of this section is the VCSEL reported by Thibedut. in [4.3], a 3.1gm
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Figure 4.35 Extracted (a) gain constant and (b) transparency number for the device of [4.65].
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Figure 4.36  Extracted thermal leakage current for the device of [4.65].

diameter, thin-oxide-apertured device composed of afg@4, As-GaAs p-type DBR, three
Ing 1/G&y gdAS-GaAs quantum wells, an MGa, /As cavity, and an AlAs-GaAs n-type DBR. The
authors reported a single LI curve at a temperature of 23 °C, and the corresponding wall-plug effi-

ciency, from which we were able to determine IV data. They also reported modulation responses
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(S at an ambient temperature of 22 °C and bias currents of 0.5, 0.7, 1.0, 1.3, and 2.1 mA. Despite
the lack of LIV data at additional ambient temperatures, the 23 °C curve does exhibit thermal roll-
over; furthermore, th&,, data can be used to analyze the merits of our model under non-dc condi-
tions. As we shall see, compared to the simple approach of Chapter 3, our new model does a superiot
job of matching all of the reported behavior.

After using CFSQP to optimize the model parameters, we obtained the LIV fit illustrated in
Fig. 4.37. As one might expect for such a limited set of dc data, the agreement is very good, with the
simulation reasonably matching the thermal rollover at ~6 mA. Figure 4.38 illustrates the results of
fitting the S,4 data. As we touched on in Section 4.7, the simulation results exhibited a low-frequency
shift of roughly 5-10% due to the thermal time constant. However, in all likelihood the experimental

data was normalized at a low-frequency value not equal to dc. Thus, we normalized our results at a
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Figure 4.37 Comparison of simulated (lines) and experimental (points) (a) LI and (b) IV data for
the thin-oxide-apertured VCSEL of [4.3] at an ambient temperature of 23 °C.
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[4.3].

low non-dc frequency of 10 MHz, effectively removing the “thermal shift” from the simulations. As
we can see, the overall agreement between simulation and experiment is noticeably better than the
agreement from the simple thermal VCSEL model. It should be noted that the reported data suggested
a dip at frequencies just below resonance, such as that depicted in Fig. 4.20. However, because it was
difficult to resolve which curve this dip corresponded to, we excluded it from our parameter optimiza-
tion.

In order to generate the above results, we used the following model parameters, valid over the
range of operating conditions present in the experimental gjatad.805,7,, = 1.281 NsSTp = 2.661
ps, kg = 4.629 x 18 W, By = 1.251 x 1, gy = 3.497 x 1, hy = 19.39,a = 1.034,Ry, = 0.9 °C/
mW, andty, = 1 us. The IV data was fit using the empirical function of current from Chapter 3,

(3.16). Furthermore, as suggested in [4.3], we included a shunting capacitance of 248.85 fF. Finally,
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we used the fits of Figs. 4.39, and 4.40 for the thermal gain and leakage current, respectively. As can

be seen, these curves look fairly reasonable. However, this is largely due to the limited role that ther-
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mal effects have on the reported data. For example, from Fig. 4.37 we see that for currents up to ~4
mA, the LI curve is quite linear; over this current range, the change in device temperature is not very
big. Consequently, we were able to choag®iori good functional forms for the gain and leakage.

As we shall discuss shortly, the lack of comprehensive VCSEL characterization in the litera-
ture did not allow us to validate our model across a broader range of operating conditions, namely, dc-
and small-signal modulation at different ambient temperatures. However, even the limited dc and
small-signal data presented here provides evidence that our models should be capable of modeling the

general operating characteristics of VCSELSs.

4.8.5 Discussion

Because our comprehensive VCSEL models are intended for circuit- and system-level CAD
environments, they will typically be used to model specific devices. Thus, it is critical that we under-
stand the various issues surrounding the extraction of model parameters from measured data, as wel
as the device characterization that produces that data. Below, we address some of the issues, includin
those raised during the validation of our models against the four experimental devices discussed
above.

First, in general, the parameter extraction presented above is strictly only valid over the range
of reportedoperating conditions. To demonstrate this, we fit the device of @higlusing only the
data for the lower half of the reported ambient temperatures. Subsequent simulations revealed that the
model could not match the data at the higher temperatures. We observed a similar result when fitting
the model to the upper half of the temperatures. This problem can be avoided by ensuring parameter
extraction over the complete range of expected operating conditions for a particular device. While this

iIs unacceptable for devices such as transistors, where millions of different components might be used
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in a single IC design, typical optoelectronic applications do not involve such a large number of lasers,
making extended device characterization a viable, if unpleasant, option. Future work should address
this issue in an effort to improve the robustness of our models.

Second, it is unclear whether extracted gain and leakage curves accurately model the actual
physical mechanisms at work in a particular device. While the results of our model validation demon-
strate that the extracted curves are sufficient for replicating measured data, an accurate representatior
of the gain and leakage may not only improve the results, but also improve the ability of our model to
accurately extrapolate device behavior beyond the bounds of the available data. One solution to this
problem is to characterize a particular device over a wider range of operating conditions, thereby
imposing additional constraints on the parameter optimization process. Alternatively, a more accurate
set of analytical expressions could be identified for describing the gain and leakage. However, in the
absence of these improvements, it suffices to regard the expressions used in our model as a qualitative
representation of the physical mechanisms at work in a VCSEL,; parameter optimization simply
adjusts this representation to match measured data.

Finally, this discussion raises the most important issue of all, the need for more detailed char-
acterization of VCSELSs. To the best of our knowledge, the reported VCSEL characteristics relevant to
the work discussed here have largely been limited to LIV data at a few ambient temperatures, small-
signal modulation characteristics at a single ambient temperature, and some transient measurements
At the time of this work, we could not obtain small-signal ac data at different temperatures, nor multi-
mode LI curves (with separate data for each mode). As a result, our model validation was limited to
the results presented above. In order to more fully characterize the capabilities of our model, future
work should investigate comprehensive VCSEL characterization. Of particular interest are the follow-

ing measurements. First, LIV data at different ambient temperatures should be obtained; if the device
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is multimode, separate data should be taken for each mode. Second, small-signal ac modulation mea:
surements should be taken at different bias cureerdsambient temperatures. In this way, the ther-

mal dependence of the modulation, such as the thermal shift in the relaxation oscillation, can be

accounted for during parameter extraction. Finally, measurements of a device’s emission wavelength

as a function of temperature and current should be taken; such measurements would provide an initial
estimate of the device’s thermal impedance [4.66]. Even this small set of measurements would be use-

ful for the further study of our models.

4.9 Conclusions

In this chapter, we presented a comprehensive VCSEL model based on spatially independent
rate equations and analytical expressions for both the laser gain and thermal leakage of carriers out of
the active region. Because of the lack of explicit spatial dependence in the models, we were able to
implement them in SABER, a circuit- and system-level simulator, thereby facilitating the design and
simulation of optoelectronic applications that use VCSELSs. After discussing the theoretical basis of
the models and their implementation as MAST templates, we presented a variety of simulation results
which revealed the models’ ability to simulate thermal LI characteristics, small-signal modulation
responses, and multimode operation. We also validated the single-mode model against four devices
reported in the literature. Finally, we discussed the main issues related to our results, most importantly
the need for more detailed VCSEL characterization. Despite various limitations, our results indicate
that our models should be a useful tool for the simulation of VCSELSs in an integrated CAD environ-

ment, as well as provide the basis for future improvements.
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CHAPTER 5

CONCLUSIONS AND FUTURE WORK

5.1 Research Summary

As the number of electronic applications that incorporate optoelectronic devices continues to
increase, there exists a growing need for simulation tools to facilitate their design. Models for semi-
conductor lasers and photodetectors, in conjunction with existing models for electronic components,
would allow an engineer to verify and optimize a particular design in advance of its actual fabrication,
thereby reducing the design cycle considerably. Thus motivated, we presented in this thesis the devel-
opment and implementation of circuit-level models for QW semiconductor lasers and VCSELSs.

First, in Chapter 2 we presented QW-laser models based on two sets of the laser rate equa-
tions. The one-level version was based on the standard pair of equations for the active region carrier
and photon densities, while the two-level model included a third equation to account for carrier trans-
port between the quantum wells and surrounding confinement layers. As we discussed, a particular
problem of the rate equations is the existence of multiple dc-solution regimes. Though Javro and
Kang [5.1] presented a model which apparently eliminated the erroneous solutions under nonnegative
current injection, we demonstrated that its use of a linear gain-saturation term resulted in the persis-
tence of these solutions. Our models, however, utilized alternative expressions for gain saturation as
proposed by Channin [5.2] and Agrawal [5.3]; hence, we were able to show via rigorous analysis that
the introduction of transformations for the carrier and photon densities resulted in a single dc-solu-
tion. After discussing each model and its implementation in SPICE, we then extracted parameters for
the two-level model and compared simulated and experimental data for two devices, a BH and DBR

laser. While the results demonstrated the ability of the model to capture the general behavior of semi-
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conductor lasers, their validity was restricted to a limited range of operating conditions. Improved
parameter-optimization techniques and additional experimental characterization were suggested as
two means to improve these results.

Next, we introduced VCSELs and the need for more-detailed circuit-level models to account
for their unique behavior. As we saw, compared to edge-emitting semiconductor lasers, VCSELs
exhibit strong thermally and spatially dependent operation. Since the thermal component is the most
recognized limitation of a VCSEL's operation, we presented in Chapter 3 a simple model that
accounts for thermal effects via a temperature-dependent offset current. This model was implemented
both in HSPICE [5.4] and SABER [5.5], the latter of which was shown to be particularly useful in
implementing the model in an extremely straightforward manner. Though the model was successfully
used to replicate experimental data from three devices in the literature, it was not without its limita-
tions. In particular, because spatial effects were not explicitly taken into consideration, the model was
forced to account for them via its thermal components. This phenomenon was most clearly demon-
strated in the large thermal impedance generated for one of the devices, as well as the limited range of
operating conditions over which the model matched the experimental data. In spite of these limita-
tions, we noted that the model could still be used to effectively capture a device’s dc behavior as a
function of temperature, as well as its modulation response when temperature effects are minimal.

In an effort to address the limitations of this simple model, we discussed in Chapter 4 the
development and implementation of a more comprehensive VCSEL model that incorporates both
thermaland spatial behavior, namely, thermally dependent gain, carrier leakage out of the active
layer, transverse multimode operation, spatial hole burning, and transverse carrier diffusion. Instead
of incorporating an empirical thermal offset current, we modeled a VCSEL's thermal dependence via

explicit expressions for the gain and carrier leakage as a function of temperature. To account for spa-
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tial behavior, we introduced a simple set of spatially independent rate equations, and demonstrated
that the use of fixed mode-profile shapes and a truncated series expansion for the active-region carrier
profile could be used to model the impact of spatial hole burning and carrier diffusion on a VCSEL's
operation. Combining these various components, we then presented our comprehensive VCSEL mod-
els, valid for both rectangular and cylindrical coordinate systems. The models were implemented in
SABER in order to take advantage of its robust behavioral modeling language, MAST. As we saw
through simulation, the model was able to replicate much of a VCSEL's characteristic behavior,
including thermally dependent threshold current, rollover of the LI characteristics, thermally depen-
dent small-signal operation, and transverse mode competition. Our models also compared favorably
to experimental data from four different devices reported in the literature. Furthermore, the correspon-
dence between simulation and experiment was over a larger range of operating conditions than exhib-
ited by the simple thermal VCSEL model. There were limitations, however. Extracted model
parameters were strictly valid only over the range of operating conditions in the experimental data;
also, the complexity of the gain and leakage expressions made it difficult for the optimization process

to identify their exact form.

5.2 Future Work

While our results demonstrate the ability of circuit-level models to describe the complex
behavior of QW lasers and VCSELS, it is obvious that there is still a large number of open areas that
should be addressed. Below, we point out some of them.

With regards to the QW laser model, future work should investigate the improvement of
parameter extraction from experimental data. As we saw, our results showed a limited range of valid-

ity. Improving the robustness and accuracy of the parameter optimization would most likely improve
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the match between simulation and experiment. Another solution, however, would be to include addi-
tional detail in the model, such as the inclusion of addition rate equations that would provide a more
detailed account of the carrier transport between the QWs and confinement layers. For example, mod-
els have been proposed which include a rate equation for gateway states in between these region:
[5.6], [5.7].

Meanwhile, the comprehensive VCSEL model provides many opportunities for additional
research. First, thermally dependent mechanisms such as Auger recombination [5.8] and optical
losses [5.9] could be added, thereby allowing the model to more accurately account for the actual
physics at work in a VCSEL. Second, because our model assumes fixed mode-profile shapes, it is
suited primarily for index-guided devices. By allowing the profiles to vary as a function of bias, the
model would be more capable of accurately modeling gain-guided lasers. Furthermore, it would also
be able to model complex effects such as thermal lensing and self focusing. Future research should
investigate simple means for accounting for the mode profiles’ dependence on temperature, carrier
profile, and current distribution, while retaining the spatially independent nature of the model.
Finally, as discussed in Chapter 4, the extraction of model parameters for our model raised a number
of important issues. As was the case with the other models in this thesis, we saw that the validity of
the extracted parameters was generally limited to the range of operating conditions present in the
experimental data. By improving the fit of the thermal gain and carrier leakage, this limitation should
be reduced; for example, additional device characterization might better constrain the parameter opti-
mization process, thereby allowing the model to more accurately account for the intrinsic VCSEL
behavior and thus predict device characteristics outside of the range of measured data. In general,
though, the scarcity of comprehensive device data makes this solution difficult. In fact, this lack of

information prevented us from validating all of our models’ features, namely, thermally dependent
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modulation characteristics and multimode behavior. Thus, future work should investigate the more
detailed characterization of actual VCSELSs, thereby allowing more rigorous validation of the work

presented here.
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APPENDIX A

IMPLEMENTATION OF THE QW LASER MODELS IN SPICE

This appendix reviews the implementation of Chapter 2’'s QW laser models in SPICE3 [A.1],

HSPICE [A.2], and Intusoft’s ISSPICE [A.3].

A.1 SPICE3/HSPICE Implementation

We have implemented the two QW laser models of Chapter 2 in SPICE3 and HSPICE. While
these versions could be implemented directly using subcircuits such as those depicted in Figs. 2.5 anc
2.9, we have modified code originally developed by S. Javro to par¥eadel ” statement into a
subcircuit, thereby allowing the user to handle the models in a manner analogous to other SPICE
models.

A laser model declaration in a SPICE3/HSPICE input deck takes the form

.Xmodel <model _name> <model> level=<#> <model_parameters>
where<model_name> names the model declaratiegtmodel> identifies the particular laser model
being used, witllaserl corresponding to the one-level model of Section 2.3,/a@set2 corre-
sponding to the two-level model of Section 2e4el identifies the gain term used in the model and
can take on a value of 1-4; anchodel_parameters>  defines the various intrinsic and parasitic
parameter values in the model. A specific laser device is entered into a SPICE3/HSPICE input deck as

Xxdevicename <p> <n> <pf> <model_name>
where<p> and<n> designate the laser’s p- and n-termingfsf> designates the output node whose
voltage corresponds to the optical output power,<emddel_name> corresponds to the name of a

Xmodel declaration.
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In order for SPICE3/HSPICE to understand these statementXrtioglel statement must
be converted into a subcircuit invocation. This translation is carried out via the parsing program
PARSE whose source code, written originally by S. Javro, can be found in Section A.3. Specifically,
an input netlistnput.ckt is converted into the more suitable output nedligput.ckt using
PARSE input.ckt output.ckt [ID]

where ID = 0 for SPICE3, 1 for HSPICE. SPICE3 or HSPICE can then sinouittet. ckt

A.1.1 laserlmodel

We implemented the one-level rate-equation-based QW laser model of Section 2.3 using
Channin’s gain saturation term and four possible expressions for the gain. In addition to the linear and
logarithmic gain terms of (2.14), we also included a simplified logarithmic gain term, and an expres-
sion for the logarithmic gain that was linearized about the threshold carrier dggsitye four gain

expressions corresponding to tkeel parameter in theXmodel statement are

level 1: a(N) = G,ln E;V:V((S))E (A.1a)
level 2: a(N) = gG,In ENEE (A.1b)
level 3: a(N) = g,GOENﬂ—lg (A.1c)
level 4: a(N) = g|GOE’\I—I\:r—1—15+ G,In 5@?:;:;5 (A.1d)

Finally, the models also include the junction capacitance and parasitics from Section 2.5, including

the four external shunting circuits of Fig. 2.12. The internal shunting circuit uses a capdciance
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The complete set daserl model parameters is listed in Table A.1, along with default val-
ues. Ifg is set equal to zero, then it is internally calculated based on which gain expression is used,
where it is assumed that (A.1b)-(A.1d) are generated via first-order expansions of (A.1a). Thus, for

(A.1b) and (A.1c),

2 3
AN, +2BN_ +3CN
g = —2—2 —2 (A.20)
AN, +BN; + CN,
whereas for (A.1d),
AN, + 2BNZ +3CN,
g = (A.2b)

AN, + BN +CN,

Additional implementation details are as follows. First, for modeling purpésessplit into two
parametersiy, andt,, whereA = A, +1/1, . Ifty, is set, then I}, must be less thah, since itis a
portion ofAs value. Otherwiser, is set equal to &. Second, the model parameter SHTYPE speci-
fies which external shunting circuit to use, where 0 corresponds to no shunting circuit, and 1-4 corre-
sponds to the various shunting circuits from Figure 2.12(a)-(d), respectively. THigdjsed to give
information about the operating temperature of the laser, and is set equal to the ratio of this tempera-
ture and the overall circuit temperature. FinallDELTA) is used as a correction for any logarith-
mic terms used in the model in the event that their operand becomes equal to zero.

Following is an example of @serl model declaration:
Xmodel ltestl laserl level=1
+ Ne=5.96e14 n=2 delta=1e-60
+ etai=0.86 Lambda=980e-9 Nw=1 Vact=6e-18 Gamma=0.019
+ vgr=8.571e7 tp=2.759e-12 etac=0.449 No=1.5e24 Go=1.5e5 eps=1e-23

+ tn=0.5e-8 A=0.6e8 B=0.7e-16 C=0.6e-41 betaA=0 betaB=1e-4 betaC=0
+ cjo=25e-12 vj=2 Cssc=10e-9 Tf=1.5 Rs=5 Isl=1e-3 n1=1 Is2=1e-3 n2=1
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Table A.1 SPICE3/HSPICE QW-laser-model parametmst{nued on next paye

Param. Models| SPICE name Description, units Default

level LEVEL model level number (1-4) 1

Ne NE laserl:QW equilibrium carrier density, iy 10%2
laser2: SCH equilibrium carrier density,'ﬁ1

n N laserl:QW diode ideality factor 2
laser2:SCH diode ideality factor

Nep laser2 | NE2 laser2: QW equilibrium carrier density, i 102

N2 laser2 | NW2 laser2: QW diode ideality factor 1

ni ETAI current injection efficiency 1

A LAMBDA emission wavelength, m 850 x 10°

Ny, NW number of quantum wells 1

Vact VACT volume of a single QW, t 1017

e GAMMA optical confinement factor for 1 QW 0.1

Vgr VGR lasing-medium group velocity, m/s 108

T TP cavity, or photon, lifetime, s 3 x 1012

Ne ETAC output power coupling coefficient 0.35

No NO optical transparency density,‘% 1074

Nin NTH threshold carrier density, 1.25 x 164

Go GO gain coefficient per QW, M 10°

g GL linearized-gain scaling factor 0

£ EPS phenomenological gain saturation tern?, m 1028

T, TN equivalent linear-recombination time, s 0

A A QW unimolecular recombination rate coefficient, s 108

B B QW radiative recombination rate coefficient/m 1016

c c QW Auger recombination rate coefficient%s 0

Ba BETAA QW unimolecular spontaneous-emission coupling coefficient 0

Bs BETAB QW radiative spontaneous-emission coupling coefficient | 16
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Table A.1 Continued)

Param. Models| SPICE name Description, units Default
Bc BETAC QW Auger spontaneous-emission coupling coefficient 0
Vbarr VBARR total volume of barrier layers, 1016
Tcapt laser2 | TCAPT QW carrier capture lifetime, s 1012
Tem laser2 | TEM QW carrier emission lifetime, s 109

Ap laser2 | AB barrier unimolecular recombination rate coefficient, s 0

By laser2 | BB barrier radiative recombination rate coefficient/sn 0

Co laser2 | CB barrier Auger recombination rate coefficienf/m 0

Cio CJO zero-bias junction capacitance, F 0
my MPOW diode grading coefficient 0.5
@, VJ built-in junction potential, V 1

FC FC coefficient for forward-bias junction capacitance formula 0.5
A DELTA In(0) correction parameter 1060

0 DEL correction parameter for output-power quadratic expressiq 0
Rs RS parasitic series resistantk, 0

ls1 1S1 p*-p interface diodelly) saturation current, A 0

n N1 p*-p interface diodelly;) ideality factor 1

ls2 1S2 n-n" interface diodely,) saturation current, A 0

ny N2 n-n* interface diodely,) ideality factor 1

Cssc CSSsC active-layer shunting space-charge capacitance, F 0
shtype SHTYPE type of external shunting circuit (0-4) 0
R1 R1 shunting resistancg, 0

C1 C1 shunting capacitance, F 0
Lp1 LP1 RC-network modeling inductance #1 0
L2 LP2 RC-network modeling inductance #2 0

T TF ratio of diode temperature (K) to circuit temperature (K) 1
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A.1.2 laser2model

The two-level rate-equation-based QW laser model of Section 2.4 was implemented using
Channin’s gain saturation term, the four gain expressions of (A.1), and the parasitics of Section 2.5.
The complete set dhser2 model parameters, also listed in Table A.1, are identical to those of
laserl , with the addition of parameters accounting for the carrier transport between the QWs and
SCH layers.

Following is an example of a model declaration for/dser2 model:
Xmodel ltestl laser2 level=1
+ Ne=2.2el11 n=2 Ne2=5.96e14 nw2=2
+ etai=0.86 Lambda=980e-9 Nw=1 Vact=6e-18 Gamma=0.019
+ vgr=8.571e7 tp=2.759e-12 etac=0.449 No=1.5e24 Go=1.5e5 eps=1e-23
+ tn=0.5e-8 A=0.6e8 B=0.7e-16 C=0.6e-41 betaA=0 betaB=1e-4 betaC=0
+ Ab=1.3e8 Bb=1.4e-16 Cb=1.3e-41 Vbarr=2.25e-16 tcapt=45e-12

+ tem=400e-12 cjo=25e-12 vj=2 Cssc=10e-9 Tf=1.5
+ Rs=5 Is1=1e-3 n1=1 Is2=1e-3 n2=1

A.2 ISSPICE Implementation

We have also implemented our QW laser models in Intusoft's ISSPICE. Unlike the SPICE3
and HSPICE versions, though, this model utilizes ISSPICE’s parameter-passing capabilities, wherein
model parameters can be passed directly into a subcircuit. Thus, the various laser models are imple-
mented directly as subcircuits in the library filgwiaser.lib ,” and can be invoked within an
ISSPICE netlist using

Xlaser <p> <n> <pf> <model> <model_parameters>

*INCLUDE qwlaser.lib
where, as beforesp> and<n> designate the laser’s p- and n-termingf#> designates the output

node whose voltage corresponds to the optical output pewedlel> is the name of the model used
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in this invocation, an&model_parameters>  are the parameter values for this particular invoca-

tion. Subcircuits exist for both the one- and two-level models, where the gain is modeled using the
four terms of (A.1) along with Channin’s gain saturation term. Junction capacitance is also included,
while the parasitics of Section 2.5 are not (but can be added as needed by the user). The complete list:

ing of “gqwlaser.lib " can be found in Section A.2.3.

A.2.1 One-level cavity model

The one-level cavity model of Section 2.3 can be invoked through the four subcircuits
QWLAS11QWLAS12QWLAS13andQWLAS14where each one corresponds to one of the gain
terms (A.1a)-(A.1d), respectively. The complete set of model parameters used in the one-level model
are summarized in Table A.2 along with their default values. There exists a number of slight differ-
ences between these parameters and those used in the SPICE3 and HSPICE modgls Ratst,
calculated by the model; a valorustbe provided by the user. Second, we have again partitdned
into A, and 1f#,,. In this case however,, musthave a nonzero value. Af = 0, thenA, must be set
equal to -11,,. The user must ensure that all three parameters have assigned values. Following is an
example of a model invocation using the full one-level logarithmic gain ni@d&lAS11
Xlaser p n pf QWLAS11 {
+ Ne=1el2 n=2 etai=0.9 Nw=1 Vact=14e-18 A=1e8 B=1e-16 C=1e-40
+ Gamma=0.02 vgr=1e8 betaB=1e-6 eps=1e-23 No=1.2e24
+ G0=53500 Lambda=1.55e-6 tp=3.69186e-12 gl=2 Nth=3.48368e24

+ etac=0.20465 delta=1e-60 betaA=1e-6 betaC=1e-6 Tf=1 A2=0 th=1e-8 }
*INCLUDE qwlaser.lib

A.2.2 Two-level cavity model
The two-level cavity model of Section 2.4 can be invoked through the subcipsit&AS2A1

QWLAS2A2QWLAS2A3andQWLAS2A4where each one uses one of the gain terms (A.1a)-(A.1d),
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Table A.2 ISSPICE one-level intrinsic-cavity model paramemst{(nued on next page)
Param. SPICE NAME | Description, units Default
Ne NE QW equilibrium carrier density, i 10'?

n N QW diode ideality factor 2

n ETAI current-injection efficiency 1

A LAMBDA emission wavelength, m 850 x 10°
Ny NW number of quantum wells 1

Vact VACT volume of a single QW, 10t/

e GAMMA optical confinement factor for 1 QW 0.1

Vgr VGR lasing-medium group velocity, m/s 108

T TP cavity, or photon, lifetime, s 3 x 1012
Ne ETAC output power coupling coefficient 0.35
No NO optical transparency density;$n 1074

Nin NTH threshold carrier density, th 1.25x16*
Go GO gain coefficient per QW, th 10°

o] GL linearized-gain scaling factor 1

£ EPS phenomenological gain-saturation tern® m 1028

T, TN equivalent linear-recombination time, s 108

Az A2 equal to A— 1/1), st 0

A A QW unimolecular recombination coefficient s 108

B B QW radiative recombination coefficient s 1016

C C QW Auger recombination coefficient,%s 0

Ba BETAA QW unimolecular spontaneous-emission coupling coefficient 0

Bs BETAB QW radiative spontaneous-emission coupling coefficient | 16

Bc BETAC QW Auger spontaneous-emission coupling coefficient 0

Cio CJO zero-bias junction capacitance, F 0

my MPOW diode grading coefficient 0.5
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Table A.2 Continued)

Param. SPICE NAME | Description, units Default
8 VJ built-in junction potential, V 1

FC FC coefficient for forward-bias junction capacitance formula 0.5

A DELTA In(0) correction parameter 1060

0 DEL correction parameter for output-power quadratic expression 0

T TF ratio of diode temperature (K) to circuit temperature (K) 1

respectively. In addition, a corresponding set of models exists in which SCH recombination is
neglected:QWLAS2B1 QWLAS2B2 QWLAS2B3 and QWLAS2B4 The complete set of model
parameters used in the two-level model are summarized in Table A.3 along with their default values.
Like the one-level versiong; is not calculated by the model; thus, a value must be provided by the
user. Unlike the one-level models, however, we no longer parftiato A, and 1f,, (these parame-

ters will be ignored if set by the user). A typical invocation of the two-level model is shown below.

Xlaser p n pf QWLAS2al {

+ Ne=1el2 n=2 Ne2=1e12 nw2=2 etai=0.9 Nw=1 Vact=14e-18

+ A=1e8 B=1e-16 C=1e-40 Gamma=0.02 vgr=1e8 betaB=1e-6

+ eps=1e-23 No=1.2e24 Go=53500 Lambda=1.55e-6

+ tp=3.69186e-12 gl=2 Nth=3.48368e24 etac=0.20465 delta=1e-60
+ betaA=1e-6 betaC=1e-6 Tf=1

+ Vbarr=1e-16 tcapt=2e-12 tem=2e-9

+ Ab=1e8 Bb=1e-16 Cb=1e-40}

*INCLUDE qwlaser.lib
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Table A.3 ISSPICE two-level intrinsic-cavity model parameters.

Param. SPICE NAME | Description, units Default
Ne NE SCH equilibrium carrier density, 1012
n N SCH diode ideality factor 2
Ne2 NE2 QW equilibrium carrier density, i 10%?
Nyo NW2 QW diode ideality factor 1
ni ETAI current-injection efficiency 1
A LAMBDA emission wavelength, m 850 x 10°
Ny NW number of quantum wells 1
Vact VACT volume of a single QW, 10t7
I GAMMA optical confinement factor for 1 QW 0.1
Vgr VGR lasing-medium group velocity, m/s 108
Tp TP cavity, or photon, lifetime, s 3 x 1012
Ne ETAC output power coupling coefficient 0.35
No NO optical transparency density;$n 1074
Nin NTH threshold carrier density, th 1.25x16*
Go GO gain coefficient per QW, M 10°
o] GL linearized-gain scaling factor 1
€ EPS phenomenological gain-saturation tern® m 1028

A QW unimolecular recombination coefficient' s 108
B B QW radiative recombination coefficient3fa 1016

c QW Auger recombination coefficient,%s 0
Ba BETAA QW unimolecular spontaneous-emission coupling coefficient 0
Bs BETAB QW radiative spontaneous-emission coupling coefficient | 16
Bc BETAC QW Auger spontaneous-emission coupling coefficient 0
Viarr VBARR total volume of barrier layers,m 1016
Tcapt TCAPT QW carrier capture lifetime, s 1012
Tem TEM QW carrier emission lifetime, s 10°
Ap AB SCH unimolecular recombination coefficient, s 108
Bp BB SCH radiative recombination coefficients 1016
Cp cB SCH Auger recombination coefficientfn 1040
Cio CJO zero-bias junction capacitance, F 0
'S MPOW diode grading coefficient 0.5
@, VJ built-in junction potential, V 1
FC FC coefficient for forward-bias junction capacitance formula 0.5
A DELTA In(0) correction parameter 1060
0 DEL correction parameter for output-power quadratic expression 0
Ts TF ratio of diode temperature (K) to circuit temperature (K) 1
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A.2.3 ISSPICE subcircuit library

Below we provide the source for “gwlaser.lib.”

*kkkkkkkkkk

* QW-LASER MODEL

* QW-LASER INTRINSIC CAVITY SUBCIRCUITS

* each qw cavity subckt has the name qwlas<a><b>. <a><b> identify the model.
* - a=model number =1: one-level rate-equation model

* 2a: two-level rate-equation model with SCH recomb.

* 2b: two-level rate-equation model w/o SCH recomb.

* - b =level number = 1: full logarithmic gain

* 2: simplified logarithmic gain

* 3: gain linearized about optical transparency

* 4: gain linearized about threshold

*

K*kkkkkkkkkk

*SYM=QWL1

.SUBCKT QWLAS11 P N PF {

+ NE=1E12 N=2 NE2=1E12 NW2=1 ETAI=1 LAMBDA=850E-9 NW=1 VACT=1E-17

+ GAMMA=0.1 VGR=1E8 TP=3E-12 ETAC=0.35 NO=1E24 NTH=1.25E24 GO=1E5

+ GL=1 EPS=1E-23 TN=1E-8 A2=0 A=1E8 B=1E-16 C=0 AB=1E8 BB=1E-16 CB=1E-40

+ BETAA=0 BETAB=1E-6 BETAC=0 VBARR=1E-16 TCAPT=1e-12 TEM=1e-9

+ CJO=0 MPOW=0.5 VJ=1 FC=0.5 DELTA=1e-60 DEL=0 TF=1}

D1 P NT1 D1IMOD

IC1 P NT1{1.60219E-19*NW*VACT*NE/(2*ETAI*TN)}

VT1NT1NO

D2 P N D2MOD

IC2 P N {1.60219E-19*NW*VACT*NE/(2*ETAI*TN)}

BR1 P N I={2*A2*TN}*I(VT1)+{4*ETA*B*TNA2/(1.60219E-19*NW*VACT)HI(VTL)*I(VT1)+

+ {8*ETAIN2*C*TNA3/(1.60219E-19*NWH*VACT) 2} (VTL)*I(VT 1)*I(VT1)

BS1 P N I={LAMBDA*TP*1.60219E-19*NW*GAMMA*VGR*GO/(ETA*ETAC*6.6262E-34*3E8)}*
(V(M)+{DEL})*(V(M)+{DEL})*LN({DELTA}+
{2*A*ETAI*TN/(1.60219E-19*NW*VACT)/(A*NO+B*NO2+C*NOA3)H (VT1)+
{4*B*ETAIFTN/(1.60219E-19*NW*VACT))"2/(A*NO+B*NO"2+C*NO3)}H (VTL)*I(VT L)+
{8*C*ETAI*TN/(1.60219E-19*NW*VACT))"3/(A*NO+B*NO2+C*NOA3)}* (VT1)*
I(VT1)*I(VT1))/(1+{EPS*GAMMA*LAMBDA*TP/(ETAC*VACT*6.6262E—34*3E8)}*(V(M)+{DEL})*
(V(M)+{DEL}))

RPHM O 1

CPH M 0 {2*TP}

BR2 0 M I=({2*ETAI*ETAC*TN*6.6262E-34*3E8*BETAA*A/(1.60219E-19*LAMBDA)HI(VT1)+

+ {4*ETAIN2*ETAC*TNA2*6.6262E-34*3E8*BETAB*B/((1.60219E-19)"2*LAMBDA*NW*VACT)}*
+ I(VTL)*I(VTL)+

+ {B*ETAIN*ETAC*TNA3*6.6262E-34*3E8*BETAC*C/((1.60219E-19)"3*LAMBDA*(NW*VACT)"2)}*
+ I(VTL)*I(VTL)*I(VTL))/(V(M)+{DEL})

BS2 0 M I={TP*NW*GAMMA*VGR*GO}(V(M)+{DEL})*LN({DELTA}

+ {2*A*ETAI*TN/(1.60219E-19*NW*VACT)/(A*NO+B*NO2+C*NOA3)}H (VT1)+

+ {4*B*(ETAIFTN/(1.60219E-19*NW*VACT))"2/(A*NO+B*NO"2+C*NOA3)HI(VTL)*(VT1)+

+ {8*C*ETAFTN/(1.60219E-19*NW*VACT))"3/(A*NO+B*NO2+C*NOA3) I (VT1)*

+ I(VTL)*I(VTL))/(1+{EPS*GAMMA*LAMBDA*TP/(ETAC*VACT*6.6262E-34*3E8)}*(V(M)+{DEL})*
+ (V(M)+{DEL}))-{DEL}

BPF PF 0 V=(V(M)+{DEL})*(V(M)+{DEL})

.MODEL DIMOD D IS={1.60219E-19*NW*VACT*NE/(2*ETAI*TN)} N={N*TF}

.MODEL D2MOD D I1S={1.60219E-19*NW*VACT*NE/(2*ETAI*TN)} N={N*TF} TT={2*TN}

+ CJO={CJO} M={MPOW} VJ={VJ} FC={FC}

+ + 4+ + +

+
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ENDS

*hkkkkkkkkkk

*SYM=QWL1

.SUBCKT QWLAS12 P N PF {

+ NE=1E12 N=2 NE2=1E12 NW2=1 ETAI=1 LAMBDA=850E-9 NW=1 VACT=1E-17

+ GAMMA=0.1 VGR=1E8 TP=3E-12 ETAC=0.35 NO=1E24 NTH=1.25E24 GO=1E5

+ GL=1 EPS=1E-23 TN=1E-8 A2=0 A=1E8 B=1E-16 C=0 AB=1E8 BB=1E-16 CB=1E-40

+ BETAA=0 BETAB=1E-6 BETAC=0 VBARR=1E-16 TCAPT=1e-12 TEM=1e-9

+ CJO=0 MPOW=0.5 VJ=1 FC=0.5 DELTA=1e-60 DEL=0 TF=1}

D1 P NT1 D1IMOD

IC1 P NT1{1.60219E-19*NW*VACT*NE/(2*ETAI*TN)}

VT1NT1NO

D2 P N D2MOD

IC2 P N {1.60219E-19*NW*VACT*NE/(2*ETAI*TN)}

BR1 P N I={2*A2*TN}*I(VT1)+{4*ETA*B*TN2/(1.60219E-19*NW*VACT)HI(VTL)*I(VT1)+

+ {8*ETAIN2*C*TNA3/(1.60219E-19*NW*VACT) 21 (VTL)*I(VT 1)*I(VT1)

BS1 P N I={GL*LAMBDA*TP*1.60219E-19*NW*GAMMA*VGR*GO/(ETAI*ETAC*6.6262E-34*3E8)}*
+ (V(M)+{DEL})*(V(M)+{DEL})*LN({DELTA}+{2*ETAI*TN/(1.60219E-19*NW*VACT*NO)}*

+ (VT1))/(1+{EPS*GAMMA*LAMBDA*TP/(ETAC*VACT*6.6262E-34*3E8)}*(V(M)+{DEL})*

+ (V(M)H{DEL})

RPHM O 1

CPH M 0 {2*TP}

BR2 0 M I=({2*ETAI*ETAC*TN*6.6262E-34*3ES*BETAA*A/(1.60219E-19*LAMBDA)HI(VT1)+

+ {4*ETAIN2*ETAC*TNA2*6.6262E-34*3E8*BETAB*B/((1.60219E-19)"2*LAMBDA*NW*VACT)}*
+ I(VTL)*I(VTL)+

+ {B*ETAIN*ETAC*TNA3*6.6262E-34*3E8*BETAC*C/((1.60219E-19)"3*LAMBDA*(NW*VACT)"2)}*
+ I(VTL)*I(VTL)*I(VTL))/(V(M)+{DEL})

BS2 0 M I={GL*TP*NW*GAMMA*VGR*GO}*(V(M)+{DEL})*

+ LN({DELTAM{2*ETAI*TN/(1.60219E-19*NW*VACT*NO)I*I(VT1))/(1+

+ {EPS*GAMMA*LAMBDA*TP/(ETAC*VACT*6.6262E-34*3E8)}*(V(M)+{DEL}*(V(M)+{DEL}))-
+ {DEL}

BPF PF 0 V=(V(M)+{DEL})*(V(M)+{DEL})

.MODEL DIMOD D IS={1.60219E-19*NW*VACT*NE/(2*ETAI*TN)} N={N*TF}

.MODEL D2MOD D I1S={1.60219E-19*NW*VACT*NE/(2*ETAI*TN)} N={N*TF} TT={2*TN}

+ CJO={CJO} M={MPOW} VJ={VJ} FC={FC}
ENDS

*hkkkkkkkkkk

*SYM=QWL1

.SUBCKT QWLAS13 P N PF {

+ NE=1E12 N=2 NE2=1E12 NW2=1 ETAI=1 LAMBDA=850E-9 NW=1 VACT=1E-17

+ GAMMA=0.1 VGR=1E8 TP=3E-12 ETAC=0.35 NO=1E24 NTH=1.25E24 GO=1E5

+ GL=1 EPS=1E-23 TN=1E-8 A2=0 A=1E8 B=1E-16 C=0 AB=1E8 BB=1E-16 CB=1E-40

+ BETAA=0 BETAB=1E-6 BETAC=0 VBARR=1E-16 TCAPT=1e-12 TEM=1e-9

+ CJO=0 MPOW=0.5 VJ=1 FC=0.5 DELTA=1e-60 DEL=0 TF=1}

D1 P NT1 D1IMOD

IC1 P NT1{1.60219E-19*NW*VACT*NE/(2*ETAI*TN)}

VT1NT1NO

D2 P N D2MOD

IC2 P N {1.60219E-19*NW*VACT*NE/(2*ETAI*TN)}

BR1 P N I={2*A2*TN}*I(VT1)+{4*ETAI*B*TN2/(1.60219E-19*NW*VACT)HI(VTL)*I(VT1)+

+ {8*ETAIN2*C*TNA3/(1.60219E-19*NW*VACT) 21 (VTL)*I(VT 1)*I(VT1)

BS1 P N I=(V(M)+{DEL})*(V(M)+{DEL})*

+ ({2*GL*LAMBDA*TP*GAMMA*VGR*GO*TN/(ETAC*VACT*NO*6.6262E-34*3E8)}*I(VT1)-
+ {GL*LAMBDA*TP*1.60219E-19*NW*GAMMA*/GR*GO/(ETAI*ETAC*6.6262E-34*3E8)})/
+ (1+{EPS*GAMMA*LAMBDA*TP/(ETAC*VACT*6.6262E-34*3E8)}*(V(M)+{DEL}*(V(M)+{DEL}))
RPHMO 1

CPH M 0 {2*TP}
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BR2 0 M I=({2*ETAI*ETAC*TN*6.6262E-34*3ES*BETAA*A/(1.60219E-19*LAMBDA)HI(VT1)+
+ {4*ETAIN2*ETAC*TNA2*6.6262E-34*3E8*BETAB*B/((1.60219E-19)"2*LAMBDA*NW*VACT)}*

+ I(VTL)*I(VTL)+

+ {8*ETAIN*ETAC*TNA3*6.6262E-34*3E8*BETAC*C/((1.60219E-19)"3*LAMBDA*(NW*VACT)"2)}*
+ I(VTL)*I(VTL)*I(VTL))/(V(M)+{DEL})

BS2 0 M I=(V(M)+HDEL}*({2*GL*TP*GAMMA*VGR*GO*ETAI*TN/(1.60219E-19*VACT*NO)I*I(VT1)-

+ {GL*TP*NW*GAMMA*VGR*GO})/(1+{EPS*GAMMA*LAMBDA*TP/(ETAC*VACT*6.6262E-34*3E8)}*
+ (V(M)+{DEL})*(V(M)+{DEL}))-{DEL}

BPF PF 0 V=(V(M)+{DEL})*(V(M)+{DEL})

.MODEL DIMOD D IS={1.60219E-19*NW*VACT*NE/(2*ETAI*TN)} N={N*TF}

.MODEL D2MOD D I1S={1.60219E-19*NW*VACT*NE/(2*ETAI*TN)} N={N*TF} TT={2*TN}

+ CJO={CJO} M={MPOW} VJ={VJ} FC={FC}
.ENDS

*hkkkkkkkkkk

*SYM=QWL1

.SUBCKT QWLAS14 P N PF {

+ NE=1E12 N=2 NE2=1E12 NW2=1 ETAI=1 LAMBDA=850E-9 NW=1 VACT=1E-17

+ GAMMA=0.1 VGR=1E8 TP=3E-12 ETAC=0.35 NO=1E24 NTH=1.25E24 GO=1E5

+ GL=1 EPS=1E-23 TN=1E-8 A2=0 A=1E8 B=1E-16 C=0 AB=1E8 BB=1E-16 CB=1E-40

+ BETAA=0 BETAB=1E-6 BETAC=0 VBARR=1E-16 TCAPT=1e-12 TEM=1e-9

+ CJO=0 MPOW=0.5 VJ=1 FC=0.5 DELTA=1e-60 DEL=0 TF=1}

D1 P NT1 D1IMOD

IC1 P NT1{1.60219E-19*NW*VACT*NE/(2*ETAI*TN)}

VT1NT1NO

D2 P N D2MOD

IC2 P N {1.60219E-19*NW*VACT*NE/(2*ETAI*TN)}

BR1 P N I={2*A2*TN}*I(VT1)+{4*ETA*B*TN2/(1.60219E-19*NW*VACT)HI(VTL)*I(VT1)+

+ {8*ETAIN2*C*TNA3/(1.60219E-19*NW*VACT) 2} (VTL)*I(VT 1)*I(VT1)

BS1 P N I=(V(M)+{DEL})*(V(M)+{DEL})*

+ ({2*GL*LAMBDA*TP*GAMMA*VGR*GO*TN/(ETAC*VACT*NTH*6.6262E-34*3E8)}*I(VT1)-

+ {(LAMBDA*TP*1.60219E-19*NW*GAMMA*VGR*GO/(ETAI*ETAC*6.6262E-34*3E8))*

+  (GL-LOG((A*NTH+B*NTHA2+C*NTHA3)/(A*NO+B*NO2+C*NO"3)))})/

+  (1+{EPS*GAMMA*LAMBDA*TP/(ETAC*VACT*6.6262E-34*3E8)}*(V(M)+{DEL})*(V(M)+{DEL}))
RPHMO 1

CPH M 0 {2*TP}

BR2 0 M I=({2*ETAI*ETAC*TN*6.6262E-34*3ES*BETAA*A/(1.60219E-19*LAMBDA)I(VT1)+

+ {4*ETAIN2*ETAC*TNA2*6.6262E-34*3E8*BETAB*B/((1.60219E-19)"2*LAMBDA*NW*VACT)}*
+ I(VTL)*I(VTL)+

+ {B*ETAIN*ETAC*TNA3*6.6262E-34*3E8*BETAC*C/((1.60219E-19)"3*LAMBDA*(NW*VACT)"2)}*
+ I(VTL)*I(VTL)*I(VTL))/(V(M)+{DEL})

BS2 0 M I=(V(M)+{DEL})*({2*GL*TP*GAMMA*VGR*GO*ETAI*TN/(1.60219E-19*VACT*NTH)}*(VT1)-
+ {TP*NW*GAMMA*VGR*GO*

+  (GL-LOG((A*NTH+B*NTHA2+C*NTHA3)/(A*NO+B*NOA2+C*NO"3)))})/

+  (1+{EPS*GAMMA*LAMBDA*TP/(ETAC*VACT*6.6262E-34*3E8)}*(V(M)+{DEL})*(V(M)+{DEL}))-
+ {DEL}

BPF PF 0 V=(V(M)+{DEL})*(V(M)+{DEL})

.MODEL DIMOD D IS={1.60219E-19*NW*VACT*NE/(2*ETAI*TN)} N={N*TF}

.MODEL D2MOD D I1S={1.60219E-19*NW*VACT*NE/(2*ETAI*TN)} N={N*TF} TT={2*TN}

+ CJO={CJO} M={MPOW} VJ={VJ} FC={FC}
ENDS

*hkkkkkkkkkk

*SYM=QWL1

.SUBCKT QWLAS2A1 P N PF {

+ NE=1E12 N=2 NE2=1E12 NW2=1 ETAI=1 LAMBDA=850E-9 NW=1 VACT=1E-17

+ GAMMA=0.1 VGR=1E8 TP=3E-12 ETAC=0.35 NO=1E24 NTH=1.25E24 GO=1E5

+ GL=1 EPS=1E-23 TN=1E-8 A2=0 A=1E8 B=1E-16 C=0 AB=1E8 BB=1E-16 CB=1E-40
+ BETAA=0 BETAB=1E-6 BETAC=0 VBARR=1E-16 TCAPT=1e-12 TEM=1e-9
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+ CJO=0 MPOW=0.5 VJ=1 FC=0.5 DELTA=1e-60 DEL=0 TF=1}

D1 P NT1 D1IMOD

IC1 P NT1 {1.60219E-19*VBARR*NE/(2*ETA*TCAPT)}

VT1NT1NO

D2 P N D2MOD

IC2 P N {1.60219E-19*VBARR*NE/(2*ETAI*TCAPT)}

BRB P N I={2*AB*TCAPTHI(VT1)+{4*ETA*BB*TCAPT*2/(1.60219E-19*VBARR) (VT 1)*I(VT1)+
+ {8*ETAIN2*CB*TCAPT/3/(1.60219E-19*VBARR) 2}*I(VTL)*I(VT1)*I(VT1)

FINPVTWI 1

DW1 W NTW1 DW1MOD

ICW1 W NTW1 {1.60219E-19*NW*VACT*NE2/(ETA*TEM)}

VTW1 NTW100

DW2 W 0 DW2MOD

ICW2 W 0 {1.60219E-19*NW*VACT*NE2/(ETA*TEM)}

BR1 W 0 I={2*A*TEM}*|(VTW1)+{2*ETAI*B*TEM~2/(1.60219E-19*NW*VACT)}* (VTW1)*I(VTW1)+
+ {2*ETAIN2*C*TEMA3/(1.60219E-19*NW*VACT) A2} I(VTWL)* I (VTW1)* (VTW1)

BS1 W 0 I={2*LAMBDA*TP*1.60219E-19*NW*GAMMA*VGR*GO/(ETAI*ETAC*6.6262E-34*3E8)}*
(V(M)+{DEL})*(V(M)+{DEL})*LN({DELTA}+
{A*ETAI*TEM/(1.60219E-19*NW*VACT)/(A*NO+B*NOA2+C*NOA3)FI(VTW1)+
{B*(ETAFTEM/(1.60219E-19*NW*VACT) ) 2/(A*NO+B*NOA2+C*NOA3)FI(VTWL)* I (VTW1)+
{C*ETAFTEM/(1.60219E-19*NW*VACT))3/(A*NO+B*NO"2+C*NO3)#I(VTW1)*
I(VTW1)*I(VTW1))/(1+{EPS*GAMMA*LAMBDA*TP/(ETAC*VACT*6.6262E-34*3E8)}*(V(M)+{DEL})*
(V(M)+{DEL}))

F20W VTl 4

RPHMO 1

CPH M 0 {2*TP}

BR2 0 M I={ETAI*ETAC*TEM*6.6262E-34*3E8*BETAA*A/(1.60219E-19*LAMBDA)}*| (VTW1)+

+ {ETAI2*ETAC*TEMA2*6.6262E-34*3E8*BETAB*B/((1.60219E-19)"2*L AMBDA*NW*VACT)}*I(VTW1)
+ HI(VTWL)+

+ {ETAI3*ETAC*TEMA3*6.6262E-34*3E8*BETAC*C/((1.60219E-19)"3*LAMBDA*(NW*VACT) 2)}*
+ I(VTWLHI(VTWL)*I(VTWL))/(V(M)+{DEL})

BS2 0 M I={TP*NW*GAMMA*VGR*GO}(V(M)+{DEL})*LN({DELTA}H
{A*ETAI*TEM/(1.60219E-19*NW*VACT)/(A*NO+B*NOA2+C*NOA3)FI(VTW1)+
{B*(ETAFTEM/(1.60219E-19*NW*VACT) ) 2/(A*NO+B*NOA2+C*NOA3)FI(VTWL)* I (VTW1)+
{C*ETAFTEM/(1.60219E-19*NW*VACT))"3/(A*NO+B*NOA2+C*NO3)#I(VTW1)*
I(VTWL)*I(VTW1))/(1+{EPS*GAMMA*LAMBDA*T P/(ETAC*VACT*6.6262E-34*3E8)}*(V(M)+{DEL})*
(V(M)+{DEL}))-{DEL}

BPF PF 0 V=(V(M)+{DEL})*(V(M)+{DEL})

MODEL D1MOD D IS={1.60219E-19*VBARR*NE/(2*ETAI*TCAPT)} N={N*TF}

.MODEL D2MOD D 1S={1.60219E-19*VBARR*NE/(2*ETAI*TCAPT)} N={N*TF} TT={2*TCAPT}

+ CJO={CJO} M={MPOW} VJ={VJ} FC={FC}

.MODEL DW1MOD D 1S={1.60219E-19*NW*VACT*NE2/(ETAI*TEM)} N={NW2*TF}

.MODEL DW2MOD D 1S={1.60219E-19*NW*VACT*NE2/(ETAI*TEM)} N={NW2*TF} TT={2*TEM}
ENDS

*hkkkkkkkkkk

*SYM=QWL1

.SUBCKT QWLAS2A2 P N PF {

+ NE=1E12 N=2 NE2=1E12 NW2=1 ETAI=1 LAMBDA=850E-9 NW=1 VACT=1E-17

+ GAMMA=0.1 VGR=1E8 TP=3E-12 ETAC=0.35 NO=1E24 NTH=1.25E24 GO=1E5

+ GL=1 EPS=1E-23 TN=1E-8 A2=0 A=1E8 B=1E-16 C=0 AB=1E8 BB=1E-16 CB=1E-40

+ BETAA=0 BETAB=1E-6 BETAC=0 VBARR=1E-16 TCAPT=1e-12 TEM=1e-9

+ CJO=0 MPOW=0.5 VJ=1 FC=0.5 DELTA=1e-60 DEL=0 TF=1}

D1 P NT1 D1IMOD

IC1 P NT1 {1.60219E-19*VBARR*NE/(2*ETA*TCAPT)}

VT1NT1NO

D2 P N D2MOD

IC2 P N {1.60219E-19*VBARR*NE/(2*ETAI*TCAPT)}

+ + 4+ + + +

+ + + +

+
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BRB P N I={2*AB*TCAPTHI(VT1)+{4*ETA*BB*TCAPT*2/(1.60219E-19*VBARR) (VT 1)*I(VT1)+
+ {8*ETAIN2*CB*TCAPT/3/(1.60219E-19*VBARR) 2}*I(VTL)*I(VT1)*I(VT1)

FINPVTWI 1

DW1 W NTW1 DW1MOD

ICW1 W NTW1 {1.60219E-19*NW*VACT*NE2/(ETA*TEM)}

VTW1 NTW100

DW2 W 0 DW2MOD

ICW2 W 0 {1.60219E-19*NW*VACT*NE2/(ETA*TEM)}

BR1 W 0 I={2*A*TEM}*|(VTW1)+{2*ETA*B*TEM~2/(1.60219E-19*NW*VACT)}* (VTW1)*I (VTW1)+
+ {2*ETAIN2*C*TEMA3/(1.60219E-19*NW*VACT) A2} I(VTWL)*I(VTW1)* (VTW1)

BS1 W 0 I={2*GL*LAMBDA*TP*1.60219E-19*NW*GAMMA*VGR*GO/(ETA*ETAC*6.626 2E-34*3E8)}*
+ (V(M)+{DEL})*(V(M)+{DEL})*LN({DELTA}{ETAFTEM/(1.60219E-19*NW*VACT*NO)}*

+ I(VTWL))/(1+{EPS*GAMMA*LAMBDA*TP/(ETAC*VACT*6.6262E-34*3E8)}*(V(M)+{DEL})*

+ (V(M)H{DEL})

F20W VT1 4

RPHMO 1

CPH M 0 {2*TP}

BR2 0 M I={ETA*ETAC*TEM*6.6262E-34*3E8*BETAA*A/(1.60219E-19*LAMBDA)}*| (VTW1)+

+ {ETAI2*ETAC*TEMA2*6.6262E-34*3E8*BETAB*B/((1.60219E-19)"2*L AMBDA*NW*VACT)*(VTW1)
+ HI(VTWL)+

+ {ETAI3*ETAC*TEMA3*6.6262E-34*3E8*BETAC*C/((1.60219E-19)"3*LAMBDA*(NW*VACT)"2)}*
+ I(VTWLHI(VTWL)*I(VTWL))/(V(M)+{DEL})

BS2 0 M I={GL*TP*NW*GAMMA*VGR*GO}*(V(M)+{DEL})*

+ LN({DELTAM{ETAFTEM/(1.60219E-19*NW*VACT*NO)}I(VTW1))/(1+

+ {EPS*GAMMA*LAMBDA*TP/(ETAC*VACT*6.6262E-34*3E8)}*(V(M)+{DEL}*(V(M)+{DEL}))-
+ {DEL}

BPF PF 0 V=(V(M)+{DEL})*(V(M)+{DEL})

MODEL D1MOD D IS={1.60219E-19*VBARR*NE/(2*ETAI*TCAPT)} N={N*TF}

.MODEL D2MOD D 1S={1.60219E-19*VBARR*NE/(2*ETAI*TCAPT)} N={N*TF} TT={2*TCAPT}

+ CJO={CJO} M={MPOW} VJ={VJ} FC={FC}

.MODEL DW1MOD D IS={1.60219E-19*NW*VACT*NE2/(ETAI*TEM)} N={NW2*TF}

.MODEL DW2MOD D 1S={1.60219E-19*NW*VACT*NE2/(ETAI*TEM)} N={NW2*TF} TT={2*TEM}
ENDS

*hkkkkkkkkkk

*SYM=QWL1

.SUBCKT QWLAS2A3 P N PF {

+ NE=1E12 N=2 NE2=1E12 NW2=1 ETAI=1 LAMBDA=850E-9 NW=1 VACT=1E-17

+ GAMMA=0.1 VGR=1E8 TP=3E-12 ETAC=0.35 NO=1E24 NTH=1.25E24 GO=1E5

+ GL=1 EPS=1E-23 TN=1E-8 A2=0 A=1E8 B=1E-16 C=0 AB=1E8 BB=1E-16 CB=1E-40

+ BETAA=0 BETAB=1E-6 BETAC=0 VBARR=1E-16 TCAPT=1e-12 TEM=1e-9

+ CJO=0 MPOW=0.5 VJ=1 FC=0.5 DELTA=1e-60 DEL=0 TF=1}

D1 P NT1 DIMOD

IC1 P NT1 {1.60219E-19*VBARR*NE/(2*ETA*TCAPT)}

VT1NT1NO

D2 P N D2MOD

IC2 P N {1.60219E-19*VBARR*NE/(2*ETAI*TCAPT)}

BRB P N I={2*AB*TCAPTHI(VT1)+{4*ETA*BB*TCAPT"2/(1.60219E-19*VBARR) (VT 1)*I(VT1)+
+ {8*ETAIN2*CB*TCAPT/3/(1.60219E-19*VBARR) 2}*I(VTL)*I(VT1)*I(VT1)

FINPVTWI 1

DW1 W NTW1 DW1MOD

ICW1 W NTW1 {1.60219E-19*NW*VACT*NE2/(ETA*TEM)}

VTW1 NTW100

DW2 W 0 DW2MOD

ICW2 W 0 {1.60219E-19*NW*VACT*NE2/(ETA*TEM)}

BR1 W 0 I={2*A*TEM}*|(VTW1)+{2*ETA*B*TEM~2/(1.60219E-19*NW*VACT)}* (VTW1)*I(VTW1)+
+ {2*ETAIN2*C*TEMA3/(1.60219E-19*NW*VACT) A2} I(VTWL)*I(VTWL)* (VTW1)

BS1 W 0 I=(V(M)+{DEL})*(V(M)+{DEL})*
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+ ({2*GL*LAMBDA*TP*GAMMA*VGR*GO*TEM/(ETAC*VACT*NO*6.6262E-34*3E8)}*I(VTW1)-

+ {2*GL*LAMBDA*TP*1.60219E-19*NW*GAMMA*VGR*GO/(ETA*ETAC*6.6262E-34*3E8)})/

+ (1+{EPS*GAMMA*LAMBDA*TP/(ETAC*VACT*6.6262E-34*3E8)}*(V(M)+{DEL}*(V(M)+{DEL}))
F20W VTl 4

RPHMO 1

CPH M 0 {2*TP}

BR2 0 M I={ETA*ETAC*TEM*6.6262E-34*3E8*BETAA*A/(1.60219E-19*LAMBDA)}*I (VTW1)+

+ {ETAI2*ETAC*TEMA2*6.6262E-34*3E8*BETAB*B/((1.60219E-19)"2*L AMBDA*NW*VACT)*(VTW1)
+ HI(VTWL)+

+ {ETAI3*ETAC*TEMA3*6.6262E-34*3E8*BETAC*C/((1.60219E-19)"3*LAMBDA*(NW*VACT)"2)}*
+ I(VTWLHI(VTWL)*I(VTWL))/(V(M)+{DEL})

BS2 0 M I=(V(M)+{DEL})*({GL*TP*GAMMA*VGR*GO*ETA*TEM/(1.60219E-19*VACT*NO) | (VTW1)-
+ {GL*TP*NW*GAMMA*VGR*GO})/(1+{EPS*GAMMA*LAMBDA*TP/(ETAC*VACT*6.6262E-34*3E8)}*
+ (V(M)+{DEL})*(V(M)+{DEL}))-{DEL}

BPF PF 0 V=(V(M)+{DEL})*(V(M)+{DEL})

MODEL D1MOD D IS={1.60219E-19*VBARR*NE/(2*ETAI*TCAPT)} N={N*TF}

.MODEL D2MOD D 1S={1.60219E-19*VBARR*NE/(2*ETAI*TCAPT)} N={N*TF} TT={2*TCAPT}

+ CJO={CJO} M={MPOW} VJ={VJ} FC={FC}

.MODEL DW1MOD D IS={1.60219E-19*NW*VACT*NE2/(ETAI*TEM)} N={NW2*TF}

.MODEL DW2MOD D 1S={1.60219E-19*NW*VACT*NE2/(ETAI*TEM)} N={NW2*TF} TT={2*TEM}
.ENDS

*hkkkkkkkkkk

*SYM=QWL1

.SUBCKT QWLAS2A4 P N PF {

+ NE=1E12 N=2 NE2=1E12 NW2=1 ETAI=1 LAMBDA=850E-9 NW=1 VACT=1E-17

+ GAMMA=0.1 VGR=1E8 TP=3E-12 ETAC=0.35 NO=1E24 NTH=1.25E24 GO=1E5

+ GL=1 EPS=1E-23 TN=1E-8 A2=0 A=1E8 B=1E-16 C=0 AB=1E8 BB=1E-16 CB=1E-40

+ BETAA=0 BETAB=1E-6 BETAC=0 VBARR=1E-16 TCAPT=1e-12 TEM=1e-9

+ CJO=0 MPOW=0.5 VJ=1 FC=0.5 DELTA=1e-60 DEL=0 TF=1}

D1 P NT1 D1IMOD

IC1 P NT1 {1.60219E-19*VBARR*NE/(2*ETAI*TCAPT)}

VT1NT1NO

D2 P N D2MOD

IC2 P N {1.60219E-19*VBARR*NE/(2*ETAI*TCAPT)}

BRB P N I={2*AB*TCAPTHI(VT1)+{4*ETA*BB*TCAPT"2/(1.60219E-19*VBARR) (VT 1)*I(VT1)+

+ {8*ETAIN2*CB*TCAPT/3/(1.60219E-19*VBARR) 2}*I(VTL)*I(VT1)*I(VT1)

FINPVTWI 1

DW1 W NTW1 DW1MOD

ICW1 W NTW1 {1.60219E-19*NW*VACT*NE2/(ETA*TEM)}

VTW1 NTW1 00

DW2 W 0 DW2MOD

ICW2 W 0 {1.60219E-19*NW*VACT*NE2/(ETA*TEM)}

BR1 W 0 I={2*A*TEM}*|(VTW1)+{2*ETA*B*TEM~2/(1.60219E-19*NW*VACT)}* (VTW1)*I(VTW1)+

+ {2*ETAIN2*C*TEMA3/(1.60219E-19*NW*VACT) A2} I(VTWL)*I(VTWL)* (VTW1)

BS1 W 0 I=(V(M)+{DEL}*(V(M)+{DEL})*

+ ({2*GL*LAMBDA*TP*GAMMA*VGR*GO*TEM/(ETAC*VACT*NTH*6.6262E-34*3E8)}*I(VTW1)-
+ {(2*LAMBDA*TP*1.60219E-19*NW*GAMMA*VGR*GO/(ETA*ETAC*6.6262E-34*3E8))*

+  (GL-LOG((A*NTH+B*NTHA2+C*NTHA3)/(A*NO+B*NO2+C*NO"3))})/

+ (1+{EPS*GAMMA*LAMBDA*TP/(ETAC*VACT*6.6262E-34*3E8)}(V(M)+{DEL}*(V(M)+{DEL}))
F20W VTl 4

RPHMO 1

CPH M 0 {2*TP}

BR2 0 M I={ETA*ETAC*TEM*6.6262E-34*3E8*BETAA*A/(1.60219E-19*LAMBDA)}*| (VTW1)+
{ETAIN2*ETAC*TEMA2*6.626 2E-34*3E8*BE TAB*B/((1.60219E-19)"2*L AMBDA*NW*VACT)}*(VTW1)
*(VTWL)+

{ETAINS*ETAC*TEMA3*6.626 2E-34*3E8*BETAC*C/((1.60219E-19)"3*LAMBDA*(NW*VACT)"2)}*
I(VTWL)*I(VTW1)* (VTW1))/(V(M)+{DEL})

+

+ + +
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BS2 0 M I=(V(M)+H{DEL})*({GL*TP*GAMMA*VGR*GO*ETA*TEM/(1.60219E-19*VACT*NTH)}*I(VTW1)-
+ {TP*NW*GAMMA*VGR*GO*

+  (GL-LOG((A*NTH+B*NTHA2+C*NTHA3)/(A*NO+B*NOA2+C*NO"3))})/

+ (1+{EPS*GAMMA*LAMBDA*TP/(ETAC*VACT*6.6262E-34*3E8)}*(V(M)+{DEL})*(V(M)+{DEL}))-
+ {DEL}

BPF PF 0 V=(V(M)+{DEL})*(V(M)+{DEL})

.MODEL D1MOD D IS={1.60219E-19*VBARR*NE/(2*ETAI*TCAPT)} N={N*TF}

.MODEL D2MOD D 1S={1.60219E-19*VBARR*NE/(2*ETAI*TCAPT)} N={N*TF} TT={2*TCAPT}

+ CJO={CJO} M={MPOW} VJ={VJ} FC={FC}

.MODEL DW1MOD D IS={1.60219E-19*NW*VACT*NE2/(ETAI*TEM)} N={NW2*TF}

.MODEL DW2MOD D 1S={1.60219E-19*NW*VACT*NE2/(ETAI*TEM)} N={NW2*TF} TT={2*TEM}
.ENDS

*hkkkkkkkkkk

*SYM=QWL1

.SUBCKT QWLAS2B1 P N PF {

+ NE=1E12 N=2 NE2=1E12 NW2=1 ETAI=1 LAMBDA=850E-9 NW=1 VACT=1E-17

+ GAMMA=0.1 VGR=1E8 TP=3E-12 ETAC=0.35 NO=1E24 NTH=1.25E24 GO=1E5

+ GL=1 EPS=1E-23 TN=1E-8 A2=0 A=1E8 B=1E-16 C=0 AB=1E8 BB=1E-16 CB=1E-40

+ BETAA=0 BETAB=1E-6 BETAC=0 VBARR=1E-16 TCAPT=1e-12 TEM=1e-9

+ CJO=0 MPOW=0.5 VJ=1 FC=0.5 DELTA=1e-60 DEL=0 TF=1}

D1 P NT1 D1IMOD

IC1 P NT1{1.60219E-19*VBARR*NE/(2*ETAI*TCAPT)}

VT1NT1NO

D2 P N D2MOD

IC2 P N {1.60219E-19*VBARR*NE/(2*ETAI*TCAPT)}

FINPVTWI 1

DW1 W NTW1 DW1MOD

ICW1 W NTW1 {1.60219E-19*NW*VACT*NE2/(ETA*TEM)}

VTW1 NTW100

DW2 W 0 DW2MOD

ICW2 W 0 {1.60219E-19*NW*VACT*NE2/(ETA*TEM)}

BR1 W 0 I={2*A*TEM}*|(VTW1)+{2*ETA*B*TEM~2/(1.60219E-19*NW*VACT)}* (VTW1)* (VTW1)+
+ {2*ETAIN2*C*TEMA3/(1.60219E-19*NW*VACT) A2} I(VTWL)*I(VTW1)* (VTW1)

BS1 W 0 I={2*LAMBDA*TP*1.60219E-19*NW*GAMMA*VGR*GO/(ETAI*ETAC*6.6262E-34*3E8)}*
(V(M)+{DEL})*(V(M)+{DEL})*LN({DELTA}+
{A*ETAI*TEM/(1.60219E-19*NW*VACT)/(A*NO+B*NOA2+C*NOA3)FI(VTW1)+
{B*(ETAFTEM/(1.60219E-19*NW*VACT))*2/(A*NO+B*NOA2+C*NOA3)FI(VTWL)* I (VTW1)+
{C*ETAFTEM/(1.60219E-19*NW*VACT))"3/(A*NO+B*NOA2+C*NO3)#I(VTW1)*
I(VTWL)*I(VTW1))/(1+-{EPS*GAMMA*LAMBDA*TP/(ETAC*VACT*6.6262E-34*3E8)}*(V(M)+{DEL})*
(V(M)+{DEL}))

F20W VTl 4

RPHMO 1

CPH M 0 {2*TP}

BR2 0 M I={ETAI*ETAC*TEM*6.6262E-34*3E8*BETAA*A/(1.60219E-19*LAMBDA)}*| (VTW1)+

+ {ETAI2*ETAC*TEMA2*6.6262E-34*3E8*BETAB*B/((1.60219E-19)"2*L AMBDA*NW*VACT)*(VTW1)
+ HI(VTWL)+

+ {ETAI3*ETAC*TEMA3*6.6262E-34*3E8*BETAC*C/((1.60219E-19)"3*LAMBDA*(NW*VACT)"2)}*
+ I(VTWLHI(VTWL)*I(VTWL))/(V(M)+{DEL})

BS2 0 M I={TP*NW*GAMMA*VGR*GO}(V(M)+{DEL})*LN({DELTA}
{A*ETAI*TEM/(1.60219E-19*NW*VACT)/(A*NO+B*NOA2+C*NOA3)FI(VTW1)+
{B*(ETAFTEM/(1.60219E-19*NW*VACT) ) 2/(A*NO+B*NOA2+C*NOA3)FI(VTWL)* I (VTW1)+
{C*ETAFTEM/(1.60219E-19*NW*VACT))"3/(A*NO+B*NOA2+C*NO3)#I(VTW1)*
I(VTWL)*I(VTW1))/(1+{EPS*GAMMA*LAMBDA*T P/(ETAC*VACT*6.6262E-34*3E8)}*(V(M)+{DEL})*
(V(M)+{DEL}))-{DEL}

BPF PF 0 V=(V(M)+{DEL})*(V(M)+{DEL})

MODEL D1MOD D IS={1.60219E-19*VBARR*NE/(2*ETAI*TCAPT)} N={N*TF}

MODEL D2MOD D 1S={1.60219E-19*VBARR*NE/(2*ETAI*TCAPT)} N={N*TF} TT={2*TCAPT}

+
+
+
+
+
+

+ + + +

+
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+ CJO={CJO} M={MPOW} VJ={VJ} FC={FC}

.MODEL DW1MOD D IS={1.60219E-19*NW*VACT*NE2/(ETAI*TEM)} N={NW2*TF}

.MODEL DW2MOD D 1S={1.60219E-19*NW*VACT*NE2/(ETAI*TEM)} N={NW2*TF} TT={2*TEM}
ENDS

*hkkkkkkkkkk

*SYM=QWL1

.SUBCKT QWLAS2B2 P N PF {

+ NE=1E12 N=2 NE2=1E12 NW2=1 ETAI=1 LAMBDA=850E-9 NW=1 VACT=1E-17

+ GAMMA=0.1 VGR=1E8 TP=3E-12 ETAC=0.35 NO=1E24 NTH=1.25E24 GO=1E5

+ GL=1 EPS=1E-23 TN=1E-8 A2=0 A=1E8 B=1E-16 C=0 AB=1E8 BB=1E-16 CB=1E-40

+ BETAA=0 BETAB=1E-6 BETAC=0 VBARR=1E-16 TCAPT=1e-12 TEM=1e-9

+ CJO=0 MPOW=0.5 VJ=1 FC=0.5 DELTA=1e-60 DEL=0 TF=1}

D1 P NT1 D1IMOD

IC1 P NT1{1.60219E-19*VBARR*NE/(2*ETA*TCAPT)}

VT1NT1NO

D2 P N D2MOD

IC2 P N {1.60219E-19*VBARR*NE/(2*ETAI*TCAPT)}

FINPVTWI 1

DW1 W NTW1 DW1MOD

ICW1 W NTW1 {1.60219E-19*NW*VACT*NE2/(ETA*TEM)}

VTW1 NTW100

DW2 W 0 DW2MOD

ICW2 W 0 {1.60219E-19*NW*VACT*NE2/(ETA*TEM)}

BR1 W 0 I={2*A*TEM}*|(VTW1)+{2*ETA*B*TEM~2/(1.60219E-19*NW*VACT)}* (VTW1)*I (VTW1)+
+ {2*ETAIN2*C*TEMA3/(1.60219E-19*NW*VACT) A2} I(VTWL)*I(VTW1)* (VTW1)

BS1 W 0 I={2*GL*LAMBDA*TP*1.60219E-19*NW*GAMMA*VGR*GO/(ETA*ETAC*6.626 2E-34*3E8)}*
+ (V(M)+H{DEL})*(V(M)+{DEL})*LN({DELTA}{ETAFTEM/(1.60219E-19*NW*VACT*NO)}*

+ I(VTWL))/(1+{EPS*GAMMA*LAMBDA*TP/(ETAC*VACT*6.6262E-34*3E8)}*(V(M)+{DEL})*
+ (V(M)H{DEL})

F20W VTl 4

RPHMO 1

CPH M 0 {2*TP}

BR2 0 M I={ETA*ETAC*TEM*6.6262E-34*3E8*BETAA*A/(1.60219E-19*LAMBDA)}*I (VTW1)+
+ {ETAI2*ETAC*TEMA2*6.6262E-34*3E8*BETAB*B/((1.60219E-19)"2*L AMBDA*NW*VACT)*(VTW1)
+ HI(VTWL)+

+ {ETAI3*ETAC*TEMA3*6.6262E-34*3E8*BETAC*C/((1.60219E-19)"3*LAMBDA*(NW*VACT)"2)}*
+ I(VTWLHI(VTWL)*I(VTWL))/(V(M)+{DEL})

BS2 0 M I={GL*TP*NW*GAMMA*VGR*GO}*(V(M)+{DEL})*

+ LN({DELTAM{ETAFTEM/(1.60219E-19*NW*VACT*NO)}I(VTW1))/(1+

+ {EPS*GAMMA*LAMBDA*TP/(ETAC*VACT*6.6262E-34*3E8)}*(V(M)+{DEL}*(V(M)+{DEL}))-
+ {DEL}

BPF PF 0 V=(V(M)+{DEL})*(V(M)+{DEL})

MODEL DIMOD D IS={1.60219E-19*VBARR*NE/(2*ETAI*TCAPT)} N={N*TF}

.MODEL D2MOD D 1S={1.60219E-19*VBARR*NE/(2*ETAI*TCAPT)} N={N*TF} TT={2*TCAPT}

+ CJO={CJO} M={MPOW} VJ={VJ} FC={FC}

.MODEL DW1MOD D IS={1.60219E-19*NW*VACT*NE2/(ETAI*TEM)} N={NW2*TF}

MODEL DW2MOD D 1S={1.60219E-19*NW*VACT*NE2/(ETAI*TEM)} N={NW2*TF} TT={2*TEM}
ENDS

*hkkkkkkkkkk

*SYM=QWL1

.SUBCKT QWLAS2B3 P N PF {

+ NE=1E12 N=2 NE2=1E12 NW2=1 ETAI=1 LAMBDA=850E-9 NW=1 VACT=1E-17

+ GAMMA=0.1 VGR=1E8 TP=3E-12 ETAC=0.35 NO=1E24 NTH=1.25E24 GO=1E5

+ GL=1 EPS=1E-23 TN=1E-8 A2=0 A=1E8 B=1E-16 C=0 AB=1E8 BB=1E-16 CB=1E-40

+ BETAA=0 BETAB=1E-6 BETAC=0 VBARR=1E-16 TCAPT=1e-12 TEM=1e-9

+ CJO=0 MPOW=0.5 VJ=1 FC=0.5 DELTA=1e-60 DEL=0 TF=1}

D1 P NT1 D1IMOD
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IC1 P NT1 {1.60219E-19*VBARR*NE/(2*ETA*TCAPT)}

VT1NT1NO

D2 P N D2MOD

IC2 P N {1.60219E-19*VBARR*NE/(2*ETAI*TCAPT)}

FINPVTWI 1

DW1 W NTW1 DW1MOD

ICW1 W NTW1 {1.60219E-19*NW*VACT*NE2/(ETA*TEM)}

VTW1 NTW100

DW2 W 0 DW2MOD

ICW2 W 0 {1.60219E-19*NW*VACT*NE2/(ETA*TEM)}

BR1 W 0 I={2*A*TEM}*|(VTW1)+{2*ETA*B*TEM~2/(1.60219E-19*NW*VACT)}* (VTW1)*I (VTW1)+
+ {2*ETAIN2*C*TEMA3/(1.60219E-19*NW*VACT) A2} I(VTWL)*I (VTWL)* (VTW1)

BS1 W 0 I=(V(M)+{DEL}*(V(M)+{DEL})*

+ ({2*GL*LAMBDA*TP*GAMMA*VGR*GO*TEM/(ETAC*VACT*NO*6.6262E-34*3E8)}*I(VTW1)-
+ {2*GL*LAMBDA*TP*1.60219E-19*NW*GAMMA*VGR*GO/(ETAI*ETAC*6.6262E-34*3E8)})/

+ (1+{EPS*GAMMA*LAMBDA*TP/(ETAC*VACT*6.6262E-34*3E8)}*(V(M)+{DEL})*(V(M)+{DEL}))
F20W VTl 4

RPHM O 1

CPH M 0 {2*TP}

BR2 0 M I={ETA*ETAC*TEM*6.6262E-34*3E8*BETAA*A/(1.60219E-19*LAMBDA)}*| (VTW1)+

+ {ETAI2*ETAC*TEMA2*6.6262E-34*3E8*BETAB*B/((1.60219E-19)"2*L AMBDA*NW*VACT)*(VTW1)
+ HI(VTWL)+

+ {ETAI3*ETAC*TEMA3*6.6262E-34*3E8*BETAC*C/((1.60219E-19)"3*LAMBDA*(NW*VACT)"2)}*
+ I(VTWLHI(VTWL)*I(VTWL))/(V(M)+{DEL})

BS2 0 M I=(V(M)+{DEL})*({GL*TP*GAMMA*VGR*GO*ETAI*TEM/(1.60219E-19*VACT*NO) | (VTW1)-
+ {GL*TP*NW*GAMMA*VGR*GO})/(1+{EPS*GAMMA*LAMBDA*TP/(ETAC*VACT*6.6262E-34*3E8)}*
+ (V(M)+{DEL})*(V(M)+{DEL}))-{DEL}

BPF PF 0 V=(V(M)+{DEL})*(V(M)+{DEL})

.MODEL D1MOD D IS={1.60219E-19*VBARR*NE/(2*ETAI*TCAPT)} N={N*TF}

.MODEL D2MOD D 1S={1.60219E-19*VBARR*NE/(2*ETAI*TCAPT)} N={N*TF} TT={2*TCAPT}

+ CJO={CJO} M={MPOW} VJ={VJ} FC={FC}

.MODEL DW1MOD D IS={1.60219E-19*NW*VACT*NE2/(ETAI*TEM)} N={NW2*TF}

MODEL DW2MOD D 1S={1.60219E-19*NW*VACT*NE2/(ETAI*TEM)} N={NW2*TF} TT={2*TEM}
.ENDS

*hkkkkkkkkkk

*SYM=QWL1

.SUBCKT QWLAS2B4 P N PF {

+ NE=1E12 N=2 NE2=1E12 NW2=1 ETAI=1 LAMBDA=850E-9 NW=1 VACT=1E-17

+ GAMMA=0.1 VGR=1E8 TP=3E-12 ETAC=0.35 NO=1E24 NTH=1.25E24 GO=1E5

+ GL=1 EPS=1E-23 TN=1E-8 A2=0 A=1E8 B=1E-16 C=0 AB=1E8 BB=1E-16 CB=1E-40

+ BETAA=0 BETAB=1E-6 BETAC=0 VBARR=1E-16 TCAPT=1e-12 TEM=1e-9

+ CJO=0 MPOW=0.5 VJ=1 FC=0.5 DELTA=1e-60 DEL=0 TF=1}

D1 P NT1 D1IMOD

IC1 P NT1 {1.60219E-19*VBARR*NE/(2*ETA*TCAPT)}

VT1NT1NO

D2 P N D2MOD

IC2 P N {1.60219E-19*VBARR*NE/(2*ETAI*TCAPT)}

FINPVTWI 1

DW1 W NTW1 DW1MOD

ICW1 W NTW1 {1.60219E-19*NW*VACT*NE2/(ETA*TEM)}

VTW1 NTW100

DW2 W 0 DW2MOD

ICW2 W 0 {1.60219E-19*NW*VACT*NE2/(ETA*TEM)}

BR1 W 0 I={2*A*TEM}*|(VTW1)+{2*ETA*B*TEM~2/(1.60219E-19*NW*VACT)}* (VTW1)*I(VTW1)+
+ {2*ETAIN2*C*TEMA3/(1.60219E-19*NW*VACT) A2} I(VTWL)*I(VTWL)* (VTW1)

BS1 W 0 I=(V(M)+{DEL}*(V(M)+{DEL})*

+ ({2*GL*LAMBDA*TP*GAMMA*VGR*GO*TEM/(ETAC*VACT*NTH*6.6262E-34*3E8)}*I(VTW1)-
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+ {(2*LAMBDA*TP*1.60219E-19*NW*GAMMA*VGR*GO/(ETA*ETAC*6.6262E-34*3E8))*

+  (GL-LOG((A*NTH+B*NTHA2+C*NTHA3)/(A*NO+B*NOA2+C*NO"3))})/

+ (1+{EPS*GAMMA*LAMBDA*TP/(ETAC*VACT*6.6262E-34*3E8)}*(V(M)+{DEL})*(V(M)+{DEL}))
F20W VTl 4

RPHMO 1

CPH M 0 {2*TP}

BR2 0 M I={ETA*ETAC*TEM*6.6262E-34*3E8*BETAA*A/(1.60219E-19*LAMBDA)}*I (VTW1)+

+ {ETAI2*ETAC*TEMA2*6.6262E-34*3E8*BETAB*B/((1.60219E-19)"2*L AMBDA*NW*VACT)*(VTW1)
+ HI(VTWL)+

+ {ETAI3*ETAC*TEMA3*6.6262E-34*3E8*BETAC*C/((1.60219E-19)"3*LAMBDA*(NW*VACT)"2)}*
+ I(VTWLHI(VTWL)*I(VTWL))/(V(M)+{DEL})

BS2 0 M I=(V(M)+HDEL})*({GL*TP*GAMMA*VGR*GO*ETA*TEM/(1.60219E-19*VACT*NTH)}*I(VTW1)-
+ {TP*NW*GAMMA*VGR*GO*

+  (GL-LOG((A*NTH+B*NTHA2+C*NTHA3)/(A*NO+B*NOA2+C*NO"3))}1)/

+ (1+{EPS*GAMMA*LAMBDA*TP/(ETAC*VACT*6.6262E-34*3E8)}*(V(M)+{DEL})*(V(M)+{DEL}))-
+ {DEL}

BPF PF 0 V=(V(M)+{DEL})*(V(M)+{DEL})

MODEL D1MOD D IS={1.60219E-19*VBARR*NE/(2*ETAI*TCAPT)} N={N*TF}

MODEL D2MOD D IS={1.60219E-19*VBARR*NE/(2*ETAI*TCAPT)} N={N*TF} TT={2*TCAPT}

+ CJO={CJO} M={MPOW} VJ={VJ} FC={FC}

MODEL DW1MOD D 1S={1.60219E-19*NW*VACT*NE2/(ETAI*TEM)} N={NW2*TF}

MODEL DW2MOD D 1S={1.60219E-19*NW*VACT*NE2/(ETAI*TEM)} N={NW2*TF} TT={2*TEM}
ENDS

K*kkkkkkkkkk

A.3 SPICE3/HSPICE Parsing Code

Below we provide the source code that implements the netlist-parsing prBg@8¥ which
was originally written by S. Javro to support models similar to those presented in [A.4]. We modified

the code to support the models from Chapter 2.

[x* * * * * * * * * *

parse.c
SPICE3/HSPICE parsing routines with laser
model implementation for SPICE/HSPICE
Original: S. Javro, 1994

Revisions: P. Mena, 1995, 1996 (modified Javro code to support models from Chapter 2)
Usage:

PARSE [input_file] [output_file] [0-SPICE3, 1- HSPICE]

ki ik ok ki

#include <ctype.h>
#include <stdio.h>
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#include <stdlib.h>
#include <math.h>

/* physical constants */
#define g 1.60219e-19
#define h 6.6262e-34
#define kb 1.38062e-23
#define c 3e8

void print_err(int i);

void readin();

void read_str(int *ptr, char in_str[], int err_no, int size);
void parse_system();

void init_params();

void laser1();

void laser2();

FILE *input_ptr;

FILE *output_ptr;

char in_buff[255];

char command[50];

char name[30];

char model[30];

char com_buf[750];

char var_name[75][20]; /* 75 variable names of length 20 */
double var_val[75]; /* and the corresponding values */
int  No_of vars;

intouttype;

charistr[2][7] ={ “i=", “cur=""},
charvstr[2][7] = {"“v=", “vol=""};
charlnstr[2][5] = { “In”, “log" };
charCSstr2][3] = { “B", “G" }
char VSstr[2][3] ={"“B", “E" }

chartlstr[2][3] = {““, “" }

[** * * * kel AkkE SR KK AA IR
/* Model parameters */

[** * * * kel Ak EEFF KK AA IR
int level; /* model level number */

double Ne; /* N-V relation equilibrium density, m”-3 */
double n; [* diode ideality factor (~2) */

double Ne2; /* QW N-V relation equilibrium density, m*-3  */
double nw2; /* QW N-V diode ideality factor */
double etai; [* current injection efficiency */

double Lambda; /* central emission wavelength, m */
double Nw; /* number of quantum wells */
double Vact; /* volume of a single quantum well, m"3 */
double Gamma; /* optical confinement factor for 1 q.w. */
double vgr; [* lasing medium group velocity, m/s */
double tp; [* cavity lifetime, s */

double etac; /* output power coupling coeff. */
double No; /* optical transparency density, m”-3 */
double Nth; /* threshold carrier density, m~-3 */
double Go; /* gain coeff. per QW, m~-1 */
double gl; [* linearized gain scaling factor */

double eps; /* nonlinear gain parameter, m"3 */
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double tn; [* equivalent linear recomb. lifetime, s */
double A2; /* adjusted unimolec. rec. rate coeff., s*-1 */
double A; /* QW unimolecular recomb. rate coeff., sN-1 */
double B; /* QW radiative recomb. rate coeff., m"3/s  */
double C; I* QW Auger recombination rate coeff., m"6/s */
double Ab; /* barrier unimolec. rec. rate coeff, s*-1  */
double Bb; /* barrier radiative rec. rate coeff, m"3/s */
double Cb; /* barrier Auger recomb. rate coeff., m"6/s */
double betaA,; /* QW unimolecular spont. em. coupling coeff. */
double betaB; /* QW radiative spont. em. coupling coeff.  */
double betaC; /* QW Auger spont. emission coupling coeff.  */
double Vbarr; /* total volume of barrier layers, m”3 */
double tcapt; /* quantum well carrier capture lifetime, s */
double tem; /* quantum well carrier emission lifetime, s */
double cjo; [* zero-bias space-charge capacitance, F */
double mpow; [* grading coefficient (space-charge cap.) */
double vj; /* junction potential (s-c cap.), V */

double fc; [* coeff. for forw.-bias s-c. cap. formula  */
double delta; /* log(0) correction parameter */
double del; [* correction parameter for m"2 at m=0 */
int del_flag; /* flag indicating del is set */

char delstr[20]; /* default del string if del == */

char delsubstr[5];  /* default tail-string if del == */

double Rs; [* parasitic series resistance, ohms */
double Is1; [* p+-p interface diode sat. current, A */
double n1; [* p+-p interface diode ideality factor */
double Is2; /* n+-n interface diode sat. current, A */
double n2; [* n+-n interface diode ideality factor */
double Cssc; /* active layer shunting space-charge cap., F */
int shtype; /* type of shunting circuit (0-4) */

double R1; /* shunting resistance, ohms */
double C1; /* shunting capacitance, F */
double Lp1; /* RC-network modeling inductance 1 */
double Lp2; /* RC-network modeling inductance 2 */
double Tf; * (diode temp. (K))/(circuit temp. (K)) */

/ * * kel ke AkkE SRR KA IR
/* Error handler. (Originally by S. Javro, 1994) */

[rAR IR FdK * kel A AkEEFF KK ARk

char *err_msg[]={
“Unexpected string termination”,
“Unable to read device name”,
“Unable to read model name”,
“Incomplete variable assignment”,
“Invalid number format”,
“Input and Output files must be different”,
“Cannot open the input file”,
“Cannot open the output file”,
“Input file is empty”,
“Unknown model definition”,
“Invalid output-type (0 or 1)”
2

void print_err(int i)

{

printf(‘ERROR (%d): %s.\n",i,err_msqg[i]);
exit(1);
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}

[** * * Rk Ak iiaiakeioh Kk |
/* readin() (originally by S. Javro, 1994) */

/* PURPOSE : read 1 complete line from the input file into the in_buff */
/* string. */

/* CALLED BY: parse_system(), main(argc,argv) */

[** * * * * ke iaiadeioh Kk |
void readin()

{

char cc;

int i

for (i=0;i<254;i++)
{
cc = tolower(fgetc(input_ptr)); /* convert all upper to lower case */
if (feof(input_ptr)) break;
if (cc ==n’) break;

in_buffli] = cc;
}
in_buff[i] = \0’;
}
[** * * * ko iaiakeioh Rk Rk Rk |
[* read_str(ptr,in_str,err_no) (originally by S. Javro, 1994) */
/* PURPOSE : places one word from com_buf into in_str and updates ptrto */
I* point to the next word in com_buf. If a string terminator (\0)*/
I* occurs the error routine is called to indicate an illegal  */
I* situation (i.e. there is no remaining data when we expect */
I* some). */
/* NOTE : The routine will only place size characters into in_str, the */
I* remaining letters in the word are ignored. */
/* CALLED BY: parse_system() */
[** * * * Rk Rk Rk kkkkk |
void read_str(int *ptr, char in_str[], int err_no, int size)
{. .
int st,j;

for (j=0,st=0;;*ptr +=1)
if (com_buf[*ptr] == \0’) print_err(err_no);

if ((Yisspace(com_buf[*ptr])) && (j < size))

{
st =-1;
in_str[j++] = com_buf[*ptr];
}
else
if (st ==-1) break;
}
in_str[j] = \0’;
}
[k kel Ak Hkkk Rk kR kkkkok |
/* parse_system() (originally by S. Javro, 1994) */

/* PURPOSE :read in the spice3 type specifications of .Xmodel. It  */
I* put the data into name, model, var_name[] and var_val[], */
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I* so that the modeller routines can process the data. */
/* CALLED BY : main (argc,argv) */

[** * * ko ko iaiakeiok Kk |
void parse_system()

{

inti,jk;

int st; /* started reading a string */

double val;

char var[30];

I* */
/* read in the whole definition and get the next input line for the next  */
[* iteration of main(). */
I* */
for (j=0,i=0;;)
{
for (st=0;(in_buff[i] != \0");i++)
{
if ((lisspace(in_buff[i])) && /* remove un-needed spaces, */
(in_buff[i] 1= (") && [* brackets, equal signs and */
(in_buff[i] 1=1)") && [* commas */
(in_buff[i] 1= '=") &&
(in_buff[i] 1= 7))
{
st=-1;
com_buf[j++] = in_buff{i];
}
else
if (st==-1) /* allow only one space between key words */
com_buf[j++] ="
st=0;
}
}
if (com_buffj-1] I="") /* ensure there is a space between */
com_buf[j++] =" [* all entries in the com_buf string */
readin();
for (i=0;in_buff[i]=="";i++); /* Move to first non space character */
if (in_buff[i] != ‘+') break;
i++; /* Move beyond the ‘+’ character */
}
com_buf[j] = \0’;
I* */
/* Now to perform the parsing upon com_buf */
I* */
i=0;
read_str(&i,name,0,28); /* move to the end of the .Xmodel command
read_str(&i,name,1,28); /* read component name */
read_str(&i,model,2,28); /* read the model's name */

I* */

*/
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/* Read in all the variable names and their values. */
/* */

No_of vars =0;

for (;;)

if (com_buf[++i] ==10")
break; [* finished reading all the variables */

read_str(&i,var_name[No_of vars],0,18);
read_str(&i,var,3,28); [* get the ASCII number from com_buf */

if (sscanf(var,”%lf",&val) = 1) /* use scanf to read the number */

print_err(4); [* from the var string */
I* */
[* Find the parameter’s suffix and correct val accordingly */
I* */

for (k=strlen(var)-1;(lisdigit(var[k]));k--);
/* find where the suffix starts */

switch (toupper(var[k+1]))
{
case ‘T':val *= 1el12; break;
case ‘G’ :val *= 1e9; break;
case ‘M’ : if (toupper(var[k+2]) == ‘E’)
val *= 1e6;
else
val *= 1e-3;
break;
case ‘K’ :val *= 1e3; break;
case ‘U’ : val *= 1e-6; break;
case ‘N’ : val *= 1e-9; break;
case ‘P’ : val *= 1e-12; break;
case ‘F': val *= 1le-15; break;

}

var_val[No_of vars++] = val;

}
}
[** * * kel kel AkEE S SR KA
/* init_params() */
/* PURPOSE : initialize model parameters to default values */
/* CALLED BY: main(argc,argv) */
[rAR A AdK * kil ke AkEEFF KK AR
void init_params()
{
level=1; /* model level number */
Ne=1el2; /* N-V relation equilibrium density, m”-3 */
n=2; /* diode ideality factor (~2) */
Ne2=1e12; /* QW N-V relation equilibrium density, m"-3 */
nw2=1; /* QW N-V diode ideality factor */
etai=1; /* current injection efficiency */
Lambda=850e-9; /* central emission wavelength, m */
Nw=1; /* number of quantum wells */
Vact=1e-17; [* volume of a single quantum well, m"3 */

Gamma=0.1; /* optical confinement factor for 1 q.w. */
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vgr=1e8; /* lasing medium group velocity, m/s */
tp=3e-12; /* cavity lifetime, s */

etac=0.35; /* output power coupling coeff. */
No=1e24; /* optical transparency density, m”"-3 */
Nth=1.25e24; /* threshold carrier density, m"-3 */
Go=1e5; /* gain coeff. per QW, m~-1 */

gl=0; /* linearized gain scaling factor */
eps=1e-23; /* nonlinear gain parameter, m"3 */
tn=0; /* equivalent linear recomb. lifetime, s */
A2=1e8; /* adjusted unimolec. rec. rate coeff., s*-1 */
A=1eS8; /* QW unimolecular recomb. rate coeff., sN-1 */
B=1e-16; /* QW radiative recomb. rate coeff., m"3/s  */
C=0; /* QW Auger recombination rate coeff., m"6/s */
Ab=0; /* barrier unimolec. rec. rate coeff, s*-1  */
Bb=0; /* barrier radiative rec. rate coeff, m"3/s */
Cb=0; [* barrier Auger recomb. rate coeff., m"6/s */
betaA=0; /* QW unimolecular spont. em. coupling coeff. */
betaB=1e-6; [* QW radiative spont. em. coupling coeff.  */
betaC=0; /* QW Auger spont. emission coupling coeff. */
Vbarr=1e-16; [* total volume of barrier layers, m"3 */
tcapt=1e-12; [* quantum well carrier capture lifetime, s */
tem=1e-9; /* quantum well carrier emission lifetime, s */
cjo=0; /* zero-bias space-charge capacitance, F */
mpow=0.5; [* grading coefficient (space-charge cap.) */
vj=1,; /* junction potential (s-c cap.), V */

fc=0.5; /* coeff. for forw.-bias s-c. cap. formula  */
delta=1e-60; * log(0) correction parameter */
del=0; /* correction parameter for m"2 at m=0 */
del_flag = 0; [* flag indicating del is set */
strepy(delstr,”v(m)”); /* default del string if del == */
strepy(delsubstr,™);  /* default tail-string if del == */

Rs=0; [* parasitic series resistance, ohms */
I1s1=0; /* p+-p interface diode sat. current, A */

nl=1; /* p+-p interface diode ideality factor */

1s2=0; /* n+-n interface diode sat. current, A */

n2=1; /* n+-n interface diode ideality factor */
Cssc=0; [* active layer shunting space-charge cap., F */
shtype=0; /* type of shunting circuit (0-4) */

R1=0; [* shunting resistance, ohms */

C1=0; [* shunting capacitance, F */

Lp1=0; /* RC-network modeling inductance 1 */
Lp2=0; /* RC-network modeling inductance 2 */
Tf=1; /* (diode temp. (K))/(circuit temp. (K)) */

}

[k kel Ak ke Ak Rk |
/* Large-signal 2-rate equation model subcircuit text. (Based on S. Javro code, 1994) */
[k Hkkk Ak Hxkk Ak Rk |

char *las_mod1[] = {
ke ki ke kel HFFEEAAIR\N
“.subckt %s %s n pfin”,
“Rs p %s %.8g\n”,
“Ds1 %s %s dsimod_9%s\n”,
“Ds2 %s pi ds2mod_%s\n”,
“Cssc pi n %.8g\n”,
“R1 %s n %.8g\n”,
“C1 %s n %.8g\n”,
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“R1 %s shl %.8g\n",

“C1 shl n %.8g\n",

“C1 shl sh2 %.8g\n”,

“Vsh0 sh2 sh3 0\n”,

“%svsh sh3 n %sv(nl2)-v(nl1)%s\n”,

“FI1 0 nl1 VshO 1\n”,

“Lpl nl1 0 %.8g\n”",

“Gl2 0 nl2 nl1 0 1\n”,

“Lp2 nl2 0 %.8g\n”,

“D1 pi ntl d1lmod_%s\n",

“Vtl ntl n O\n”,

“D2 pi n d2mod_%s\n",

“%srl pi n %s%s%s\n”,

“%ss1 pi n %s%s%s\n”,

“Rph m 0 1\n”,

“Cph m 0 %.8g\n”,

“%sr2 0 m %s%s%s\n”,

“%ss2 0 m %s%s%s\n”,

“%spf pf 0 %s%s*%s%s\n”,

“.ends %s\n”,

“.model dlmod_%s D 1s=%.8g n=%.8g\n”,
“.model d2mod_%s D 1s=%.8g n=%.8g tt=%.89 cjo=%.8g m=%.8g vj=%.8¢g fc=%.8g\n",
“.model ds1mod_%s D Is=%.8g n=%.8g\n",
“.model ds2mod_%s D 1s=%.8g n=%.8g\n",
“Ic1 pi ntl %.8g\n",

“lc2 pi n %.8g\n”

h

char *I1expr[] = {

“%.8g*i(Vt1)+%.8g*i(Vt1)*i(Vil)+%.8g*i(Vtl)*i(Vt1)*i(Vtl)”,
“%.89*%S*%s*%S(%.89+%.8g*i(Vt1)+%.8g*i(Vtl)*i(Vt1l)+%.8g*i(Vi1)*i(Vi1)*i(Vil))/
(1+%.89*%s*%s)",

“%.80*%S*%s*%s(%.89+%.89*i(Vtl))/(1+%.8g*%s*%s)",
“%s*%s*(%.89*i(Vtl)-%.80)/(1+%.89*%s*%s)”,
“(%.89g*i(Vt1)+%.8g*i(Vt1)*i(Vtl)+%.8g*i(Vt1)*i(Vt1)*i(Vtl))/%s”,
“%.89*%5*%0s(%.89+%.8g*i(Vi1)+%.8g*i(Vt1)*i(Vt1l)+%.8g*i(Vt1)*i(Vi1)*i(Vtl))/
(1+%.89*%Ss*%S)%s",

“%.80*%5s*%s(%.89+%.8g*i(Vtl))/(1+%.89*%S*%s)%s”,
“%s*(%.8g%i(Vt1)-%.89)/(1+%.89*%s*%s)%s"

I

riwsacies * . o k|

/*laserl() (Based on S. Javro code, 1994) */
/* PURPOSE : generate subcircuit for large-signal 2-rate-eqn. model */
/* CALLED BY: main(argc,argv) */

riirscies o * o ke

void laserl()

{. .

inti;

double Cph,Islas,tdiff;

double X1,X2,X3,X4,X5,X6,X7,X8;

double K1,K2,K3,K4,K5,K6,K7,K8,K9,K10;

double K11,K12,K13,K14,K15,K16,K17,K18,K19,K20,K21;
char stri[5],str2[5],str3[5];

char R1expr[180],S1expr[180],R2expr[180],S2expr[180];

for (i=0; i<No_of_vars; i++)
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if (strcmp(var_nameli],"level”) == 0) level = (int) rint(var_val[i]);
else

if (stremp(var_nameli],"ne”) == 0) Ne = var_vall[i];
else

if (stremp(var_name[i],"’n”) == 0) n = var_val[i];
else

if (stremp(var_nameli],"ne2") == 0) Ne2 = var_val[i];
else

if (stremp(var_nameli],"nw2") == 0) nw2 = var_val[i];
else

if (stremp(var_name[i],"etai”) == 0) etai = var_vall[i];
else

if (stremp(var_nameli],"lambda”) == 0) Lambda = var_val[i];
else

if (stremp(var_name[i],’nw") == 0) Nw = var_val[i];
else

if (stremp(var_nameli],"vact”) == 0) Vact = var_val[i];
else

if (strcemp(var_name[i],"gamma”) == 0) Gamma = var_val[i];
else

if (stremp(var_name[i],"vgr") == 0) vgr = var_val[i];
else

if (stremp(var_nameli],"tp”) == 0) tp = var_val[i];
else

if (strcmp(var_nameli],"etac”) == 0) etac = var_val[i];
else

if (stremp(var_name[i],’no”) == 0) No = var_vall[i];
else

if (stremp(var_name[i],’nth”) == 0) Nth = var_vall[i];
else

if (stremp(var_name[i],"go”) == 0) Go = var_vall[i];
else

if (stremp(var_nameli],"gl”) == 0) gl = var_val[i];
else

if (stremp(var_nameli],”eps”) == 0) eps = var_valli];
else

if (stremp(var_nameli],"tn”) == 0) tn = var_val[i];
else

if (stremp(var_nameli],”a”) == 0) A = var_val[i];

else

if (stremp(var_nameli],”b”) == 0) B = var_vall[i];
else

if (stremp(var_nameli],"c”) == 0) C = var_vall[i];
else

if (stremp(var_nameli],"ab”) == 0) Ab = var_val[i];
else

if (stremp(var_nameli],"bb”) == 0) Bb = var_val[i];
else

if (stremp(var_nameli],"cb”) == 0) Cb = var_val[i];
else

if (stremp(var_nameli],"betaa”) == 0) betaA = var_val[i];
else

if (stremp(var_nameli],"betab”) == 0) betaB = var_val[i];
else

if (stremp(var_nameli],"betac”) == 0) betaC = var_val[i];
else

if (stremp(var_name[i],"vbarr”) == 0) Vbarr = var_val[i];
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else

if (stremp(var_nameli],"tcapt”) == 0) tcapt = var_val[i];
else

if (stremp(var_nameli],"tem”) == 0) tem = var_valli];
else

if (stremp(var_nameli],"cjo”) == 0) cjo = var_valli];
else

if (stremp(var_nameli],"mpow”) == 0) mpow = var_val[i];
else

if (stremp(var_name[i],"vj”) == 0) vj = var_val[i];
else

if (stremp(var_nameli],"fc”) == 0) fc = var_val[i];
else

if (stremp(var_name[i],"delta”) == 0) delta = var_val[i];
else

if (stremp(var_name[i],"del”) == 0) { del = var_val[i]; del_flag = 1; }
else

if (stremp(var_nameli],"rs”) == 0) Rs = var_val[i];
else

if (strcemp(var_name[i],"is1") == 0) Is1 = var_val[i];
else

if (stremp(var_nameli],’n1") == 0) n1 = var_val[i];
else

if (stremp(var_name[i],"is2") == 0) Is2 = var_val[i];
else

if (stremp(var_nameli],’n2") == 0) n2 = var_val[i];
else

if (stremp(var_name[i],"cssc”) == 0) Cssc = var_val[i];
else

if (stremp(var_nameli],”shtype”) == 0) shtype = (int) var_val[i];
else

if (stremp(var_nameli],"r1”) == 0) R1 = var_val[i];
else

if (stremp(var_nameli],"c1”) == 0) C1 = var_val[i];
else

if (stremp(var_nameli],"lp1”) == 0) Lpl = var_val[i];
else

if (stremp(var_nameli],"Ip2") == 0) Lp2 = var_val[i];
else

if (stremp(var_name[i],"tf") == 0) Tf = var_val[i];
else

print_err(9);/* unknown model parameter */

/* check whether to use “m” or “m+del” */

if (del_flag) {
sprintf(delstr,”(v(m)+%.8g)",del);
sprintf(delsubstr,”-%.8g",del);

}

/* set tn to a nonzero value if not set by user and set A2 accordingly */
if (1tn) {
if (A 1=0) { th=1/A; A2=0; }
else {tn=1/(2*B*No); A2=-1/tn; }
}
else A2 = A - (1/tn);

/* set node-names according to parasitic circuit values */
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if (IRs) strcpy(strl,”p");

else {
if ((11s1) && (!1s2)) strepy(strl,”pi”);
else strcpy(strl,”pl”);

}

if (11s2) strcpy(str2,”pi”);

else {
if ('Rs) && (!Is1)) strcpy(str2,”p”);
else if (Rs && Is1) strcpy(str2,”p2”);

else strepy(str2,"p1");
}
if (IRs) && (!Is1) && (!Is2)) strcpy(str3,”pi”);
else strepy(str3,”p”);

/* calculate gl if NOT set by user */
if ('gl)
switch (level) {
case 2:
case 3 :gl = (A*No+2*B*No*No+3*C*No*No*No)/(A*No+B*No*No+C*No*No*No);
break;
case 4 :gl = (A*Nth+2*B*Nth*Nth+3*C*Nth*Nth*Nth)/
(A*Nth+B*Nth*Nth+C*Nth*Nth*Nth);
break;

}

/* adjust n to account for Tf */
n *=Tf,
nl *= Tf;
n2 *= Tf;

/* calculate all additional variables */
Cph = 2*tp;

Islas = g*Nw*Vact*Ne/(2*etai*tn);
tdiff = 2*tn;

X1 = g*Nw*Vact/etai;

X2 = 2*etai*tn/(q*Nw*Vact);

X3 = Lambda*tp*g*Nw*Gamma*vgr/(etai*etac*h*c);
X4 = Lambda*tp/(etac*Vact*h*c);
X5 = A*No+B*No*No+C*No*No*No;
X6 = A*Nth+B*Nth*Nth+C*Nth*Nth*Nth;
X7 = Nw*etac*Vact*h*c/Lambda;
X8 = tp*Nw*Gamma*vgr,;

K1 = A2*X1*X2;

K2 = B*X1*X2*X2;

K3 = C*X1*X2*X2*X2;

K4 = X3*Go;

K5 = A*X2/X5;

K6 = B*X2*X2/X5;

K7 = C*X2*X2*X2/X5;

K8 = eps*Gamma*X4;

K9 = X3*gl*Go;

K10 = X2/No;

K11 = gl*Go*X2*X3/No;

K12 = gl*Go*X2*X3/Nth;

K13 = X3*gl*Go-X3*Go*log(X6/X5);
K14 = betaA*A*X2*X7;

K15 = betaB*B*X2*X2*X7;
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K16 = betaC*C*X2*X2*X2*X7;

K17 = X8*Go;

K18 = X8*gl*Go;

K19 = gl*Go*X2*X8/No;

K20 = gl*Go*X2*X8/Nth;

K21 = X8*gl*Go-X8*Go*log(X6/X5);

/* generate nonlinear source expressions */
sprintf(R1expr,llexpr[0],K1,K2,K3);
switch (level) {
case 1: sprintf(S1lexpr,llexpr[1],K4,delstr,delstr, Instr[outtype],
delta,K5,K6,K7,K8,delstr,delstr); break;
case 2: sprintf(S1lexpr,llexpr[2],K9,delstr,delstr,Instr[outtype],
delta,K10,K8,delstr,delstr); break;
case 3: sprintf(S1lexpr,llexpr[3],delstr,delstr,K11,K9,K8,delstr,delstr);
break;
case 4: sprintf(S1lexpr,llexpr[3],delstr,delstr,K12,K13,K8,delstr,delstr);
break;
}
sprintf(R2expr,11lexpr[4],K14,K15,K16,delstr);
switch (level) {
case 1: sprintf(S2expr,l1lexpr[5],K17 ,delstr,Instr[outtype],delta,
K5,K6,K7,K8,delstr,delstr,delsubstr);
break;
case 2: sprintf(S2expr,llexpr[6],K18,delstr,Instr[outtype],delta,
K10,K8,delstr,delstr,delsubstr); break;
case 3: sprintf(S2expr,llexpr[7],delstr,K19,K18,K8,delstr,delstr,delsubstr);
break;
case 4: sprintf(S2expr,l1lexpr[7],delstr,K20,K21,K8,delstr,delstr,delsubstr);
break;

}

/* generate subcircuit */
[** * /

/* border subcircuit */
fprintf(output_ptr,las_mod1[0]);

/* subcircuit declaration */
fprintf(output_ptr,las_mod1[1],name,str3);

/* series parasitics and shunting space-charge capacitance */
if (Rs) fprintf(output_ptr,las_mod1[2],str1,Rs);

if (Is1) fprintf(output_ptr,las_mod1[3],strl,str2,name);

if (Is2) fprintf(output_ptr,las_mod1[4],str2,name);

if (Cssc) fprintf(output_ptr,las_mod1[5],Cssc);

/* additional parasitic shunting circuit */
switch (shtype) {
case 1: fprintf(output_ptr,las_mod1[6],str3,R1); break;
case 2: fprintf(output_ptr,las_mod1[7],str3,C1); break;
case 3: fprintf(output_ptr,las_mod1[8],str3,R1);
fprintf(output_ptr,las_mod1[9],C1); break;
case 4: fprintf(output_ptr,las_mod1[8],str3,R1);
fprintf(output_ptr,las_mod1[10],C1);
fprintf(output_ptr,las_mod1[11]);
fprintf(output_ptr,las_mod1[12],VSstr[outtype],vstr[outtype],
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tstr{outtype));
fprintf(output_ptr,las_mod1[13]);
fprintf(output_ptr,las_mod1[14],Lpl);
fprintf(output_ptr,las_mod1[15]);
fprintf(output_ptr,las_mod1[16],Lp2); break;
}

/* cavity diodes */
fprintf(output_ptr,las_mod1[17],name);
fprintf(output_ptr,las_mod1[32],Islas);
fprintf(output_ptr,las_mod1[18]);
fprintf(output_ptr,las_mod1[19],name);
fprintf(output_ptr,las_mod1[33],Islas);

/* carrier equation recombination/stimulated emission current sources */

fprintf(output_ptr,las_mod1[20],CSstr[outtype],istr[outtype],R1expr,
tstr{outtype]);

fprintf(output_ptr,las_mod1[21],CSstr[outtype],istr[outtype],S1expr,
tstr{outtype));

/* photon recombination terms */
fprintf(output_ptr,las_mod1[22]);
fprintf(output_ptr,las_mod1[23],Cph);

/* photon equation recomb./stim. em. current sources */

fprintf(output_ptr,las_mod1[24],CSstr[outtype],istr[outtype],R2expr,
tstr{outtype));

fprintf(output_ptr,las_mod1[25],CSstr[outtype],istr[outtype],S2expr,
tstr{outtype]);

/* output power voltage source */
fprintf(output_ptr,las_mod1[26],VSstr[outtype],vstr[outtype],delstr,
delstr,tlstr[outtype]);

/* subcircuit conclusion and diode model declarations */
fprintf(output_ptr,las_mod1[27],name);
fprintf(output_ptr,las_mod1[28],name,lIslas,n);
fprintf(output_ptr,las_mod1[29],name,lIslas,n,tdiff,cjo,mpow,vj,fc);
if (Is1) fprintf(output_ptr,las_mod1[30],name,ls1,nl);

if (Is2) fprintf(output_ptr,las_mod1[31],name,ls2,n2);

[* finish border */
fprintf(output_ptr,las_mod1[0]);

}
[** * * * Hekkkkkkok Rk Rk Rk * wkkf
/* Large-signal 3-rate equation model subcircuit text. (Based on S. Javro code, 1994) */

char *las_mod2[] = {
“.subckt %s %s n pfin”,

“Rs p %s %.8g\n”,

“Ds1 %s %s dsimod_9%s\n”,
“Ds2 %s pi ds2mod_%s\n”,
“Cssc pi n %.8g\n”,

“R1 %s n %.8g\n”,
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“C1 %s n %.8g\n”,

“R1 %s shl %.8g\n",
“C1 shl1 n %.8g\n",

“C1 shl sh2 %.8g\n”,
“Vsh0 sh2 sh3 0\n”,
“%svsh sh3 n %sv(nl2)-v(nl1)%s\n”,
“FI1 0 nl1 VshO 1\n”,
“Lpl nl1 0 %.8g\n”",

“Gl2 0 nl2 nl1 0 1\n",
“Lp2 nl2 0 %.8g\n”,

“D1 pi ntl d1mod_%s\n",
“Vt1 ntl n O\n”,

“D2 pi n d2mod_%s\n",
“%srb pi n %s%s%s\n”,

“Rph m 0 1\n”,

“Cph m 0 %.8g\n",

“%sr2 0 m %s%s%s\n”,

“%ss2 0 m %s%s%s\n”,

“%spf pf 0 %s%s*%s%s\n”,

“.ends %s\n”,

“.model dlmod_%s D 1s=%.8g n=%.8g\n”,

“.model d2mod_%s D 1s=%.8g n=%.8g tt=%.89 cjo=%.8g m=%.8g vj=%.8g fc=%.8g\n",
“.model dslmod_%s D Is=%.8g n=%.8g\n",

“.model ds2mod_%s D 1s=%.8g n=%.8g\n",

“F1 n pi Vtwl 1\n”",

“Dwl w ntwl dwlmod_%s\n”,

“lewl w ntwl %.8g\n”,

“Vtwl ntwl O O\n”,

“Dw2 w 0 dw2mod_%s\n”,

“lew2 w 0 %.8g\n",

“Osrl w 0 %s%s%s\n”,

“%ssl w 0 %s%s%s\n”,

“F2 0 w Vil 4\n”,

“.model dwlmod_%s D Is=%.8g n=%.8g\n",

“.model dw2mod_%s D Is=%.8g n=%.8g tt=%.8g\n",
“Icl pi ntl %.8g\n",

“lc2 pi n %.8g\n”

h

char *I2expr[] = {

“%.8g*i(Vt1)+%.8g*i(Vt1)*i(Vil)+%.8g*i(Vtl)*i(Vtl)*i(Vtl)”,
“%.8g*i(Viw1)+%.8g*i(Viwl)*i(Viwl)+%.8g*i(Viwl)*i(Viwl)*i(Viwl)”,
“%.809*%S*%S*%Ss(%.89+%.8g*i(Viwl)+%.8g*i(Vtwl)*i(Viwl)+%.8g*i (Vtwl)*i(Viwl)*i(Viwl))/
(1+%.89*%s*%s)",

“%.89*%s*%S*%Ss(%.89+%.8g*i(Viw1l))/(1+%.89*%s*%s)”,
“%s*%s*(%.8g*i(Vtwl)-%.89)/(1+%.89*%s*%s)”,
“(%.8g*i(Vtw1)+%.8g*i(Viwl)*i(Vtwl)+%.8g*i(Vtwl)*i(Viwl)*i(Viwl))/%s”,
“%.89*%s*%s(%.89+%.8g*i(Viw1l)+%.8g*i(Viwl)*i(Viwl)+%.8g*i(Viwl)*i(Viwl)*i(Vtwl))/
(1+%.89*%S*%S)%s",

“%.80*%5*%s(%.89+%.8g*i(Vtwl))/(1+%.89*%s*%sS)%s",
“%s*(%.8g*i(Viw1)-%.89)/(1+%.89*%s*%s)%s”
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h

ik ki ik ik * —

/* laser2() (Based on S. Javro code, 1994) */

/* PURPOSE : generate subcircuit for large-signal 3-rate-eqn. model
/* CALLED BY: main(argc,argv) */

[** * * * * ko iaiakeioh Hkkkk |
void laser2()

{. .

inti;

double Cph,Islas,|sw,tdiff,twd;

double X1,X2,X3,X4,X5,X6,X7,X8,X9,X10;

double K1,K2,K3,K4,K5,K6,K7,K8,K9,K10;

double K11,K12,K13,K14,K15,K16,K17,K18,K19,K20,K21,K22,K23,K24;
char stri[5],str2[5],str3[5];

char RBexpr[180],R1expr[180],S1expr[180],R2expr[180],S2expr[180];

for (i=0; i<No_of_vars; i++)

if (stremp(var_nameli],"level”) == 0) level = (int) rint(var_val[i]);
else

if (strcmp(var_name[i],"ne”) == 0) Ne = var_vall[i];
else

if (stremp(var_name[i],"’n”) == 0) n = var_val[i];
else

if (stremp(var_nameli],"ne2”) == 0) Ne2 = var_val[i];
else

if (stremp(var_nameli],"nw2") == 0) nw2 = var_val[i];
else

if (stremp(var_name[i],"etai”) == 0) etai = var_vall[i];
else

if (strcmp(var_nameli],"lambda”) == 0) Lambda = var_val[i];
else

if (stremp(var_nameli],"nw") == 0) Nw = var_val[i];
else

if (stremp(var_nameli],"vact”) == 0) Vact = var_val[i];
else

if (stremp(var_name[i],"gamma”) == 0) Gamma = var_val[i];
else

if (stremp(var_name[i],"vgr") == 0) vgr = var_val[i];
else

if (stremp(var_nameli],"tp”) == 0) tp = var_val[i];
else

if (strcmp(var_nameli],"etac”) == 0) etac = var_val[i];
else

if (stremp(var_nameli],"no”) == 0) No = var_vall[i];
else

if (stremp(var_name[i],’nth”) == 0) Nth = var_vall[i];
else

if (stremp(var_name[i],"go”) == 0) Go = var_vall[i];
else

if (stremp(var_nameli],"gl”) == 0) gl = var_val[i];
else

if (stremp(var_nameli],”eps”) == 0) eps = var_valli];
else

if (stremp(var_nameli],"tn”) == 0) tn = var_val[i];
else

if (stremp(var_nameli],”a”) == 0) A = var_val[i];
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else

if (stremp(var_nameli],"b”) == 0) B = var_vall[i];
else

if (stremp(var_nameli],"c”) == 0) C = var_val[i];
else

if (strcmp(var_nameli],"ab”) == 0) Ab = var_val[i];
else

if (stremp(var_nameli],"bb”) == 0) Bb = var_val[i];
else

if (stremp(var_nameli],"cb”) == 0) Cb = var_val[i];
else

if (stremp(var_nameli],"betaa”) == 0) betaA = var_val[i];
else

if (stremp(var_nameli],"betab”) == 0) betaB = var_val[i];
else

if (stremp(var_nameli],"betac”) == 0) betaC = var_val[i];
else

if (stremp(var_name[i],"vbarr”) == 0) Vbarr = var_val[i];
else

if (stremp(var_nameli],"tcapt”) == 0) tcapt = var_val[i];
else

if (stremp(var_nameli],"tem”) == 0) tem = var_valli];
else

if (stremp(var_nameli],"cjo”) == 0) cjo = var_valli];
else

if (stremp(var_nameli],"mpow”) == 0) mpow = var_val[i];
else

if (stremp(var_name[i],"vj”) == 0) vj = var_val[i];
else

if (stremp(var_nameli],"fc”) == 0) fc = var_val[i];
else

if (strcmp(var_name[i],"delta”) == 0) delta = var_val[i];
else

if (stremp(var_name[i],"del”) == 0) { del = var_val[i]; del_flag = 1; }
else

if (stremp(var_nameli],"rs”) == 0) Rs = var_val[i];
else

if (stremp(var_name[i],"is1”) == 0) Is1 = var_val[i];
else

if (stremp(var_nameli],’n1") == 0) n1 = var_val[i];
else

if (stremp(var_name[i],"is2") == 0) Is2 = var_vall[i];
else

if (stremp(var_nameli],’n2") == 0) n2 = var_val[i];
else

if (stremp(var_name[i],"cssc”) == 0) Cssc = var_val[i];
else

if (stremp(var_nameli],”shtype”) == 0) shtype = (int) var_val[i];
else

if (stremp(var_nameli],"r1”) == 0) R1 = var_val[i];
else

if (stremp(var_nameli],"c1”) == 0) C1 = var_val[i];
else

if (stremp(var_nameli],"lp1”) == 0) Lpl = var_val[i];
else

if (stremp(var_nameli],"Ip2") == 0) Lp2 = var_val[i];
else
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if (stremp(var_name[i],"tf") == 0) Tf = var_val[i];
else
print_err(9); /* unknown model parameter */

/* check whether to use “m” or “m+del” */

if (del_flag) {
sprintf(delstr,”(v(m)+%.8g)",del);
sprintf(delsubstr,”-%.8g",del);

}

/* set tn to a nonzero value if not set by user and set A2 accordingly */
if (tn) {
if (A 1=0) { tn=1/A; A2=0; }
else {tn=1/(2*B*No); A2=-1/tn; }

}
else A2 = A - (1/tn);

/* set node-names according to parasitic circuit values */
if (IRs) strcpy(strl,”p");

else {
if ((11s1) && (!1s2)) strepy(strl,”pi”);
else strcpy(strl,”pl”);

}

if (11s2) strcpy(str2,”pi”);

else {
if ('Rs) && (!Is1)) strcpy(str2,”p”);
else if (Rs && Is1) strcpy(str2,”p2”);

else strepy(str2,”pl”);
}
if (IRs) && (!Is1) && (!Is2)) strcpy(str3,”pi”);
else strepy(str3,”p”);

/* calculate gl if NOT set by user */

if ('gl)
switch (level) {
case 2:
case 3: gl =(A*No+2*B*No*No+3*C*No*No*No)/(A*No+B*No*No+C*No*No*No);

break;
case 4 : gl = (A*Nth+2*B*Nth*Nth+3*C*Nth*Nth*Nth)/
(A*Nth+B*Nth*Nth+C*Nth*Nth*Nth);

break;
}
/* adjust n to account for Tf */
n *=Tf,
nl *=Tf
n2 *=Tf;
nw2 *= Tf;

/* calculate all additional variables */
Cph = 2*tp;

Islas = g*Vbarr*Ne/(2*etai*tcapt);
tdiff = 2*tcapt;

Isw = g*Nw*Vact*Ne2/(etai*tem);
twd = 2*tem;

X1 = 2*g*Nw*Vact/etai;

X2 = etai*tem/(g*Nw*Vact);
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X3 = 2*Lambda*tp*g*Nw*Gamma*vgr/(etai*etac*h*c);
X4 = Lambda*tp/(etac*Vact*h*c);
X5 = A*No+B*No*No+C*No*No*No;
X6 = A*Nth+B*Nth*Nth+C*Nth*Nth*Nth;
X7 = Nw*etac*Vact*h*c/Lambda;
X8 = tp*Nw*Gamma*vgr;

X9 = g*Vbarr/etai;

X10 = 2*etai*tcapt/(q*Vbarr);

K1 = A*X1*X2;

K2 = B*X1*X2*X2;

K3 = C*X1*X2*X2*X2;

K4 = X3*Go;

K5 = A*X2/X5;

K6 = B*X2*X2/X5;

K7 = C*X2*X2*X2/X5;

K8 = eps*Gamma*X4;

K9 = X3*gl*Go;

K10 = X2/No;

K11 = gl*Go*X2*X3/No;

K12 = gl*Go*X2*X3/Nth;

K13 = X3*gl*Go-X3*Go*log(X6/X5);
K14 = betaA*A*X2*X7;

K15 = betaB*B*X2*X2*X7;

K16 = betaC*C*X2*X2*X2*X7;

K17 = X8*Go;

K18 = X8*gl*Go;

K19 = gl*Go*X2*X8/No;

K20 = gl*Go*X2*X8/Nth;

K21 = X8*gl*Go-X8*Go*log(X6/X5);
K22 = Ab*X9*X10;

K23 = Bb*X9*X10*X10;

K24 = Cb*X9*X10*X10*X10;

/* generate nonlinear source expressions */
sprintf(RBexpr,|12expr[0],K22,K23,K24);
sprintf(R1lexpr,l2expr[1],K1,K2,K3);
switch (level) {
case 1: sprintf(S1lexpr,l2expr[2],K4,delstr,delstr,Instr[outtype],
delta,K5,K6,K7,K8,delstr,delstr); break;
case 2: sprintf(S1lexpr,l2expr[3],K9,delstr,delstr,Instr[outtype],
delta,K10,K8,delstr,delstr); break;
case 3: sprintf(S1lexpr,l2expr[4],delstr,delstr,K11,K9,K8,delstr,delstr);
break;
case 4: sprintf(S1lexpr,l2expr[4],delstr,delstr,K12,K13,K8,delstr,delstr);
break;
}
sprintf(R2expr,12expr[5],K14,K15,K16,delstr);
switch (level) {
case 1: sprintf(S2expr,I12expr[6],K17 delstr,Instr[outtype],delta,
K5,K6,K7,K8,delstr,delstr,delsubstr);
break;
case 2: sprintf(S2expr,I2expr[7],K18,delstr,Instr[outtype],delta,
K10,K8,delstr,delstr,delsubstr); break;
case 3: sprintf(S2expr,I2expr[8],delstr,K19,K18,K8,delstr,delstr,delsubstr);
break;
case 4: sprintf(S2expr,I2expr[8],delstr,K20,K21,K8,delstr,delstr,delsubstr);
break;
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}

/* generate subcircuit */
[** * * /

/* border subcircuit */
fprintf(output_ptr,las_mod2[0]);

/* subcircuit declaration */
fprintf(output_ptr,las_mod2[1],name,str3);

/* series parasitics and shunting space-charge capacitance */
if (Rs) fprintf(output_ptr,las_mod2[2],str1,Rs);

if (Is1) fprintf(output_ptr,las_mod2[3],strl,str2,name);

if (Is2) fprintf(output_ptr,las_mod2[4],str2,name);

if (Cssc) fprintf(output_ptr,las_mod2[5],Cssc);

/* additional parasitic shunting circuit */

switch (shtype) {

case 1: fprintf(output_ptr,las_mod?2[6],str3,R1); break;

case 2: fprintf(output_ptr,las_mod?2[7],str3,C1); break;

case 3: fprintf(output_ptr,las_mod2[8],str3,R1);
fprintf(output_ptr,las_mod2[9],C1); break;

case 4: fprintf(output_ptr,las_mod2[8],str3,R1);
fprintf(output_ptr,las_mod?2[10],C1);
fprintf(output_ptr,las_mod2[11]);
fprintf(output_ptr,las_mod?2[12],VSstr[outtype],vstr[outtype],

tistr[outtype]);

fprintf(output_ptr,las_mod2[13]);
fprintf(output_ptr,las_mod2[14],Lp1l);
fprintf(output_ptr,las_mod2[15]);
fprintf(output_ptr,las_mod2[16],Lp2); break;

}

/* cavity diodes */
fprintf(output_ptr,las_mod2[17],name);
fprintf(output_ptr,las_mod2[48],Islas);
fprintf(output_ptr,las_mod2[18]);
fprintf(output_ptr,las_mod2[19],name);
fprintf(output_ptr,las_mod2[49],Islas);

/* barrier layer recombination current source */

if (Ab || Bb || Cb)

fprintf(output_ptr,las_mod2[20],CSstr[outtype],istr[outtype],RBexpr,
tstr{outtype]);

[* barrier layer well-coupling term */
fprintf(output_ptr,las_mod2[37]);

[* well-barrier interaction elements */
fprintf(output_ptr,las_mod2[38],name);
fprintf(output_ptr,las_mod2[39],Isw);
fprintf(output_ptr,las_mod2[40]);
fprintf(output_ptr,las_mod2[41],name);
fprintf(output_ptr,las_mod2[42],Isw);

/* carrier equation recombination/stimulated emission current sources */
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fprintf(output_ptr,las_mod2[43],CSstr[outtype],istr[outtype],R1expr,
tstr{outtype));

fprintf(output_ptr,las_mod2[44],CSstr[outtype],istr[outtype],S1lexpr,
tstr{outtype));

/* well layer barrier-coupling term */
fprintf(output_ptr,las_mod2[45]);

/* photon recombination terms */
fprintf(output_ptr,las_mod2[27]);
fprintf(output_ptr,las_mod2[28],Cph);

/* photon equation recomb./stim. em. current sources */

fprintf(output_ptr,las_mod2[29],CSstr[outtype],istr[outtype],R2expr,
tstr{outtype));

fprintf(output_ptr,las_mod2[30],CSstr[outtype],istr[outtype],S2expr,
tstr[outtype));

/* output power voltage source */
fprintf(output_ptr,las_mod2[31],VSstr[outtype],vstr[outtype],delstr,
delstr,tlstr[outtype]);

/* subcircuit conclusion and diode model declarations */
fprintf(output_ptr,las_mod2[32],name);
fprintf(output_ptr,las_mod2[33],name,Islas,n);
fprintf(output_ptr,las_mod2[34],name,Islas,n,tdiff,cjo,mpow,vj,fc);
fprintf(output_ptr,las_mod2[46],name,Isw,nw2);
fprintf(output_ptr,las_mod2[47],name,Isw,nw2,twd);

if (Is1) fprintf(output_ptr,las_mod2[35],name,ls1,nl);

if (Is2) fprintf(output_ptr,las_mod2[36],name,ls2,n2);

[* finish border */
fprintf(output_ptr,las_mod2[0]);

}

[** * * * * ieiakeioh Rk kkkkok |

main(int argc, char *argv[])

{ I* originally written by S. Javro, 1994 */

if (argc = 4)
{
printf(“SYNOPSIS : %s [infile] [outfile] [0-SPICE3, 1- HSPICE]\n\n",argv[0]);
printf(“NOTES : -infile must be different from outfile.\n");

printf(“ -The infile should be in spice format.\n");

printf(“ -The device names in the .Xmodel definitions should\n”);
printf(“ be less than 28 characters long.\n");

exit(1);

}

outtype = atoi(argv[3]);

if ((outtype != 0) && (outtype != 1)) print_err(10);

if (stremp(argv[l1],argv[2]) == 0) print_err(5);

if ((input_ptr = fopen(argv[1],”r")) == NULL) print_err(6);

if ((output_ptr = fopen(argv[2],"w")) == NULL) print_err(7);

readin(); /* read in current line */
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if (feof(input_ptr)) print_err(8);

for (;(*feof(input_ptr));)

{
command[0] = \0’; /* blank previous command */
sscanf(in_buff,"%s”,command); /* get new command */
if (strcmp(command,”.xmodel”) != 0)
{
fprintf(output_ptr,"%s\n",in_buff);
readin(); /* read in next line */
}
else
{
parse_system(); /* reads the model parameters and */

[* loads in the next line for the */
/* next iteration of the loop.  */

init_params();

if  (strcmp(model,”laserl”) == 0) laser1();

else if (strcmp(model,”laser2”) == 0) laser2();

else print_err(9);

}

}

fclose(input_ptr);
fclose(output_ptr);
}

A.4 References
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[A.2] HSPICE User’'s ManualMeta-Software, Inc., 1996.
[A.3] ISSPICE4 User’'s Guidéntusoft, 1996.
[A.4] S. A.Javro and S. M. Kang, “Transforming Tucker’s linearized laser rate equations to a form

that has a single solution regimdgurnal of Lightwave Technologyol. 13, no. 9, pp. 1899-
1904, 1995.
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APPENDIX B

DERIVATION OF S 51-T RELATIONSHIP

In collaboration with M. Bruensteiner, we were able to derive the relationship between a

laser’s microwave modulation respor$g and its transfer functioif,. Consider the test setup of Fig.
B.1. In this arrangement, the device under test (DUT) is a laser driven by a currenigoutitie a
source impedancBg; the corresponding laser input current and voltagd,aa@dv,, respectively.
The laser’s output is modeled by a voltagacross a loaR, , where we have assumed that the detec-
tor response has been calibrated out of the measurement. The corresponding output cuvéat is

can define the laser transfer function as

T, = 2 (B.1)

while the input impedance is

= = (B.2)

Below, we derive expressions fofandz;, as functions of the S-parameters.

lp — «— b

e a, *
— DUT: i
. v. 7.| S-Parameterized |- v
o <T Ry v Laser 2z Ry
", b,
1 2

Figure B.1  Generic setup for the S-parameter characterization of a laser.
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Let us assume that the DUT has been characterized via its S-parameters, with input and output

reference impedanc&g; andZy, [B.1]. In this case, the relevant variables arandb,, the incident
and reflected traveling waves at the input port, respectively, as wejlaslb,, the corresponding
traveling waves at the output port. These four variables can be related via the well-known S-parameter
equations [B.1]:

by = Spa; + S8, (B.3)

b, = S8, + Sya, (B.4)
whereS;; andS,, account for reflection at each port, &g andS,; account for transmission from
one port to the other. In general, these are not equivalent to the reflection and transmission coeffi-
cients unless the port impedances are matched by the source and load [B.1].

We can relate the traveling wave variables to the currents and voltages at the DUT's ports

using the following expressions [B.1]:

vy = (8, +by),/Z0; (B.5)
i, = (a,—0y)/,/Z0; (B.6)
V, = (8y+by,),/Z0, (B.7)
i, = (a,—0,)/ /2o, (B.8)

Furthermore, we can define the reflection coefficient at the load impeBRarase[B.2]

a R -Z
ro==2=-t.0 (B.9)
b, R +Z,

We can then use (B.3), (B.4), and (B.9) to obtain definitions of the traveling aaJ®s andb, in

terms ofay:
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rs
a, = ﬁ?ﬁ ) (B.10)
b, = AR L 1)
b2 = l—SZﬁ_ [al (812)

If we substitute (B.5)-(B.8) and (B.10)-(B.12) into (B.1) and (B.2), we obtain the following expres-

sions forT; andZj,:

S, (1+1))
- F7o0 B.13
f T2 -8~ (S —SuSu + SSW e
D1+ S11— (S + 5115,,-51,5,) 1, (B.14)

Z =7
" o 1-81— (S =SuSu * SiSa) L
In the typical test setup, the input and output reference impedances@rabare the source

and load impedances. In this caSg~ 0 and (B.13) and (B.14) reduce to

T, = 505i (B.15)
1-S;
1+

Zin = Zomﬁ' (816)
1-S;

Thus, we have obtained expressions for the transfer function and input impedance as functions of the

measureds-parameters. If we then solve (B.16) f§r; and substitute the resulting expression into

(B.15), we can solve fd$,, to obtain (2.70)

2T,
Z,,+ 50

S, = (B.17)



222

B.1 References

[B.1] S.Y. Liao,Microwave Circuit Analysis and Amplifier Desiginglewood Cliffs, NJ: Prentice-
Hall, Inc., 1987.

[B.2] N. N. Rao,Elements of Engineering Electromagneti8ed. ed. Englewood Cliffs, NJ: Pren-
tice Hall, 1991.
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APPENDIX C

IMPLEMENTATION OF THE SIMPLE THERMAL VCSEL MODEL

Below, we summarize the HSPICE [C.1] and SABER [C.2] implementations of the simple
thermal VCSEL model of Chapter 3. In addition to summarizing the model equations, we provide an

HSPICE subcircuit, a MAST template, and an overview of the model parameters.

C.1 Summary of Model Equations

The model equations presented in Chapter 3 are

dN _ (0 =lo(1) N _Go(N=N;)S .
dt q T, 1+¢€S '
dS_ _ S, BN, Go(N=No)S (C.2)
dt L, T, 1+ €S '
Py = kS = (y+ )’ (C.3)
ly(T) = ag+a, T+a, T +a,T +a,T’ (C.4)
N = zv, (C.5)
T = To+(|v—Po)Rth—rth‘3—I (C.6)
V = f(1,T) (C.7)

where (C.1) is the rate equation for the carrier numh€C.2) is the rate equation for the photon
numberS (C.3) describes the optical output powgr(C.4) is the thermal offset current, (C.5) imple-
ments a scaled version of the carrier number, (C.6) is the rate equation for the tempewaidre

(C.7) describes the dc voltage characteristics of the model. In addition to the above equations, a
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capacitor is included in parallel with the voltage source of (C.7) to account for parasitic shunting

capacitance. Table C.1 summarizes the complete set of model parameters. Note that for convergence

purposesz, should typically be set to a value on the order 8f 10

Table C.1 Model parameters for the HSPICE and SABER implementations of the simple
thermal VCSEL model.

Parameter Silr\ln:rféor Description, units Default
n; ETAI current-injection efficiency 1
B BETA spontaneous emission coupling coefficierg gg x 1¢*
Th TN carrier lifetime, s 5 x 10°
k K output-power coupling coefficient, W 1.165 x10°8
Go GO gain coefficient, 3 10
No NO carrier transparency number 10/
T TP photon lifetime, s 1012
£ EPS gain-saturation factor 0
C CLASER shunting capacitance, F 1012
Rin RTH thermal impedance, °C/W 2000
Tih TTH thermal time constant, s 106
ag AO thermal-offset coefficient, A 0
Cl Al thermal-offset coefficient, A ¥ 0
a A2 thermal-offset coefficient, A-K 0
ag A3 thermal-offset coefficient, A-R 0
4y A4 thermal-offset coefficient, A-# 0
ZN carrier scaling factor fo
o DELTA output-power correction factor 5 x 1010
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C.2 HSPICE Implementation

As discussed in Section 3.2.3, we implemented our HSPICE subcircuit using the equivalent
circuit of Fig. 3.3 and the netlist of Fig. 3.4. For convenience, we repeat the netlist in Fig. C.1, where

we have modeled the voltage using the polynomial function of current and temperature from (3.15).

.SUBCKT las_statictherm pd nd po td etai=1 beta=8.98e-4 th=5e-9
k=1.165e-8 go=1e4 no=1e7 tp=1e-12
rth=2000 a0=0 al=0 a2=0 a3=0 a4=0

zn=1e8 delta=5e-10 eps=0 tth=1e-6 claser=1e-12
0=1.60219e-19 kb=1.38062e-23

+ + + +

* electrical representation of laser (V as a fn. of | and T)

ed pdnd VOL='(2.298+366.2*i(ed)- 6.097e4*i(ed)*i(ed)+ \\
6.76e6*i(ed)*i(ed)*i(ed))* \\
(0.829-1.007e-3*v(td)+6.594e-6*v(td)*v(td)- \\
2.18e-8*v(td)*v(td)*v(td))’

cl pd nc claser

ver ncnd O

* temperature circuit: v(td) = junction temperature

rth td O 'rth’

cth td O 'tth/rth’

gth 0 td CUR="temper/rth + ((i(ed)+i(vcr))*v(pd,nd)-(v(m)+delta)*(v(m)+delta))’

* carrier number circuit (N=zn*v(n)), incl. thermal offset current (goff)

gn 0 n CUR='i(ed)

cn nO0 'g*zn/etai’

rn n 0 ’etai*tn/(gq*zn)’

gstn n 0 CUR='(g*go/(etai*k))*(zn*v(n)-no)*(v(m)+delta)*(v(m)+delta)/ \
(1+eps*(v(m)+delta)*(v(m)+delta)/k)’

goff n 0 CUR="a0 + al*v(td) + a2*v(td)*v(td) + \
a3*v(td)*v(td)*v(td) + ad4*v(td)*v(td)*v(td)*v(td)’

* photon circuit...

cph m 0 "2*tp’

roh mO1

gsp 0 m CUR="tp*beta*k*zn*v(n)/(tn*(v(m)+delta))’

gstm 0 m CUR="go*tp*(zn*v(n)-no)*(v(m)+delta)/(1+eps*(v(m)+delta)* \\
(v(m)+delta)/k)-delta’

* optical output
epo po 0 VOL="(v(m)+delta)*(v(m)+delta)’

.ENDS las_statictherm

Figure C.1 HSPICE-subcircuit implementation of the simple thermal VCSEL model.
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Note that we have taken advantage of HSPICE’s subcircuit parameter-passing capabilities.
The VCSEL model can be invoked within an HSPICE netlist by including this subcircuit
(with an alternative voltage expression as needed) and the following line for each VCSEL:
Xxdevicename <pd><nd> <po> <td> las_statictherm <model_parameters>
where<pd> and<nd> are the VCSEL electrical terminatspo> is the output terminal whose node

voltage models the optical output powRy <td> is an output node whose node voltage equals the

junction temperature, andmodel_parameters>  are the parameter values for this invocation.
Model parameters whose values are not set by the user retain their default values. A summary of the
parameter names used in the netlist and their correspondence with the actual equation variables is
given in Table C.1. Following is an example of a VCSEL invocation in HSPICE:

xlaser 1 0 2 3 las_statictherm etai=1 beta=1e-6 th=5e-9
k=2.6e-8 go=1.6e4 no=1.6535203e7
tp=2.0643602e-12 rth=9800
a0=-0.2733576e-3 al=-2.1246036e-5
a2=1.8374405e-7 a3=3.1828248e-10 a4=0
eps=0 tth=1e-6 claser=1e-17
zn=1e8 delta=5e-10

+ + + + + +

C.3 SABER Implementation

We also implemented our model as a MAST template for use in Analogy’s SABER. (Details
on template authoring can be found in [C.3]). We repeat in Fig. C.2 the actual model template. As we
can see, the voltage expression in this case, (3.15), is implemented through the templatepariable
and can be changed as necessary by the user, while the vapablesandvpnc implement the

capacitorC,. The thermal rate equation (C.6) is implemented directly via the expresstjm for(T).

Also, the rate equations, implemented in termg,phndv,,, are directly coded into the template via
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element template las_statictherm pd nd po = etai, beta, tn, k, go, no, tp, rth,
ao, al, a2, a3, a4, zn, delta,
eps, tth, claser

electrical pd, nd, po # pins (electrical- pd,nd; optical- po)
number etai = 1, # argument defaults

beta = 8.98e-4,

tn = 5e-9,

k = 1.165e-8,

go = 1e4,

no = 1e7,

tp = le-12,

rth = 2000,

a0=0,al=0,a2=0,a3=0,a4 =0,
zn = 1e8, delta = 5e-10,
eps =0,
tth = 1e-6,
claser = 1e-12
external number temp # simulation temperature

{
branch ipn = i(pd->nd), vpn = v(pd,nd) # cavity branch vars.
branch ipnc = i(pd->nd), vpnc = v(pd,nd) # capacitor branch vars.

var tc tjct # junction temperature

var i iinj # net injection current

val i ioff # thermal offset current

var v vn # internal voltage related to carriers
var vvm # internal voltage related to photons
var i ipo # current from output node po

# local variables and constants
number kb = 1.38062e-23,
g =1.60219e-19

# define ioff as a function of junction temperature...
ioff = a0 + al*tjct + a2*tjct*tjct + a3*tjct*tjct*tjct + ad*tjct*tjct*tjct*tjct

# electrical representation of laser diode (V as a fn. of | and T)

vpn = (2.298 + 366.2%ipn - 6.097e4*ipn**2 + 6.76e6*ipn**3)* \
(0.829 - 1.007e-3*tjct + 6.594e-6*tjct**2 - 2.18e-8*tjct**3)

ipnc = d_by_dt(claser*vpnc)

# transformed rate equations (simple n-vn relat’n, quadratic photon transform)

# as well as relations for net injection current and junction temperature

tjct: tjict = ((ipn+ipnc)*vpn - v(po))*rth + temp - d_by_ dt(tth*tjct)

iinj: iinj = ipn - ioff

vn: vn = etai*tn*iinj/(q*zn) - d_by_dt(tn*vn) - \
tn*go*(vn-no/zn)*(vm+delta)*(vm+delta)/k/(1+eps*v(po)/Kk)

vm: vm = -delta - d_by_dt(2*tp*vm) + tp*k*beta*zn*vn/(tn*(vm+delta)) + \
tp*go*(zn*vn-no)*(vm-+delta)/(1+eps*v(po)/k)

# optical output
i(po) += ipo
ipo: v(po) = (vm+delta)*(vm+delta)

Figure C.2 MAST-template implementation of the simple thermal VCSEL model.
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differential equations formandvn.
The model can be invoked in SABER via a symbolic representation during schematic entry, or
a netlist invocation. In the latter case, the VCSEL model can be invoked using
las_statictherm.<element_name> <pd> <nd> <po> = <model_parameters>
where<pd> and<nd> are the VCSEL electrical terminalspo> is the output terminal whose node

voltage models the optical output poviRyr and<model_parameters>  passes the model param-

eter values into the template. The parameters are the same as those used in the HSPICE subcircuit an
can be found in Table C.1. Following is an example of the netlist invocation of the MAST template:
las_statictherm.las_statictherm1 1 0 2 = tn=5e-9, etai=1, \

go=1.6e4, no=1.6535203e7, eps=0, beta=1e-6, claser=1e-12, \

k=2.6e-8, tp=2.0643602e-12, a0=-0.2733576e-3, \

al=-2.1246036e-5, a2=1.8374405e-7, a3=3.1828248e-10, a4=0, \
rth=9800, tth=1e-6, zn=1e8, delta=5e-10

C.4 References

[C.1] HSPICE User’'s ManualMeta-Software, Inc., 1996.
[C.2] SaberGuide Simulator Referenéealogy, Inc., 1996.

[C.3] Guide to Writing Template#nalogy, Inc., 1996.
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APPENDIX D

DERIVATION OF SIMPLIFIED GAIN EQUATION

In this Appendix, we derive the gain expression (4.5) that we presented in Chapter 4. Recall
that we initially defined the gain as a function of optical energy using

2 o0
h 1
g(hw) = 4N -0 M2, (Ep) (f, —F1) L{hw—E;)dE,, (D.1)
nyCe,Mg NW

clvl

wherehw is the optical energyjs the electron chargg, is the index of refractiorg is the speed of
light, &, is the free-space permittiviti.q,1 = Ec1 —E,q is the difference between the first electron and
heavy-hole subband energi€s; = E, - E; is the transition energy between a conduction-band elec-
tron state at energlf, and a heavy-hole state at enekyy |MT|2 is the transition matrix element,
pr(Epy) is the reduced density of states (DOS) for this particular subband trarfsit®the electron
occupation probability &E,, f; is the electron occupation probabilityE, and Z(hw —E,,) is the
Lorentzian lineshape function. In order to generate (4.5), we need expressions for the various terms in
(D.1).

If we assume a single TE-heavy-hole (TE-hh) subband transition, then we can define the tran-

sition matrix element\,1T|2 for a quantum well as [D.1]

5Ecl

1+—<1
2 _ 1,a2 E,-E
Me|” = SIMI" —2—22 (D.2)

where |M|2 is the bulk momentum matrix element of the quantum-well matékg,is the first elec-
tron subband energy relative to the conduction bandEggds the bulk bandgap of the quantum
well.

Next, we define the reduced D@JE,) for a quantum well as [D.2]:
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m
Pr(Ezy) = —5— [H(Ey —Ecyyy) (D-3)
mh L

z

wherem, is the reduced DOS effective massil+ 1L, M. is the electron effective mass,y, is

the heavy-hole effective mads, is the width of the quantum well, aht{x) is the Heaviside step

function.

The electron occupation probabilities, meanwhile, can be defined as Fermi functions [D.3]:

1
f, = (D.4)
—E
1+ expgzzk T“’E
B
1
f, = (D.5)
—E
1+ expgzlk Tf"%
B

whereE is the electron quasi-Fermi-levél, is the hole quasi-Fermi level, akg is Boltzmann’s

constant. Assuming charge neutrality<p), we can defing, andf; in terms of the electron density

using (4.3) and (4.4):

‘I:2 = 1 " — (D6)
E,,—E m Gth L nd
1+ exp[( 21 clvl) r} expQd Z -1
kp T, OMckeT O
f, = 1 : (D.7)
—(E,,—E m Urth L n0O
1+ exp[ ( 21 clvl) r} expB—z-D—l
Ko Ty MhnksTO
Finally, we can define the Lorentzian lineshape functigmv — E,4) as [D.2]
hr
Lhw—E,y) = 20 (V1) (D.8)

2 2
T (Wrt,) +(hw-E,,)
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wherert, is the intraband relaxation time, typically on the order of 0.1 ps [D.2].
With these expressions in hand, we can now derive (4.5). Let us define the transitioregnergy
as [D.3]
Ei = E;1—Eqnr (D.9)

Furthermore, we can define the individual energigandE, in terms ofg; using [D.3]

E, = E +E = (D.10)
mC
m

E, = E,,—E O— (D.11)
Mhn

Substituting (D.2)-(D.3) and (D.6)-(D.11) into (D.1) and noting tBg = E; — k¢, we finally

obtain (4.5)
“m [M|*A g E. O
m
o(hw) = — =2 A Ty 1 2 (D.12)
4, L,ngc g,mgh OE 6Ec1+Et_rE Erﬂg+(ha) Ecivi —Eb)
c in
: :
[] ]
iE 1 - B OE,
U OEm, Gth"L,n0 —Em, Onh'Ln0 5
EH exp; expi——=0-1|  1+expy, expi—-=-0-1 |
b1 M OmckgT O b T My (Mhnkg TO

D.1 References

[D.1] R.H. Yan, S. W. Corzine, L. A. Coldren, and I. Suemune, “Corrections to the expression for
gain in GaAs,lEEE Journal of Quantum Electronjcgol. 26, no. 2, pp. 213-216, 1990.

[D.2] L. A. Coldren and S. W. Corzin®jode Lasers and Photonic Integrated Circuittew York:
John Wiley & Sons, Inc., 1995.
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[D.3] S.L.ChuangPhysics of Optoelectronic Devicdgew York: John Wiley & Sons, Inc., 1995.
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APPENDIX E
IMPLEMENTATION OF THE SIMPLE VCSEL MODEL BASED ON

SPATIALLY INDEPENDENT RATE EQUATIONS

Below, we summarize the HSPICE [E.1] and SABER [E.2] implementations of the simple
VCSEL model of Section 4.4. In addition to summarizing the model equations, we provide an

HSPICE subcircuit, a MAST template, and an overview of the model parameters.

E.1 Summary of Model Equations

The model equations presented in Section 2.4 are

dNg _ il Ng  Go(¥pNg —¥aN; —1oNY) S,

— = E.l
dt q T, 1+ €S, E1)
ﬂ. — _M(l + h]_) + GO(%NO_ <olNl_ %NI)SO (E2)
dt T, 1+e€S,
% _ S + BN, + Go(YoNo = ¥aN; = oND S, (E.3)
dt L, T, 1+ €S, '

where (E.1) and (E.2) are the rate equations for the carrier nuhbansIN,, respectively, and (E.3)
is the rate equation for the photon numBgrThe output poweP, is modeled througR, = ki,S,
whereks, is the output-power coupling coefficient. Whilg y1, @, and¢, in the above equations
could be calculated through (4.23)-(4.26), the models presented here leave them as arbitrary parame-
ters. The user is then free to choose alternate mode profiles to calculate their values.
As we did in the simple thermal VCSEL model of Chapter 3, we tranditéd,, andP, into

variablesvq, V1, andv,,, respectively, using
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N, = z.Vyy (E.5)

Py = kioSy = (Vi + 0)° (E.6)
whered andz, are arbitrary constants. Typicallg, should be set to a value on the order & 20so,
we modeled the VCSEL's electrical terminal characteristics through a series combination of resis-
tanceR ;5 and a diode with saturation currégiand ideality factonn. We also included a shunting
capacitanc€ ¢, [E.3]. Note that the cavity injection currenis the current through the diode.

Table E.1 summarizes the complete set of model parameters.

E.2 HSPICE Implementation

We implemented the above model as an HSPICE netlist using the same techniques discussed
in Chapters 2 and 3. After applying appropriate transformations to the various model equations, we
obtained the complete equivalent circuit shown in Fig. E.1, whareln are the electrical terminals
andpois the output terminal whose node voltage models the optical gweraddition to the elec-

trical components mentioned above (whEgemodels the diode), the various circuit elements are as

| RnO Cno Gst 0
_— 00

- E

po
m —
Rnl__Cnl Gst 1 Cpl_Rph§ @GSD @Gst m
L

Figure E.1 Equivalent circuit of the simple VCSEL model.
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Table E.1 Model parameters for the HSPICE and SABER implementations of the simple
VCSEL model.

Parameter Silr\ln:rlrc]aéor Description, units Default
n; ETAI current-injection efficiency 1
B BE spontaneous emission coupling coefficieRgy3
T TN carrier lifetime, s 5 x 10°
Ko KFO output-power coupling coefficient, W 108
Go GO gain coefficient, 3 10
[\ NT carrier transparency number 108
Tp P photon lifetime, s 1012
£ EPS gain-saturation factor 0
Yo GAMO No, S overlap integral value 1
Vi GAM1 No. & overlap integral value 1
@ PHIO N; overlap integral value 1
0] PHI1 N; overlap integral value 1
hy H1 diffusion factor 1
Riaser RLASER series resistanc@, 50
Claser CLASER shunting capacitance, F 1012
lo 10 diode saturation current, A 1014
nn NN diode ideality factor 1
DM output power correction factor 5 x 1010
Z, ZN carrier scaling factor, V 10°
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follows. Equation (E.1) is modeled via the currénthe capacitoC,,y = qz/n;, the resistoR g =

nity/(az,), and the nonlinear dependent current sogg where

2
— qG, D( Y02nVno — ¥14nVin1 — yONt)(Vm +0)
NiKro 1+ e(vy,+ 5)2/ Keo

Gepo (E.7)

Equation (E.2) is modeled via the capac{ipf = qz/n;, the resistoR,,; = n;7,/[qz,(1+h,)], and the
nonlinear dependent current soufag,, where

2
G - qGo D(%vano — 1723V — %Nt)(vm + 5)
st
NiKo 1+ g(v,, + 8)°/ ke,

(E.8)

Meanwhile, (E.3) is modeled by the capac{igp = 21, Ry, = 1, and nonlinear sourceg, andGgjp,

where

— TQ:kaoznVnO (E.9)

P (vt )

— GoTp(yOZnVnO —V1ZnVin1 — yONt)(Vm +9) _

stm — 2
1+ &V + 0)/ kg

5 (E.10)

Finally, (E.6) is implemented via the nonlinear dependent voltage sigyce

We implemented the equivalent circuit of Fig. E.1 using the HSPICE subcircuit of Fig. E.2.
The model can be invoked within an HSPICE netlist by including this subcircuit and the following
line for the VCSEL:

xlaser <p> <n> <po> las_diff <model_parameters>
where<p> and<n> are the VCSEL electrical terminalspo> is the output terminal whose node
voltage models the optical output poviRgr and<model_parameters>  are the model parameter

values. Parameters whose values are not set by the user retain their default values. A summary of the
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.SUBCKT las_diff p n po etai=1 th=5e-9 go=1e4 nt=1e8 be=1e-3
kfo=1e-8 tp=1e-12 eps=0

gam0=1 gam1=1 phi0=1 phil=1

h1=1 dm=5e-10 zn=1e8

rlaser=50 claser=1e-12 io=1e-14 nn=1
g=1.60219e-19 kb=1.38062e-23

+ + + + +

* electrical representation of laser diode

clas p n claser

rlas p x rlaser

ed xn VOL='(nn*kb*(temper+273.15)/q)*log(1+i(ed)/io)’

* carrier number circuits...

* NO = zn*v(n0)

gn0 0 n0 CUR='i(ed)’

cn0 n0 0 ‘g*zn/etar’

rn0 n0 0 ‘etai*tn/(q*zn)’

gst0 n0 0 CUR='(g*go/(etai*kfo))*(gam0*zn*v(n0)-gam1*zn*v(nl)-gamO*nt)* \\
(v(m)+dm)*(v(m)+dm)/(1+eps*(v(m)+dm)*(v(m)+dm)/kfo)’

* N1 = zn*v(nl)

cnl nl10 ‘g*zn/etai’

rnl nl 0 ‘etai*tn/(gq*zn*(1+h1))’

gstl 0 nl1 CUR='(g*go/(etai*kfo))* \\
(phi0*zn*v(n0)-phil*zn*v(n1)-phi0O*nt)* \\
(v(m)+dm)*(v(m)+dm)/(1+eps*(v(m)+dm)*(v(m)+dm)/kfo)’

* photon circuit...

cph m 0 2*tp’

roh mOo1

gsp 0 m CUR=tp*be*kfo*zn*v(n0)/(tn*(v(m)+dm))’

gstm 0 m CUR="go*tp*(gam0*zn*v(n0)-gam1*zn*v(nl)-gamO*nt)*(v(m)+dm)/ \\
(1+eps*(v(m)+dm)*(v(m)+dm)/kfo) - dm’

* optical output
epo po 0 VOL="(v(m)+dm)*(v(m)+dm)’

.ENDS las_diff

Figure E.2 HSPICE-subcircuit implementation of the simple VCSEL model.
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parameter names used in the netlist and their correspondence with the actual variables can be found ir
Table E.1. Following is an example of a VCSEL invocation in HSPICE:

xlaser 1 0 2 las_diff etai=1 tn=5e-9 go=4.4e4 nt=7.5e6 be=2e-7

+ kfo=1.3e-8 tp=3e-12 eps=1e-6

+ gam0=1 gam1=0.5 phiO=1 phil=1

+ h1=15 dm=5e-10 zn=1e8

+ rlaser=50 claser=0.00001e-12 io=1e-21 nn=1

E.3 SABER Implementation

We also implemented our model as a MAST template for use in Analogy’s SABER. Fig. E.3
illustrates the MAST template. As with the simple thermal model, the MAST template implements
the core equations with little modification. The model can be invoked in SABER via a symbolic rep-
resentation during schematic entry, or a netlist invocation. In the latter case, one should use

las_diff.<element_name> <p> <n> <po> = <model_parameters>
where<p> and<n> are the VCSEL electrical terminalspo> is the output terminal whose node
voltage models the optical output poviRr and<model_parameters>  passes the model param-
eter values into the template. The model parameters are the same as those used in the HSPICE subci
cuit and can be found in Table E.1. Following is an example of the netlist invocation of the MAST
template:
las_diff.las_diff1 p n po = etai=1, kfo=0.75e-8, th=3e-9, be=2e-7, \

go=8e4, nt=15e6, eps=1e-6, tp=5e-12, \
gam0=1, gam1=0.5, phi0=1, phil=1, \

h1=5, io=1e-21, nn=1, rlaser=50, \
claser=1e-15, zn=1e8, dn=5e-10, dm=5e-10
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element template las_diff p n po = etai, tn, go, nt, be, kfo, tp, eps,
gamO0, gam1l, phi0, phil,
h1, dm, zn, rlaser, claser, io, nn
electrical p, n, po  # pins (electrical- p,n; optical- po)
number etai = 1, th = 5e-9, go = 1e4, nt = 1e8, # argument defaults
be = 1e-3, kfo = 1e-8, tp = 1e-12, eps = 0,
gam0 =1, gaml =1, phi0 = 1, phil =1,
hl=1, dm =5e-10, zn = 1e8,
rlaser = 50, claser = 1e-12, io = 1e-14,nn=1

external number temp  # simulation temperature

{

electrical x # internal electrical node

branch ixn = i(x->n), vxn = v(x,n) # cavity branch defns.
val v vpo # output power

val v nO,n1 # carrier number terms 0 and 1

var v vnO,vnl # voltages related to carrier numbers
var vvm # voltage related to optical output power
var vgm # modal gain value

var i ipo # current from output node po

# local variables and constants
number kb = 1.38062e-23, g = 1.60219e-19

# assign transforms for vpo, n0, and nl
vpo = (vm + dm)**2

n0 =zn*vn0

nl =zn*vnl

# electrical representation of laser diode
cap.clas p n = claser

res.rlas p x = rlaser

ixn = io*(limexp(g*vxn/(nn*kb*(temp+273.15)))-1)

# rate equations
vm: d_by_dt(vpo) = -vpo/tp + be*kfo*n0/tn + \
go*(gamO0*n0 - gam1*nl - gam0*nt)*vpo/(1+eps*vpo/kfo)

#
vnO: d_by_dt(n0) = etai*ixn/q - nO/tn \

- go*(gam0*n0 - gam1*nl - gamO0*nt)*vpo/kfo/(1+eps*vpo/kfo)
vnl: d_by dt(nl) = -n1*(1+h1)/tn \

+ go*(phi0*n0 - phil*nl - phi0*nt)*vpo/kfo/(1+eps*vpo/kfo)
# modal gain definition (neglecting gain saturation)
gm: gm = go*(gam0*n0 - gam1*nl - gam0*nt)

# optical output

i(po) += ipo
ipo: v(po) = vpo
}

Figure E.3 MAST-template implementation of the simple VCSEL model.




240

E.4 References

[E.1] HSPICE User’'s ManualMeta-Software, Inc., 1996.
[E.2] SaberGuide Simulator Referenéealogy, Inc., 1996.
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APPENDIX F
IMPLEMENTATION OF THE COMPREHENSIVE VCSEL MODEL

Below, we summarize the SABER [F.1] implementation of the comprehensive VCSEL mod-
els presented in Chapter 4. After summarizing the main model equations, we provide the MAST tem-

plate for each model and an overview of the model parameters.

F1 Summary of Model Equations

Following is the complete set of equations for our comprehensive VCSEL models:

G(T){VkoNo— Z ykiNi_kaNt(T)}Sk |
i |

dNo _ milo No =1 _h (F.1)
dt q T, 1+ ngksm q
m
N I N G(T){%ko'\'o— > AN _gojkONt(T):|S<
_l:i)[zj__i(1+hj)+ =1 (F.2)
dt q Tn Z 1+ eniSn
m
. . G(T)PKONO_ Z AN —AkoNt(T)}Sk
a5 ——i+&{boNo—ZbiNi + =1 (F.3)
dt Tok Tn & 1+Z£mk8m
m
a~+a T+ag T2
G(T) = G, CFa0—ul 2 (F.4)

2
bgo + bng + bng

2
N(T) = Nto(CnO +Cy T+CpT) (F.5)
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a
I, = 1, exp3 o7 (F.6)
| lo |:| T |:|
[l [l
Pr = KneS (F.7)
_ dT
T= Tyt dipV- Z PR - Tin gy (F.8)
Vo= (I, T) (F.9)

Equation (F.1) is the rate equation for the carrier nuhlge(F.2) is the general rate equation for the
carrier numbeN; (j > 0), and (F.3) is the general rate equation for the photon nugplrerthe Kth
mode. Equations (F.4)-(F.6) describe the temperature-dependent gain-constant, transparency number
and leakage current, respectively. Equation (F.7) relates the output Bpwethe K" mode to the
photon numbef,, while (F.8) is the rate equation for the device temperdatufenally, (F.9) is the
general expression for the device voltdgas a function of temperature and cavity injection current
lo. A capacitoiC ¢, is included in parallel with this voltage to model parasitic shunting capacitance.
As explained in Section 4.5.5, we transforniigdNo, andN; into the new variablegy, Vno,

andvy; in order to improve the convergence properties of the model. These transformations are

P, = (Vo + ) (F.10)
Ny = Z,(Vog + 3,)° (F.11)
N; = Z,Vy; (F12)

Below, we review two different implementations of this model. The first uses a two-term

expansion of the carrier profile (i.&Ng andN;) and a single mode& & 0), while the second uses a

three-term expansioiNg, N;, andN,) and two modesk(= 0,1).
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F.2 Single-Mode Model Template

The MAST template for the single-mode model with a two-term carrier expansion implements
(F.1)-(F.12) withj = 1 andk = 0. To facilitate switching between this model and the two-mode model
of the next section, the template includes all of the parameters necessary for both. Extraneous param-
eters not needed by the single-mode equationshg.gre simply ignored. The complete template is
illustrated in Fig. F.1, while Table F.1 summarizes the complete set of model parameters used in the
model. Note that the parametéxsb;, {j, Wi, @y, andA; are implemented as 1-D arrays, where the
indices are incremented from lowest to highest order. For example, in the arggy, fodexi incre-
ments first, thetk, and finallyj. For the particular template of Fig. F.1, we modeled the device voltage
using (4.72) withR; = 12928.6T; = 198.74n = 1.468,1; = 3.907 x 1P. By changing the expres-
sion forvpn in the template, the user can implement alternative expressions.

The model can be invoked in SABER via a symbolic representation during schematic entry, or
a netlist invocation. In the latter case, one should use the statement

vcsell2.<element_name> <p> <n> <pf0> <pfl> = <model_parameters>
where<p> and<n> are the VCSEL electrical terminalspfO> is the output terminal whose node
voltage models the optical output poviRgy <pfl> is an extraneous node whose voltage is set to zero
(and which is included for consistency with the two-mode model of the next section), and
<model_parameters> passes the model parameter values into the template. Following is an
example of the netlist invocation of the single-mode MAST template:
vcsell2.vesell2 1 p n pfO pfl = kf0=1.5e-8, b=[1,0,0], \

tn=2.5e-9, eps10=0, epsll=5e-7, \
lam=[1,0.37978,-0.0018753,1,0.12344,-0.1653], \
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element template vcsell2 p n pfO pfl = etai, tn, go, nto,
tpO0, tpl, kfO, kfl, beO, bel,
b, eps00, eps01, eps10, epsll,
lam, gam, phi, zet, h, tth,
rth, ag0, agl, ag2, bg0, bgl, bg2,
cnO, cnl, cn2, ilo, a0, al, a2, a3,
claser, zn, dn, dm
electrical p, n, pf0, pfl # pins (electrical- p,n; optical- pf0,pf1)
number etai = 1, tn = 5e-9, go = 1e4, nto = 1e8, # argument defaults
tp0 = 1le-12, tpl = 1e-12, kf0 = 1e-8, kfl = 1e-8, be0 = 1e-3, bel = 1e-3,
b[0:2] =[1,0,0], eps00 = 0, eps01 =0, eps10 =0, eps1l =0,
lam[0:1,0:2] = [1,0,0, 1,0,0], gam[0:1,0:2] = [1,0,0, 1,0,0],
phi[1:2,0:1,0:2] =[1,0,0, 1,0,0, 1,0,0, 1,0,0],
zet[1:2] = [0,0], h[1:2] = [1,1], tth = O,
rth = 1000, ag0 = 1, agl = 0, ag2 =0, bg0=1, bgl =0, bg2 =0,
cn0=1,cn1=0,cn2=0,il0o=0,a0=0,al1=0,a2=0,a3=0,
claser = 1e-12, zn = 1e8, dn = 5e-10, dm = 5e-10
external number temp  # simulation temperature

{
branch ipn = i(p->n), vpn = v(p,n)  # cavity branch defns.
branch ipnc = i(p->n), vpnc = v(p,n) # capacitor branch defns.

val v gth, ntth # gain/transparency as fns. of temp.

var i fleak # temp.-dependent leakage-current factor
val v p0 # output power in modes 0,1,...

val v n0O,n1 # carrier number term 0,1,...

var v vnO,vnl # voltages related to carrier numbers
var v vmO # voltage related to modes 0,1,...

var v.gmO # modal gain values for modes 0,1,...
var i ipf0,ipfl # current from output node pf0,pfl,...

var tc tjct # junction temperature

# local variables and constants
number kb = 1.38062e-23, g = 1.60219e-19

# thermal-gain temperature defines...
gth = go*(ag0+agl*(tjct+273.15)+ag2*(tjct+273.15)**2)/ \
(bgO+bgl*(tjct+273.15)+bg2*(tjct+273.15)**2)
ntth = nto*(cnO+cnl*(tjct+273.15)+cn2*(tjct+273.15)**2)
# leakage-current-factor definition
fleak = (ilo/q)*limexp((-a0+al*zn*(vnO+dn)**2+a2*(tjct+273.15)*zn*(vnO+dn)**2 - \
a3/(zn*(vnO+dn)**2))/(tjct+273.15))

# assign transforms for pk and nj
p0 = (vmO + dm)**2

n0 = zn*(vn0+dn)**2
nl=zn*vnl

# electrical representation of laser diode

vpn = 12928.567*ipn/(tjct+273.15-198.73691) + \
1.4679311*In(1+255966.659082*ipn/(tjct+273.15-198.73691))

ipnc = d_by_dt(vpnc*claser)

Figure F.1 MAST-template implementation of the comprehensive VCSEL model for a single

mode and a two-term expansion of the carrier profibmijnued on next payie
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# determine junction temperature
tjct: tjct = ((ipn+ipnc)*vpn - p0)*rth + temp - d_by_dt(tth*tjct)

# vcsel rate equations for photons
vmO: d_by dt(p0) = -p0/tp0 + (be0*kf0/tn)*(b[0]*n0 - b[1]*n1) \
+ gth*(lam[0,0]*n0 - lam[0,1]*n1 - lam[0,0]*ntth)*p0/(1+eps00*p0/kf0)

# vcsel rate equation for carrier term nO

vnO: d_by_dt(n0) = etai*ipn/q - nO/tn \
- gth*(gam[0,0]*n0 - gam[0,1]*n1 - gam[0,0]*ntth)*p0/kf0/(1+eps00*p0/kf0) \
- fleak

# vcsel rate equation for carrier term nl
vnl: d_by dt(nl) = -etai*ipn*zet[1]/q - n1*(1+h[1])/tn \
+ gth*(phi[1,0,0]*n0 - phi[1,0,1]*n1 -phi[1,0,0]*ntth)*p0/kf0/ \
(1+eps00*p0/kf0)

# modal gain calculations (neglecting gain compression)
gmO0: gm0 = gth*(lam[0,0]*n0 - lam[0,1]*n1 - lam[0,0]*ntth)

# optical output
i(pf0) += ipfO
i(pfl) += ipfl
ipf0: v(pf0) = p0
ipfl: v(pfl) =0

}

Figure F.1 Continued)

go=3e4, phi=[2.3412,1.8193,0.62489, \
0.76099,0.77999,-0.085866, \
-0.020821,1.1254,1.7041, \
-1.8352,-0.15465,0.94864], \

bg2=1.8e-5, zn=1e8, dn=5e-10, nto=1e7, bg1=-0.00974, \
cn2=6e-6, claser=1e-15, dm=5e-10, tp1=1.8e-12, eps00=5e-7, \
gam=[1,0.37978,-0.0018753,1,0.12344,-0.1653], \
h=[15,16.7616], cn1=8e-3, bg0=1.3608, tp0=2.5e-12, \
eps01=0, cn0=-1.0, a3=9.0147e9, bel=1e-3, \
zet=[0,0], ilo=0, a2=0.8e-7, beO=1e-3, ag2=7.65e-7, \
al=2.1176e-5, rth=900, ag1=0.00147, a0=4588.2353, etai=1.0, \
kfl=1.5e-8, ag0=-0.4, tth=1e-6
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Table F.1 Model parameters for the SABER implementations of the comprehensive VCSEL model.

Parameter Simulator Name Description, units Default
ni ETAI current-injection efficiency 1
Bo. By BEO, BE1 spontaneous emission coupling coefficients| 103 103
T, TN carrier lifetime, s 5 x 10°
kio, Ke1 KFO, KF1 output-power coupling coefficients, W 108, 108
Go GO gain coefficient, 3 104
30, Ag1,8g2s AGO, AG1, AG2, | thermal gain parameters 1,0,0,
bgo- bgl' bg2 BGO, BG1, BG2 1,0,0
Nio NTO carrier transparency number 108
Cho» Cn1s Cn2 CNO, CN1, CN2 thermal transparency parameters 1,0,0
Tpor Tp1 TPO, TP1 photon lifetimes, s 1012 1012
&0 €01 100 €11 EPS00, EPS01, | gain-saturation factors 0,0,0,0
EPS10, EPS11
b; B integrated spontaneous emission factors [1,0, 0]
Aki LAM photon overlap integral values [1,0,0,1,0,0]
Wi GAM Ng overlap integral values [1,0,0,1,0,0]
Wi PHI N; overlap integral values [1,0,0,1,0,0
1,0,0,1,0,0]
ZJ- ZET input-current integral values [0, 0]
hJ- H diffusion parameters [1, 1]
R RTH thermal impedance, °C/W 1000
Tih TTH thermal time constant, s 0
lios @0, 81, &, 83 ILO, AO, A1, A2, A3 | thermal leakage parameters 0,0,0,0,0
Ciaser CLASER parasitic shunting capacitance, F 1012
zZ, ZN carrier number scaling parameter 108
[N DN Ng-transform correction parameter 5 x 1010
Sm DM photon-transform correction parameter 5 x 1010
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F.3 Two-Mode Model Template

The MAST template for the two-mode model with a three-term carrier expansion implements
(F.1)-(F.12) withj = 1,2 andk = 0,1. The complete template is illustrated in Fig. F.2. This model,
unlike the single-mode version, incorporates all of the model parameters of Table F.1. As was the case
with the single-mode version, the user can again implement arbitrary expressions for the device volt-
age by changing the expressionvpn in the template.

The two-mode model can be invoked in SABER via a symbolic representation during sche-
matic entry, or a netlist invocation. The netlist invocation is

vcsell2.<element_name> <p> <n> <pf0> <pfl> = <model_parameters>
where<p> and<n> are the VCSEL electrical terminaigpf0> and pfl > are the output terminals
whose node voltages model the optical output powBgs and P;, respectively, and
<model_parameters> passes the model parameter values into the template. Following is an
example of the netlist invocation of the MAST template:

vcsel23.vesell2 1 p n pfO pfl = kf0=1.5e-8, b=[1,0,0], \
tn=2.5e-9, eps10=0, epsll=5e-7, \
lam=[1,0.37978,-0.0018753,1,0.12344,-0.1653], go=3e4, \
phi=[2.3412,1.8193,0.62489,0.76099,0.77999,-0.085866, \

-0.020821,1.1254,1.7041,-1.8352,-0.15465,0.94864], \

bg2=1.8e-5, zn=1e8, dn=5e-10, nto=1e7, bg1=-0.00974, \
cn2=6e-6, claser=1e-15, dm=5e-10, tp1=1.8e-12, eps00=5e-7, \
gam=[1,0.37978,-0.0018753,1,0.12344,-0.1653], \
h=[5,16.7616], cn1=8e-3, bg0=1.3608, tp0=2.5e-12, eps01=0, \
cn0=-1.0, a3=9.0147e9, bel=1e-3, zet=[0,0], il0=9.61, \
a2=0.8e-7, beO=1e-3, ag2=7.65e-7, al=2.1176e-5, \
rth=900, ag1=0.00147, a0=4588.2353, etai=1.0, kf1=1.5e-8, \
ag0=-0.4, tth=1e-6
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element template vcsel23 p n pfO pfl = etai, tn, go, nto,
tpO0, tpl, kfO, kfl, beO, bel,
b, eps00, eps01, eps10, epsll,
lam, gam, phi, zet, h, tth,
rth, ag0, agl, ag2, bgo0, bgl, bg2,
cnO, cnl, cn2, ilo, a0, al, a2, a3,
claser, zn, dn, dm
electrical p, n, pf0, pfl # pins (electrical- p,n; optical- pf0,pf1)
number etai = 1, tn = 5e-9, go = 1e4, nto = 1e8, # argument defaults
tp0 = 1le-12, tpl = 1e-12, kf0 = 1e-8, kfl = 1e-8, be0 = 1e-3, bel = 1e-3,
b[0:2] =[1,0,0], eps00 = 0, eps01 = 0, eps10 =0, eps1l =0,
lam[0:1,0:2] = [1,0,0, 1,0,0], gam[0:1,0:2] = [1,0,0, 1,0,0],
phi[1:2,0:1,0:2] =[1,0,0, 1,0,0, 1,0,0, 1,0,0],
zet[1:2] = [0,0], h[1:2] = [1,1], tth = O,
rth = 1000, ag0 = 1, agl = 0, ag2 =0, bg0=1, bgl =0, bg2 =0,
cn0=1,cn1=0,cn2=0,ilo=0,a0=0,al1=0,a2=0, a3=0,
claser = 1e-12, zn = 1e8, dn = 5e-10, dm = 5e-10
external number temp  # simulation temperature

{
branch ipn = i(p->n), vpn = v(p,n) # cavity branch defns.
branch ipnc = i(p->n), vpnc = v(p,n) # capacitor branch defns.

val v gth, ntth # gain/transparency as fns. of temp.

var i fleak # temp.-dependent leakage-current factor
val v pO,pl # output power in modes 0,1,...

val v n0,n1,n2 # carrier number term 0,1,...

var v vnO,vnl,vn2 # voltages related to carrier numbers
var v vmO,vm1l # voltage related to modes 0,1,...

var v gmO0,gm1 # modal gain values for modes 0,1,...
var i ipf0,ipfl # current from output node pf0,pfl,...

var tc tjct # junction temperature

# local variables and constants
number kb = 1.38062e-23, g = 1.60219e-19

# thermal-gain temperature defines...
gth = go*(agO+agl*(tjct+273.15)+ag2*(tjct+273.15)**2)/ \
(bgO+bgl*(tjct+273.15)+bg2*(tjct+273.15)**2)
ntth = nto*(cnO+cnl*(tjct+273.15)+cn2*(tjct+273.15)**2)
# leakage-current-factor definition
fleak = (ilo/q)*limexp((-a0+al*zn*(vnO+dn)**2+a2*(tjct+273.15)*zn*(vnO+dn)**2 - \
a3/(zn*(vnO+dn)**2))/(tjct+273.15))

# assign transforms for pk and nj
p0 = (vmO + dm)**2

pl = (vml + dm)**2

n0 = zn*(vnO0+dn)**2
nl=zn*vnl

n2 = zn*vn2

Figure F.2 MAST-template implementation of the comprehensive VCSEL model for two modes
and a three-term expansion of the carrier profim{inued on next pajpe
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# electrical representation of laser diode

vpn = 12928.567*ipn/(tjct+273.15-198.73691) + \
1.4679311*In(1+255966.659082*ipn/(tjct+273.15-198.73691))

ipnc = d_by_dt(vpnc*claser)

# determine junction temperature
tjct: tjct = ((ipn+ipnc)*vpn - p0 - p1)*rth + temp - d_by_dt(tth*tjct)

# vcsel rate equations for photons
vmoO: d_by_dt(p0) = -p0/tp0 + (be0*kf0/tn)*(b[0]*n0 - b[1]*n1 - b[2]*n2) \
+ gth*(lam[0,0]*n0 - lam[0,1]*n1 - lam[0,2]*n2 - lam[0,0]*ntth)*p0/  \
(1+eps00*p0/kfO+eps10*pl/kfl)
vml: d_by dt(pl) = -pl/tpl + (bel*kfl/tn)*(b[0]*nO - b[1]*n1 - b[2]*n2) \
+ gth*(lam[1,0]*n0 - lam[1,1]*n1 - lam[1,2]*n2 - lam[1,0]*ntth)*p1/ \
(1+eps01*p0/kfO+epsl1*pl/kfl)
#
# vcsel rate equation for carrier term n0
vnO: d_by_dt(n0) = etai*ipn/q - nO/tn \
- gth*(gam[0,0]*n0 - gam[0,1]*n1 - gam[0,2]*n2 - gam[0,0]*ntth)*p0O/kf0/ \
(1+eps00*p0/kfO+eps10*pl/kfl) \
- gth*(gam[1,0]*n0 - gam[1,1]*n1 - gam[1,2]*n2 - gam[1,0]*ntth)*p1/kf1/ \
(1+eps01*p0/kfO+epsl1*pl/kfl) \
- fleak
#
# vcsel rate equation for carrier term nl
vnl: d_by dt(nl) = -etai*ipn*zet[1]/q - n1*(1+h[1])/tn \
+ gth*(phi[1,0,0]*n0 - phi[1,0,1]*n1 - \
phi[1,0,2]*n2 - phi[1,0,0]*ntth)*p0/kf0/ \
(1+eps00*p0/kfO+eps10*pl/kfl) \
+ gth*(phi[1,1,0]*n0 - phi[1,1,1]*n1 - \
phi[1,1,2]*n2 - phi[1,1,0]*ntth)*p1/kf1/ \
(1+eps01*p0/kfO+epsl1*pl/kfl)
#
# vcsel rate equation for carrier term n2
vn2: d_by_dt(n2) = -etai*ipn*zet[2]/q - n2*(1+h[2])/tn \
+ gth*(phi[2,0,0]*n0 - phi[2,0,1]*n1 - \
phi[2,0,2]*n2 - phi[2,0,0]*ntth)*p0/kf0/ \
(1+eps00*p0/kfO+eps10*pl/kfl) \
+ gth*(phi[2,1,0]*n0 - phi[2,1,1]*n1 - \
phi[2,1,2]*n2 - phi[2,1,0]*ntth)*p1/kf1/ \
(1+eps01*p0/kfO+epsl1*pl/kfl)
#
# modal gain calculations (neglecting gain compression)
gmO0: gm0 = gth*(lam[0,0]*n0 - lam[0,1]*n1 - lam[0,2]*n2 - lam[0,0]*ntth)
gml: gml = gth*(lam[1,0]*n0 - lam[1,1]*n1 - lam[1,2]*n2 - lam[1,0]*ntth)

# optical output
i(pf0) += ipfO
i(pfl) += ipfl
ipfO: v(pf0) = pO
ipfl: v(pfl) = pl1

}

Figure F.2 Continued)
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