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Abstract

A cell-discardnethodhas beendevelopedor usein
networks supporting TCP-over-ATM traffic with an
unspecifiedbit rate. In this "concentratedcell discard"
(CCD) methodwhenanATM switchbecomesongested,
consecutiveells arediscardedirom the front of the buffer,
andcell discardingis suspendedor a specifiedperiod of
time. This methodpreventsTCP timeouts,which are the
main reasonfor the decreasing CP throughputin today's
TCP-over-ATMnetworks,andshortenghe durationof the
congestionby avoiding the long delay experiencedwith
the TCP fast-retransmissioalgorithm beforethe sender’s
TCP receivesduplicate acknowledgmentsEven though
CCD doesnot considefTCP packetsizeor boundariesthe
throughputwith CCD wasfoundby computersimulation
to actuallybe higherthanwith early packetdiscard.

Key words: ATM, TCP Reno, cell discard, early packet
discard UBR

1. Introduction

To support the growing numberof Internet users
andto managethe wider network bandwidthrequiredby
faster applications, researchersare developing many
methodsto support the transmissioncontrol protocol
(TCP), which is used for Intemnet traffic, over
asynchronous-transfer-mod@TM) networks. Although
TCP already hasits own endto-endlow control using
only TCP timeout retransmission,it was improved by
adding fast retransmissionandfast recovery (TCP Reno
[1])- An attractiveway of applyingATM to the underlying
TCP layer is to use unspecified-bit-rate (UBR)
transmissioneven though this requires a larger buffer.
With UBR, the network canachievea high throughputin
the TCP layeraslong asthe ATM switchdiscardsellsin
an efficient manner.However, in UBR, whenthereis no
spacein the buffer, cell discardis usually done on the
input side of the buffer. This so-calledtail discarding
(TLD) is commonly used becauseit is simple to
implement.However,whenit is implementedn anATM
switchin a TCP-over-ATMnetwork,two problemsarise.

Probleml: Continuouscell discarding

ATM switches that use TLD discard cells only
whenthe queudengthis equalto or greatethanthe buffer
size or threshold. Therefore, when the input rate to the
bufferis largerthanthe outputrate, thetime betweencell
discardsis very short, andmanyof the TCP packetsthat
weresentwithin the sameTCP window aredroppedAs a

result,the probability of a TCP timeoutoccurringis very

high (aswill be explainedin Sec.2). In general, where
retransmissiorof droppedTCP packetsis doneonly by

TCP fast-retransmissiomandrecovery, the throughputis

higherthanwhen it is doneby TCP timeout. Thisis e

becausethe time taken for TCP to recognize network
congestiorin TCP timeoutis muchlongerthanin TCP

fast-retransmissiorand recovery, and becausethe cwnd
(congestiorwindow) just afterretransmissiof a dropped
packetin TCP timeout is smaller than in TCP fast-
retransmission and recovery. Consequently, TCP

throughputis reducedn this case.

Problem2: Long time wastedpassinghroughbuffer

If oneTCP packetis discardedat thetail-endof the
buffer, it will take a periodof time correspondingo the
buffer size for the following few consecutivepacketsto
passthroughthe buffer. This delaysthe start of the fast-
retransmissionfast-recovery algorithm at the sender,
becausehe sender'sTCP recognizespacketdiscardonly
when it receives the acknowledgmentqdACKs) to the
packetsfollowing the droppedpacket. This reducesthe
throughputin the TCP layer becausethe queuelength
continuedgncreasingandmany packetsarediscardediuring
the delay period. In TCP over UBR, an ATM switch
shouldhave a buffer large enoughto prevent overflow;
consequentlythis waiting delay is very long. Many of
today'sATM switcheshavea buffer cgpacity of morethan
100,000cells. The correspondingtime wasted passing
throughthe buffer is more than270 ms, which is larger
than the minimum size of the TCP retransmission
timeout(RTO) [2], whenthe output rateof the buffer is
about155Mbps. Consegently, the probabilityof a TCP
timeoutoccurringis very high.

Many ATM switchesnow useearly packetdiscard
(EPD) [3]. EPD discardsall the uselesscells from the
input side of the buffer, i.e., those composing TCP
packetsthat will be discardedn thereceiver'sTCP.As a
result, the throughputsin the ATM layer are very good.
However this approachs not optimal for discardingcells
in a TCP-over-ATM network becausét doesnot solve
eitherof the aboveproblems.As aresult, EPD doesnot
have any measurefor avoiding TCP timeout. Another
approachis the "drop from front (DFF)" method [4],
which discardscells from thefront of the buffer when the
buffer is full. This methodsolves problem 2 but not
problem1.
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We have thus developeda new approach to
discardingcells. Whenan ATM switch becomegongested,
it initially discardsa specifiednumberof cells. To prevent
a TCP timeout from occurring, cell discardingis then
suspendedor a specified time, even though the ATM
switch becomescongestedgain. In addition, to prevent
buffer overflow during the time when cell discardingis
suspendectells are discardedrom the front of the buffer.
This keepsthe period of congestionshort becausethe
packetsollowing the discardegacketsareoutput quickly.
We call this method"concentratedell discard(CCD)".

This paperdescribe®ur proposedCD methodand
discussests performance.In section2 we describethe
relationshipbetweenTCP throughputandthe numberof
discardegbacketssentwithin the samecongestiorwindow
(cwnd). In section3,we describeour proposedCCD in
detail, where we describethe procedureof CCD, the
methodof calculatingparameters the methodof setting
theseparameterin areal ATM switch, andthe robustness
of CCD. In sectiond4, we makeperformsomesimulations
andevaluatehe effectivenes®f CCD.

2. Relationshipbetweennumberof discardedbacketsand
TCP throughput

The most basic way of retransmittinga discarded
TCP packetis for thesendeto retransmitt afterthe TCP
retransmissiontimer monitoring the Round Trip Time
(RTT) has expired. This method,called TCP timeout, is
the only retransmissiormethodavailablein TCP Tahoe
[1], which is the basisof TCP flow control. Becausethe
sizeof the TCP cwndis decreaselly the sizeof one TCP
packet during congestionand the timer is usually set
significantly longer than RTT to avoid unnecessary
retransmission,throughput is seriously degradedif a
packetis discarded.

TCP Reno was developed to achieve higher
throughputthan is possiblewith TCP Tahoe.It features
fast retransmissionand fast recovery. A lost packet is
retransmittedwhen TCP Reno deducesfrom a small
number (normally three) of consecutive duplicate
acknowledgmentgACKSs) that a packet has been lost.
However, when fast retransmissiorand fast recovery do
not work, a droppedpacketis transmittecoy TCP timeout,
greatly decreasinghroughput. Therefore, it is important
in TCP Renothat TCP timeoutsdo not occur. Next, we
reviewthe conditionsfor preventingTCP timeout; these
havealreadybeendescribedn detail [1]. If only one TCP
packetis discardedT CP canreceivethreeduplicateACKs
for droppedpacketsandTCP timeoutdoesnot occur only
whenEg. (1) holds.

Wcwnd>= 4 (packets), 1)
whereWcwndis the sizeof the congestiorwindow in the
sender'sTCP “immediately before” fast retransmission

wasinitiated.
If two TCP packetsarediscarded, TCP can receive

three duplicate ACKs for dropped packets and TCP
timeoutdoesnot occuronly whenEg. (2) holds.

Wewnd>= 10 (packets) 2

If threeTCP packetsarediscarded,TCP can receive
three duplicate ACKs for dropped packets and TCP
timeoutdoesnot occuronly whenEgs.(3) and(4) hold.

Wewnd>= 20 (packets)
dp3>=2+(Wcwnd ~3/4) (packets),

3)
Q)

where dp3 is the interval betweenthe first and second
discardegbackets.

Thereforejf anATM switch cancontrolthe sizeof
the congestiorwindow, it can ensurethata TCP timeout
doesnot occur. However, this is impossiblewith today's
technology.Our CCD ensureghata TCP timeoutis not
causedy suspendingell discardingfor a specifiedperiod
of time, which must be longerthan the time taken to
outputten TCP packets,as long asbuffer overflow does
not occur. Thetime must alsobe longer thanit takesto
output TCP packetswvhosetotal sizeis half the maximum
size of the congestion window (65,536 bytes).
Consequentlytwo-packet discarding cannot occur when
Wewndis lessthan ten packets,anddiscardsof three or
morepacketscannever occur.

3. ProposedCCD method
3.1 Overview

In CCD, when a cell arrives at a congestedouffer
containingTq cells,
D consecutivesells arediscardedrom the output side
of the buffer without any considerationof the TCP
packetboundaries.
Cell discardis suspendetbr a time periodTt, during
which the switch outputsall the packetsin a TCP
window if thecells of two consecutiveTCP packets
from thatwindow have beemliscarded.

This concentrated cell discard (CCD) is

schematicallyllustratedin Fig. 1.

This methodsolvesproblem 1 by suspendingcell
discarding for time Tt and it solves problem 2 by
discardingcellsfrom the front of the buffer.

3.2 Calculationof parameters

In this section,we discusghe appropriateangegor
the parametergTq, D, Tt,) definedabovefor our method
to operateeffectively. To obtain high throughputin the
TCP layer,we mustpreventT CP timeout, asexplainedn
Sec. 2. Thefollowing equalitiesandinequalitiesare the
conditionsnecessarfor preventingT CP timeout.

(1) Numberof cellsdiscardedn CCD: D

First, to avoid three consecutivepackets being
discardedwhich causesa TCP timeout, D shouldsatisfy
Eqg. (5),in which ; shouldbewithin the rangeexpressed
by Eqg. (6); Nvc is thenumberof VC connectionsusing
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the congesteduffer; andPcell is the numberof cells in
oneTCP packet.

D<= ; ~Pcell ~Nvc (cells) (5)
(1/Pcell)<= ; <1 (6)

Note that Eq. (5) requires that the number of
consecutivelydiscardedcells be fewerthan the numberof
cells in one packet becausehe packet boundaryis not
takeninto account. If ;is greaterthan (1/Pcell), the
probability of discardingtwo consecutiveTCP packetsis
high. Whentwo consecutiveT CP packetsarediscarded,a
TCP timeoutdoesnot occurif Wewndis largerthanten If

;s greaterthan 1, thereis the probability of discarding
threeconsecutiveT CP packets,asis the probability of a
TCP timeout occurring. Conversely,if  : is less than
1/Ptcp,theremustbe connectionsn whichno ATM cells
arediscardedandin which the congestiorwindow doesnot
decreaséuring congestionwhich meanghat the queueof
the ATM switchmustbeverylong.

(2) Time whenthe buffer suspendsell discarding:Tt

To avoida TCP occurring, we set Tt as follows.
Whenone TCP packetis discardedwe can say from Eq.
(1) that a TCP timeout must occur if the size of the
congestiorwindow is smallerthan four packets But it is
difficult to controlthe sizeof the TCP congestiorwindow
just after the occurrenceof a cell discardcausedby the
ATM layer. Therefore, a method of eliminating the
possibility of TCP timeout causeddy the discarding of
oneTCP packetis beingstudied

Whentwo consecutivel CP packetsarediscarded,a
TCP timeout doesnot occur if Wewndis larger than ten
packets(from Eq. (2)). To avoidcausinga TCP timeout,
Tt should satisfy Eq. (7), while Pcell should be the
numberof cellsin a TCP packet

Tt>=Nvc 9 ~Pcell(cells) (7)

When a congestedATM switch satisfiesthis equation,
two consecutivelT CP timeout doesnot occurif they are
sent from a connectionwhose cwnd is less than ten
packets.

Whenthree consecutivel CP packetsare discarded,
we can saythat a TCP timeout will occurif Wcwnd and
dp3do not satisfyEgs. (3) and(4), respectively.To avoid
this situationin CCD, Tt is setlarge enoughthat three-
packet discarding does not occur for packetssent from
serversyith the same sizewnd,asrepresenteth Eq. (8).

Tt >= Nvc ~65536)/53 ~(1/2) (cells)  (8)

We assumethat the maximum size of cwnd is 65,536
(bytes)in Eq.(8). In addition,to avoidbufferoverfiow, Tt
shouldbethe smallestvaluethat satisfiesEqs.(7) and(8).
Thereforethe bestvalueof Tt is

Tt = min[Nvc ~(65536)/53 ~(1/2), Nvc ~9 ~Pcell]
(cells). 9)

(3) Thresholdof CCD: Tq

With CCD, buffer overflow may occurbecaus®nce
CCD occurs,it suspendsell discardingfor atime period
Tt eventhoughthe queuelength exceedsthe buffer size.
Therefore, CCD mustinform TCP of congestionin an
ATM switch as soon as possible. It does this by
discarding ATM cells from the front of the congested
buffer, so thereis no waiting time in the buffer before
TCP deducesthat a packet has been lost from the
consecutiveduplicate ACKs sent in responseto the
packetdollowing the discardegpacket However this does
not eliminatethe possibility of a buffer overflow. It may
be possibleto preventbuffer overflow by decreasinghe
numberof cells in the buffer (parametefTqg). However, it
is difficult to regulate Tq becauselTq cannot easily be
calculatedIn addition the queudengthis affectedoy RTT,
theinput rate, andthe outputrate from equalities(10) to
(11). When installing CCD in an ATM switch, it is
difficult to get correct values becausethese parameters
vary over time. Moreover, the methodof regulating an
adequatealueof Tqis still understudy.

A methodthat guaranteeto preventbuffer overflow
is now beinginvestigatedConsequentlyywe cansaythat,
if CCD is used, Egs. (5) to (8) hold, so buffer overflow
doesnot occurandTCP timeoutdoesnot occur.

3.3. Procedurendeffectivenesef CCD

First, we analyzethe procedureandeffectivenessof
CCD andEPDwith agenericnetworkmodel (Fig. 2) and
asymmetricalcongestiormodelin sectionga) and(b).

The parametersve usedto simulatecongestiorwere
asfollows.
Ptcp: TCP packetlength(= 1500bytes)
Pcell:numberof cellsin oneTCP packet(= 30

cells)
B: buffer length (= 2000cells)
Nvc: numberof connectionsharinga buffer (=

10)
_ W(t): total size of server cwnd immediately
beforea particulartime t (packets)
_ Q(t): queuelength of congestedATM switch
immediatelybeforea particulartime t (packets)
D: numberof consecutiveells discardedcells)
_ Tq: thresholdof queudengthfor which EPD or
CCD occurs(cells)
_ Tt: thresholdof time betweencell discards
whereCCD occurs(cells)
_ input rate inputrateto congestedbuffer for one
connection(=30 Mbps)
_ outputrate: output rate from congestedouffer
for oneconnection(=15Mbps)

RTT (=5ms)

To simplify the discussiorin this section,we make
thefollowing assumptions.
(1) Thenetworkmodelis aclient-servemodel,andall the
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clients start simultaneously. Consequently, cell

interleavingoccursin the buffer of the bottleneckedATM

switch (ATM-SW1 in Fig. 2), andthe actionsof all the
serversandclientsarethe same.

(2) During congestionthe time takenfor a server'sTCP
to outputall the packetswithin the cwndis largerthanthe
RTT (W()-1) ~Pcell 53 ~8/inputrate>=RTT).

Figures3 and4 showthe actionof serverl's TCP
andthe queudength of ATM-SW1 whenCCD andEPD
are used, respectively. In both cases, the queue grows
longerthanthethresholdof TqwhenATM-SW1 receives
TCP packet4 (t1). At t1, the CCD buffer discardsone
ATM cell from TCP packetl, from the outputsideof the
bufferif thethresholdof Tq is about1000(cells). At t1,
the EPD buffer discardsall the cellsin TCP packet4 from
theinput sideof the buffer. Eventhoughwe presumehat
all the serveractionsandall the clientactionsarethe same
in this section,we focuson the connectiorbetweerserver
1 andclient1 in Figs. 3 and4.

(@) ATM-SW1 usesCCD

As illustratedin Fig. 3, at t4, when one cell from
TCP packet4 arrivesin the CCD buffer of ATM-SW1,
the queudengthis equalto Tq, so the buffer discardsone
cell fromTCP packetl. Next, the server'sTCP receives3
ACKs with the samesequencenumber (i.e., duplicate
ACKSs) that were sentin response¢o TCP packets2 to 4
by client 1. The size of the cwnd of serverl does not
change. After receiving the third duplicate ACK, the
server'sTCP changests stateto fast retransmissiorand
recovery retransmitgiscardedlr CP packetl, andchanges
the size of cwnd to (cwnd/2)+3. The numberof TCP
packetssent by the server'sTCP is now small, so the
queue length of ATM-SW1 begins to decline at t2.
BecauseCCD discardscells from the output side of the
buffer,thetime betweerntl andt2 (T1) canbedescribeds
shownin Eq. (10).

T1 ccd = 1000 ~((W(t1)-3) ~Pcell ~53 ~8)/input
rate))(ms) (20)

The numberof cells that accumulaten the CCD buffer
duringT1 (dQ(T1)) is givenby

dQ(T1) = Nvc ~(T1_ccd/1000) ~(input rate-output
rate)/(53 ~8) (cells) (11)

After t2, the queuelengthof the CCD buffer continuesto
decline.

After TCP packetl is sentthe secondime, the server's
TCP receiveghe ACKs sentagains packets to 7. Under
the conditionsof TCP fast retransmissiorand recovery,
the size of cwnd is extendedby 1 packet when TCP
receivesone ACK, andTCP can sendpacketswhen cwnd
is largerthanthe numberof packetdor which ACKs were
not receivedby the sender'sTCP. Consequently,the

server'sTCP sendspackets8 and9 (seeFig. 3) whenit
receiveghe ACKs for packets$ and7.

After t7 when the serverrecievesthe Ack of the
retransmittegbacket (packetl), theserver'sTCP changes
to the congestion-avoidancphase, so there is no large
increasan the server'sswnd.

Figure3 showsthe changesvhenthe parameterin
Egs. (10) to (11) are set as describedabove. In this case,
buffer overflow does not occur, TCP timeout does not
occur, andTCP throughputs high (in this model).

(b) ATM-SW1 usesEPD

As illustratedin Fig. 4, one cell fromTCP packet4
arrivesat the EPD buffer of ATM-SW1 at t4. The queue
lengthis longerthanTq, sothebuffer discardsall cells in
incoming TCP packet 4. After receiving the third
duplicateACK, the server'sTCP changests stateto fast
retransmissionand recovery, retransmitspacket 4, and
changeshesizeof cwndto (cwnd/2)+3.

The buffer discards all cells in all the packets
arriving at the EPD bufferwhenthe queudengthis larger
thanTg. Consequentlywe can representthe ratio of the
numberof packetsdiscardedby EPD to the number of
packetsot discardedy
D_epd= (input rate/outputrate)-1. 12)

In this model, the valueof theinput rateis twice that of
the outputrate;therefore Eq. (12) becones

D _epd=1. 13)
Consequentlypacketss, 8, 10, and12 arediscardedafter
packet4 has beendiscardedht t1. At t2, theserver'sTCP
changego fast retransmissiorandrecovery, sothe queue
lengthbeginsto decreaseln this model, we can represent
thetime betweert2 andtl (T1_epd)oy

Tl epd = 1000 ~(RTT+(5
rate)+{lq ~53 ~8/outputrate))(ms).

~Pcell ~53 ~ 8/input
(14)

From the discussion in Sec. 2, whether
retransmissiorof the droppedTCP packetsduring T1 is
doneonly by fastretransmissin andrecoveryor by using
the TCP timeout is determinedby thesize of the server's
cwnd immediately before TCP enters the fast-
retransmissiorandfast-recovenphaseandby the number
of TCP packetdiscardedrom the cwnd

From the calculation in this section, we can
determinethe actionsof the server'sTCP andthe queue
lengthaftert2. For the caseshownin Fig. 4, five packets
sentfrom a serverwhosecwndis smallerthan 20 packets
are discarded. Therefore, TCP timeout occurs when
droppedbacketsare retransmittedor the reasondiscussed
in Sec. 2. Consequently the queuelength continuesto
decreaséor along time aftert2.
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3.4. Robustnessf CCD

In section 3.3, we analyzedthe procedure and
effectivenessof CCD in a general network model.
However,when CCD is installedin an ATM switch C
manyparametersepresentinghe conditionof the network
will changesverymoment. Therefore,in this section,we
discusgherobustness of CP throughputwith CCD with
respecto (w.r.t.) theseparameters.

Robustnessv.r.t. parameteNvc

As describedbefore, CCD can be given parameters
of the correctvalueonly whenit canunderstandhe correct
valueof the active TCP connectionsCCD canunderstand
this by watching the VPI/VCI of every input (basic
method)and output cell but this addsome stepsto the
processof handing input and output cells in a normal
FIFO queueNow, we discussa methodof calculatingthe
numberof active VC connectionghat doesnot needas
many stepsbut obtains a less preciseanswerthan the
basicmethodin our lab. Therefore,in this sectionwe
discussthe effect of the calculationprecisionbasedn the
basicmethod

WhenNvc is largerthanthe actualnumberof active
connectionsTt mustbe muchlargerthanthat expectedin
that case, the possibility of buffer overflow or TCP
timeout occurring is larger than in the "ideal model",
where Nvc is equal to the actual number of active
connections.On the other hand, we think that this does
not help decreas TCP throughputbecausein CCD, cells
are droppedfrom the front of the buffer andthe sender’s
TCP canrecognizethe cell discardingquickly.

When Nvc is smaller than the actual number of
activeconnectionsTt mustbe smallerthanthatexpected.
In that case,thereis a possibility of discardingthree or
morepacketssentwithin the sameTCP sendingwindow.
So the possibility of TCP timeoutoccurringis large.

WhenNvc is muchlargerthanthe actualnumberof
active connections,D is also much larger than that we
expect.n this casethe numberof discardectellsis larger
andthe possibility of TCP timeout occurring is larger
thanin the "ideal model" describedn the section3.2. But
whenD is twice aslarge as D in the model where the
bandwidthsof all the connectiongareequal,the numberof
discardectcells per connectionis 2 andthe possibility of
thesetwo discardectellscomingfrom two TCP packetds
0.3% (=100 ~1/30), whenthe numberof cells forming
oneTCP packetis 30. This possibilityis very low and,
when the size of TCP’s cwndis over ten packets, TCP
timeout does not occur in this case according to the
discussionin section2. ConsequentlyD must be setto
overthe numberof cellsforming one TCP packetwhen2
or 3 TCP packetsare discardechber connectionand TCP
timeout may occur. Therefore, the probability of TCP
timeoutis very small.

On the other hand, when Nvc is smallerthan the
actual numberof active connections D must be smaller
than that we expect. In that case, CCD occurring
simultaneouslycannotrescueall the connectionsin other

word, cells thatbelongto someTCP connectionscannot
be discardedby CCD and the cwnd of those TCP
connections becomes very large. Therefore, the
probability of buffer overflow occurringduring Tt is very
large.

WhenNvc is largerthanthe actualnumberof active
connectionsthe decreasén TCP throughputtendsto be
small. On the other hand, when Nvc is smallerthan the
actualnumberof activeconnectionsthe decreasén TCP
throughputtiendsto belarge.

Robustnessv.r.t. connectiorbandwidth

Whetherthe bandwidth of all the connectionsis
wide or narrowy CCD canpreventcell discardingduring Tt,
sothethroughputcannotchangemuch Butin EPD, DFF,
andTLD, the numberof cell discardingper connectionis
large in the case of a large bandwidth, so the total
bandwidthis regulatedTherefore,the numberof discarded
TCP packet is large and the throughput in such
connectionss small from the discussionn section2.

Robustnessv.r.t. end-to-endink delay

When the end-to-endlink delay is large, the
throughputwith the CCD model may fall to almostthe
sameasthat in the TLD model, becausehe effectiveness
of CCD discardingcells from the front of the buffer is
smallin suchanetworkmodel.

Onthe otherhand ,whenthe end-to-endink delayis
small, the throughputwith the CCD modelmay belarger
thanthatin the modelin which the end-to-endink delayis
large.This is becausehe effectivenes®f CCD discarding
cells from thefront of the bufferis largeaslong as buffer
overflow does not occur. But in the CCD model, the
probability of buffer overflow occurringis large, so the
throughputof all the connectionsmay not be greatly
changed.

Robustnessv.r.t. the TCP packetsize

Evenif the size of the TCP packetis changedthe
throughputdoesnot changemuch aslong asCCD works
correctly. But whenthe TCP packetis large, the number
of uselesscells discardedn the receiver'sTCP layer is
large,the averagequeudengthis large,andthe probability
thatthe queuss longerthanthresholds high. As aresult,
thethroughputwith the CCD modelmay fall a little. In
addition,whenthe numberof discardectellsis fixed, more
TCP packetsarediscardedvhenpacketsizeis small where
cell discardingis doneby TLD, EPD, or DFF. Therefore
the probability of occurring TCP timeoutin themodel is
alsohigherthanin CCD model.

Robustnessv.r.t. call occurrencdrequency
Whenmanycallsoccurduringthetime Tt whenthe
CCD switch cannotdiscardcells, many cells may pour
into the CCD bulffer, which may overflow. But the usual
TCP employsa"slow start]", so bufferoverflow cannot
occuraslong asequation(15) is satisfied.
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C ~RTT ~Ptcp<B-Tq, @ (15)
whereC is thenumberof calls occurringwithin 1 s, B is
the buffer size(cells), Ptcpis thenumberof cells in one
TCP packetandTqgis CCD'sthreshold(cells).

When B is 20,000, Tq is 10,000, Ptcpis 30, and
RTT is 10 ms, buffer overflow cannotoccur if C is
smallerthan 33,333(calls/s). This cannotbe the reason
for thereductionin TCP throughput.

4. Simulations
4.1 Model

Thenetworkmodelis shownin Fig. 2 We assumed
thata client-servemodelsentaninfinitely largeFTP file.
Themodelhasfrom 10 to 100 serversandclients,with the
numberof serversandclientsbeing equal. We divided the
clients and serversinto ten groups, with each group
containingl-10clientsandserversThetiming of aclient
sendinga requespacketwasincrementedy 100 ms from
group to group, which is an asymmetrical congestion
model. The traffic sentfrom all serverswas concentrated
into the buffer of ATM-SW1,which was equippedwith
CCD, EPD, TLD, or DFF. Therefore,this is wherecell
discardoccurred We setB (buffer size)to 3000 (Tg=1500)
or 6000 (Tg=3000) cells. ParametersD and Tt were
calculatedfrom the numberof active VCs connections
(from Eqgs.(5), (6),and(9)). TheTCP packetsize was 500
or 1500 bytes.The end-to-endink delay was 0 or 1 ms.
Thepeakcell rate (PCR) of eachconnectionwas 1.5-10
Mbps. To isolate the effect of the traffic load for each
cell-discardmethod, we changedthe bandwidth between
ATM-SW1 and ATM-SW2. The remaining parameters
were set as describedin Sec. 3.3. The output of this
simulation was the effective throughputs of all
connectionsn the TCP layercorrespondingvith network
load. (Thereforethe throughputis tendto be small when
networkloadis small.)

Simulation1:

In this simulation, we checkedthe results of the
discussionn section3.4 on the effect of bandwidth.Since
the simulation model was originally an asymmetrical
congestiormode| the cwnd of eachconnectiorwasvaried.
In addition we changedhe PCR in this simulation. The
numberof combinationsof serversandclientswas either
10. We usedfour simulationmodels.The PCRsof all the
connectionswere 1.5, 6, or 10 Mbps in first three
simulations.In the last simulation,the PCRswere each
1.5 Mbps for four connections,6 Mbps for three
connections,and 10 Mbps for three connections.The
end-to-endink delayof all the connectionsvas 1ms, and
the TCP packet size was 1500 bytes, for all the
connectionsThe buffer sizewas 30000r 6000cells. The
resultsof the simulationareshownFigs. 5-1 to Fig. 5-8.

Simulation2:

In this simulation, we checked the results of the
discussiorin section3.4 on the effect of packetsize. The
simulationmodelusedTCP packetswhosesizewas 500

bytes andB is 3000cells The othemparametersvereall the
sameasin simulationl. Theresuls of the simulationare
shownin Figs. 6-1to 6-3.

Simulation3:

In this simulation, we checkedthe results of the
discussionin section3.4 on the effect of end-to-endink
delay. The size of TCP packetswas 1500 bytes, which
wasthe samein all the connections.n this simulation,
theend-to-endink delayof all the connectionsvas varied
from O (=0 km) to 5 ms (=1000km). ThePCRof all the
connectionswas 6 Mbps andB is 3000cells.The other
parameterswere all the sameas in simulation 1. The
resultsof the simulationareshownin Fig. 7.

Simulation4:

In this simulation, we checkedthe results of the

discussionin section3.4 on the effect of the calculation
precision.We setNvc to avaluethat wasvariedfrom 5%
to 6000%o0f the numberof activeVCs. In this model,the
numberof combinationsbetweenserversandclients was
50. ThePCRof all theconnectionsvas6 MbpsandB is
6000cells.The other parametersvere all the sameas in
simulations 1. Fig. 8-1 shows the results of the
simulationwhen the calculated\Nvc was smaller (80%,
10%, 5%) than the realnumberof activeVCs. Figure8-2
showsthe resuls whenit waslarger(130%,160%,300%,
600%,3000%,6000%)
Ai11 We alsoperformedampthersimulationto check
CCDr's toleranceto the numberof VC connections.The
numberof combinationsbetweenserversandclients was
variedfrom 10 to 100. In this model, the PCR of all the
connectiorwas 6 Mbps andandB is 6000cells, All the
other parametersvere the sameas in simulation1. The
resultsof the simulationareshownin Fig. 8-3.

4.2 Resultsanddiscussion

Simulation1:

Theresuls of this simulationwerealmostthe same
asthediscussionin section3.4. Thethroughputof CCD
was bestin almostall of the simulationmodels. It was
particularlygoodin the modelwherePCR waslessthan6
Mbps. This is becausecell-interleaving can be easily
obtainedin an ATM switch by lowering PCR. It is
noteworthythat whenthe networkloadwas1.25in Figs.
5-1, 5-3, and5-5, thethroughputof TLD wasvery large.
Onereasonis thatin TLD, thebuffer canfully utilize the
cell buffer, but CCD andEPD cannot.The secondreason
is that cell discardingby TLD happensonly on limited
connectionrepeatedly.This can be understoodirom the
fairessindex [5] of CCD, EPD, DFF, andTLD in the
model described in Table 1. Therefore, the other
connectionsan sendcells without cell discarding,so the
throughputof all the connectionss relatively high.

Simulation2:
From the Fig.6-1 — 6-3,whenTCP packetsize is
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500 bytes, thethroughputof all the method is lowerthan
that of Simulation 1 wherethe TCP packetsizeis 1500
bytes,becaus®f the overheadf the TCP headerBut the

size of the decreasein CCD throughputis small as

discussedn section3.4 In the mixedmodel (Fig.6-4) the

throughputis intermediatebetweenin the casesn which

the packetsizeis 1500and500 bytes. This is becaus¢he

throughputfor the formermakes up for the latter.

Simulation3:

From Fig. 7, the throughput of CCD is best
regardes®f RTT, andthetrend of CCD’s throughputis
almostthe sameas that discusseéh section3.4. This is
becausavhen the end-to-endink delay is small thereare
many buffer overflows in the ATM switch’s buffer, but
CCD can prevent TCP timeout to some degree, as
discussedn section3.4. Whenthe endto-endlink delayis
large, the effect of discardingcells from the front of the
buffer is small. Therefore, the throughput of DFF
becomesmall. However,the throughputof CCD is still
largeirrespectiveof the discussionn section3.4, because
of the effectof preventingcell discardingduring Tt.

Simulation4:

Fromtheresuls shownin Fig. 8-1, we cansay that
CCD is very robustwhen the calculatedNvc is smaller
thanthe actualnumberof active VCs, irrespectiveof the
discussionin section3.4. This is becausén this model
the time to start sendingpacketis varied. Therefore,the
sizeof cwndof all theconnectionsn thecaseof CCD is
variedandthe ratio of cells in the switch’s buffer which
belongto a particularVC is varied. As a result, we can
concludethat CCD discardg mainly cellsthatbelongto the
connectionsvherethe sizeof cwndis very large.In a real
network the sizes of cwnds are always varied and the
behavior of the throughput appliesto this simulation
model.But in somerare casesvherethe cwnd of all the
activeconnectionss the same thethroughputof CCD is
smaller than that in this simulation, as discussedin
section3.4.

Fromtheresuls shownin Fig. 8-2, we cansaythat
CCD is very robust when the calculatedNvc is much
largerthanthe actualnumberof active VCs, as discussed
in section3.4. When Nvc is 3000% of the active VCs,
CCD brings about2 or 3-packetdiscarding,which may
leadsto TCP timeout. Therefore,the throughputof CCD
is reducedn somecasesWhenCCD is 6000%,it brings
about 3-packetdiscarding, which almost leadsto TCP
timeout. Therefore,the throughputis worsethanEPD in
every case.But overall, this simulation proves CCD’s
robustnessvith respecto Nvc.

Fromtheresuls shownin Fig. 8-3, we cansaythat
thethroughputof CCD is bestregardlessf the numberof
activeconnections.

5. Conclusion
We haveproposed new methodof discardingcells
when an ATM switch becomescongested.To prevent

TCPtimeout, cell discardingis suspendedbr a specified
time. To preventbuffer overflow while cell discardingis
suspendedthe queuelength is minimizedby outputting
the packetsfollowing the discardegacketquickly; this is
doneby discardingcellsfrom the front of the buffer.
Throughcalculationandsimulation, we found that using
CCDrresultsin higherthroughputthan usingan ordinary
methodof cell discardingsuchasTLD, DFF, or EPDin a
TCP-over-UBR network even though CCD does not
considerTCP packetsizeor boundariesln addition,CCD
is robustagainstthangesn the any congestiormodek.
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CCD |EPD |DFF |TLD
Fig.6-1| 0.99| 0.84[ 0.90 0.84
Fig.6-3| 0.95| 0.96[ 0.99 0.8]
Fig.6-5| 0.97| 0.95[ 0.95 0.81
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