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Abstract—In Data mining and Knowledge Discovery hidden 
and valuable knowledge from the data sources is discovered. 
The traditional algorithms used for knowledge discovery are 
bottle necked due to wide range of data sources availability. 
Unbalanced dataset learning is a new paradigm of machine 
learning which has applicability in real time, since all the 
datasets of real time are of unbalanced in nature. This paper 
presents an updated literature survey of current methods for 
constructing classification models for imbalanced datasets. 
The paper suggests a unified framework for recent 
developments and describes the benchmark datasets and 
methodologies. 
 
Index Terms— Classification, class imbalance, under-
sampling, over-sampling, Class Imbalance Learning (CIL) 
 
1. Introduction  
 In Machine Learning community, and in Data Mining 
works, Classification has its own importance. 
Classification is an important part and the research 
application field in the data mining [1]. With ever-
growing volumes of operational data, many organizations 
have started to apply data-mining techniques to mine 
their data for novel, valuable information that can be used 
to support their decision making [2]. Organizations make 
extensive use of data mining techniques in order to define 
meaningful and predictable relationships between objects 
[3]. Decision tree learning is one of the most widely used 
and practical methods for inductive inference [4]. This 
paper presents an updated survey of various decision tree 
algorithms in machine learning. It also describes the 
applicability of the decision tree algorithm on real-world 
data. 
 
The rest of this paper is organized as follows. In Section 
2, we presented the basics of data mining and 
classification. In Section 3, we present the imbalanced 
data-sets problem, and In Section 4 we present the 
various evaluation criteria’s used for class imbalanced 
learning. In Section 6, we presented updated survive of 

class imbalance learning methods. Finally, in Section 
7,we make our concluding remarks.  
 
2. Data Mining 
Data Mining is the analysis of (often large) observational 
data sets to find unsuspected relationships and to 
summarize the data in novel ways that are both 
understandable and useful to the owner [5]. There are 
many different data mining functionalities. A brief 
definition of each of these functionalities is now 
presented. The definitions are directly collated from [6]. 
Data characterization is the summarization of the general 
characteristics or features of a target class of data. Data 
Discrimination, on the other hand, is a comparison of the 
general features of target class data objects with the 
general features of objects from one or a set of contrasting 
classes. Association analysis is the discovery of 
association rules showing attribute value conditions that 
occur frequently together in a given set of data.  
 
Classification is an important application area for data 
mining. Classification is the process of finding a set of 
models (or functions) that describe and distinguish data 
classes or concepts, for the purpose of being able to use 
the model to predict the class of objects whose class label 
is unknown. The derived model can be represented in 
various forms, such as classification rules, decision trees, 
mathematical formulae, or neural networks. Unlike 
classification and prediction, which analyze class-labeled 
data objects, clustering analyzes data objects without 
consulting a known class label.  
Outlier Analysis attempts to find outliers or anomalies in 
data. A detailed discussion of these various functionalities 
can be found in [6]. Even an overview of the 
representative algorithms developed for knowledge 
discovery is beyond the scope of this paper. The interested 
person is directed to the many books which amply cover 
this in detail [5], [6].  
 
2.1. The Classification Task  
Learning how to classify objects to one of a pre-specified 
set of categories or classes is a characteristic of 
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intelligence that has been of keen interest to researchers 
in psychology and computer science. Identifying the 
comm  characteristics of a set of objects that are 
representative of their class is of enormous use in 
focusing the attention of a person or computer program. 
For example, to determine whether an animal is a zebra, 
people know to look for stripes rather than examine its 
tail or ears. Thus, stripes figure strongly in our concept 
(generalization) of zebras. Of course stripes alone are not 
sufficient to form a class description for zebras as tigers 
have them also, but they are certainly one of the 
important characteristics. The ability to perform 
classification and to be able to learn to classify gives 
people and computer programs the power to make 
decisions. The efficacy of these decisions is affected by 
performance on the classification task.  
 
In machine learning, the classification task described 
above is commonly referred to as supervised learning. In 
supervised learning there is a specified set of classes, and 
example objects are labeled with the appropriate class 
(using the example above, the program is told what a 
zebra is and what is not). The goal is to generalize (form 
class descriptions) from the training objects that will 
enable novel objects to be identified as belonging to one 
of the classes. In contrast to supervise learning is 
unsupervised learning. In this case the program is not 
told which objects are zebras. Often the goal in 
unsupervised learning is to decide which objects should 
be grouped together—in other words, the learner forms 
the classes itself. Of course, the success of classification 
learning is heavily dependent on the quality of the data 
provided for training—a learner has only the input to 
learn from. If the data is inadequate or irrelevant then the 
concept descriptions will reflect this and misclassification 
will result when they are applied to new data.  
 
2.2. Decision Trees  
A decision tree is a tree data structure with the following 
properties:  

 Each leaf is labeled with the name of a class;  
 The root and each internal node (called a decision 

node) are labeled with the name of an attribute;  
 Every internal node has a set of at least two 

children, where the branches to the children are 
labeled with disjoint values or sets of values of 
that node's attribute such that the union of these 
constitutes the set of all possible values for that 
attribute. Thus, the labels on the arcs leaving a 
parent node form a partition of the set of legal 
values for the parent's attribute.  

A decision tree can be used to classify a case by starting at 
the root of the tree and moving through it until a leaf is 
reached [7]. At each decision node, the case's outcome for 
the test at the node is determined and attention shifts to 
the root of the sub-tree corresponding to this outcome. 
When this process finally (and inevitably) leads to a leaf, 

the class of the case is predicted to be that labeled at the 
leaf.  
 
2.3. Building Decision Trees  
Every successful decision tree algorithm (e.g. CART [8], 
ID3 [9], C4.5 [7]) is an elegantly simple greedy 
algorithm:  

i. Pick as the root of the tree the attribute whose values 
best separate the training set into subsets (the 
best partition is one where all elements in each 
subset belong to the same class);  

ii. Repeat step (i) recursively for each child node until a 
stopping criterion is met.  

Examples of stopping criteria are:  
 Every subset contains training examples of only 

one class;  
 The depth of the tree reaches a predefined 

threshold;  
 Lower bound on the number of elements that must 

be in a set in order for that set to be partitioned 
further is reached (CART [8], C4.5 [7]).  

The dominating operation in building decision trees is the 
gathering of histograms on attribute values. As mentioned 
earlier, all paths from a parent to its children partition the 
relation horizontally into disjoint subsets. Histograms 
have to be built for each subset, on each attribute, and for 
each class individually. 
3. Problem of Imbalanced Datasets 
A dataset is class imbalanced if the classification 
categories are not approximately equally represented. The 
level of imbalance (ratio of size of the majority class to 
minority class) can be as huge as 1:99[10]. It is 
noteworthy that class imbalance is emerging as an 
important issue in designing classifiers [11], [12], [13]. 
Furthermore, the class with the lowest number of 
instances is usually the class of interest from the point of 
view of the learning task [14]. This problem is of great 
interest because it turns up in many real-world 
classification problems, such as remote-sensing [15], 
pollution detection [16], risk management [17], fraud 
detection [18], and especially medical diagnosis [19]–
[22]. 
 
There exist techniques to develop better performing 
classifiers with imbalanced datasets, which are generally 
called Class Imbalance Learning (CIL) methods. These 
methods can be broadly divided into two categories, 
namely, external methods and internal methods. External 
methods involve preprocessing of training datasets in 
order to make them balanced, while internal methods deal 
with modifications of the learning algorithms in order to 
reduce their sensitiveness to class imbalance [23]. The 
main advantage of external methods as previously pointed 
out, is that they are independent of the underlying 
classifier. In this paper, we are laying more stress to 
propose an external CIL method for solving the class 
imbalance problem. 
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4. Data Balancing Techniques 
Whenever a class in a classification task is 
underrepresented (i.e., has a lower prior probability) 
compared to other classes, we consider the data as 
imbalanced [24], [25]. The main problem in imbalanced 
data is that the majority classes that are represented by 
large numbers of patterns rule the classifier decision 
boundaries at the expense of the minority classes that are 
represented by small numbers of patterns. This leads to 
high and low accuracies in classifying the majority and 
minority classes, respectively, which do not necessarily 
reflect the true difficulty in classifying these classes. Most 
common solutions to this problem balance the number of 
patterns in the minority or majority classes.  
 
Either way, balancing the data has been found to alleviate 
the problem of imbalanced data and enhance accuracy 
[24],[25], [26]. Data balancing is performed by, e.g., 
oversampling patterns of minority classes either randomly 
or from areas close to the decision boundaries. 
Interestingly, random oversampling is found comparable 
to more sophisticated oversampling methods [26]. 
Alternatively, undersampling is performed on majority 
classes either randomly or from areas far away from the 
decision boundaries. We note that random undersampling 
may remove significant patterns and random 
oversampling may lead to over fitting, so random 
sampling should be performed with care. We also note 
that, usually, oversampling of minority classes is more 
accurate than undersampling of majority classes [26]. 
 
Re-sampling techniques can be categorized into three 
groups. Undersampling methods, which create a subset of 
the original data-set by eliminating instances (usually 
majority class instances); oversampling methods, which 
create a superset of the original data-set by replicating 
some instances or creating new instances from existing 
ones; and finally, hybrids methods that combine both 
sampling methods. Among these categories, there exist 
several different proposals; from this point, we only 
center our attention in those that have been used in under 
sampling. 
 

 Random undersampling: It is a non-heuristic 
method that aims to balance class distribution 
through the random elimination of majority class 
examples. Its major drawback is that it can 
discard potentially useful data, which could be 
important for the induction process.  

 Random oversampling: In the same way as 
random oversampling, it tries to balance class 
distribution, but in this case, randomly 
replicating minority class instances. Several 
authors agree that this method can increase the 
likelihood of occurring over fitting, since it 
makes exact copies of existing instances. 

 Hybrid Methods: In this hybrid method both 
undersampling and oversampling will be applied 

for the datasets so as to make it a balance 
dataset. 
 

The bottom line is that when studying problems with 
imbalanced data, using the classifiers produced by 
standard machine learning algorithms without adjusting 
the output threshold may well be a critical mistake. This 
skewness towards minority class (positive) generally 
causes the generation of a high number of false-negative 
predictions, which lower the model’s performance on the 
positive class compared with the performance on the 
negative (majority) class. A comprehensive review of 
different CIL methods can be found in [27]. The 
following two sections briefly discuss the external-
imbalance and internal-imbalance learning methods.  
 
The external methods are independent from the learning 
algorithm being used, and they involve preprocessing of 
the training datasets to balance them before training the 
classifiers. Different re-sampling methods, such as 
random and focused oversampling and undersampling, 
fall into to this category. In random undersampling, the 
majority-class examples are removed randomly, until a 
particular class ratio is met [28]. In random 
oversampling, the minority-class examples are randomly 
duplicated, until a particular class ratio is met [27]. 
Synthetic minority oversampling technique (SMOTE) 
[29] is an oversampling method, where new synthetic 
examples are generated in the neighborhood of the 
existing minority-class examples rather than directly 
duplicating them. In addition, several informed sampling 
methods have been introduced in [30].  
 
5. Evaluation Criteria’s for Class Imbalance 
Learning 
In this section, we follow a design decomposition 
approach to systematically analyze the different 
unbalanced domains.  
 
5.1. Evaluation Criteria 
To assess the classification results we count the number of 
true positive (TP), true negative (TN), false positive (FP) 
(actually negative, but classified as positive) and false 
negative (FN) (actually positive, but classified as 
negative) examples. It is now well known that error rate 
is not an appropriate evaluation criterion when there is 
class imbalance or unequal costs. In this paper, we use 
AUC, Precision, F-measure, TP Rate and TN Rate as 
performance evaluation measures.  
 
Let us define a few well known and widely used measures 
for C4.5[7] as the baseline classifier with the most 
popular machine learning publicly available datasets at 
Irvine [31]: 
 
Apart from these simple metrics, it is possible to 
encounter several more complex evaluation measures that 
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have been used in different practical domains. One of the 
most popular techniques for the evaluation of classifiers 
in imbalanced problems is the Receiver Operating 
Characteristic (ROC) curve, which is a tool for 
visualizing, organizing and selecting classifiers based on 
their tradeoffs between benefits (true positives) and costs 
(false positives). 
 
The most commonly used empirical measure; accuracy 
does not distinguish between the numbers of correct 
labels of different classes, which in the framework of 
imbalanced problems may lead to erroneous conclusions. 
For example a classifier that obtains an accuracy of 90% 
in a dataset with a degree of imbalance 9:1, might not be 
accurate if it does not cover correctly any minority class 
instance. 

 
 
 
 

 
 
Because of this, instead of using accuracy, more correct 
metrics are considered.  A quantitative representation of a 
ROC curve is the area under it, which is known as AUC. 
When only one run is available from a classifier, the AUC 
can be computed as the arithmetic mean (macro-average) 
of TP rate and TN rate: 
 
The Area under Curve (AUC) measure is computed by, 

 
 
 
Or  

 
 
 

On the other hand, in several problems we are especially 
interested in obtaining high performance on only one 
class. For example, in the diagnosis of a rare disease, one 
of the most important things is to know how reliable a 
positive diagnosis is. For such problems, the precision (or 
purity) metric is often adopted, which can be defined as 
the percentage of examples that are correctly labeled as 
positive: 
 
The Precision measure is computed by, 

FPTP
TPecisionPr

 

  
 
The F-measure Value is computed by, 

 
 
 

To deal with class imbalance, sensitivity (or recall) and 
specificity have usually been adopted to monitor the 
classification performance on each class separately. Note 
that sensitivity (also called true positive rate, TP rate) is 
the percentage of positive examples that are correctly 
classified, while specificity (also referred to as true 
negative rate, TN rate) is defined as the proportion of 
negative examples that are correctly classified: 
 
The True Positive Rate measure is computed by, 
 

FNTP
TPveRateTruePositi

 
 
The True Negative Rate measure is computed by, 

 
FPTN

TNveRateTrueNegati
 

 
 
5.2. Benchmark datasets used in Class imbalance 
Learning 
Table 1 summarizes the benchmark datasets used in 
almost all the recent studies conducted on class imbalance 
learning. The details of the datasets are given in table 1. 
For each data set, the number of examples (#Ex.), number 
of attributes (#Atts.), class name of each class (minority 
and majority) and IR is given. This table is ordered by the 
IR, from low to high imbalanced data sets. 

 
TABLE 1 

SUMMARY OF BENCHMARK IMBALANCED DATASETS 

 
 
The imbalance ratio (IR) is obtained by dividing the 
number of positive samples over the number of negative 
samples. A dataset is termed balance if the imbalance 
ratio is one.  
 
6. Recent Advances on Class Imbalance Learning 

2
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Currently, the research in class imbalance learning 
mainly focuses on the integration of imbalance class 
learning with other AI techniques. How to integrate the 
class imbalance learning with other new techniques is one 
of the hottest topics in class imbalance learning research. 
There are some of the recent research directions for class 
imbalance learning as follows: 
A comprehensive review of different CIL methods can be 
found in [32]. The following two sections briefly discuss 
the external-imbalance and internal-imbalance learning 
methods. The external methods are independent from the 
learning algorithm being used, and they involve 
preprocessing of the training datasets to balance them 
before training the classifiers. Different re-sampling 
methods, such as random and focused oversampling and 
under-sampling, fall into to this category. In random 
under-sampling, the majority-class examples are removed 
randomly, until a particular class ratio is met [33]. In 
random oversampling, the minority-class examples are 
randomly duplicated, until a particular class ratio is met 
[32]. Synthetic minority oversampling technique 
(SMOTE) [34] is an oversampling method, where new 
synthetic examples are generated in the neighborhood of 
the existing minority-class examples rather than directly 
duplicating them. In addition, several informed sampling 
methods have been introduced in [35]. 
 
In [36] authors have proposed a minority sample method 
based on k-means clustering and genetic algorithm. The 
proposed algorithm works in two stages, in the first stage 
k-means clustering is used to find clusters in the minority 
set and in the second stage genetic algorithm is used to 
choose the best minority samples for re-sampling. 
Classifier ensemble techniques can also be efficiently 
used for handling the problem of class imbalance 
learning. In [37] authors have proposed another variant of 
clustering-based sampling method for handling class 
imbalance problem. In [38] authors have proposed a pure 
genetic algorithm based sampling method for handling 
class imbalance problem. Evolutionary algorithms are 
also of great use for handling the problem of class 
imbalance. In [39] authors have proposed evolutionary 
method of nested generalized exemplar family which uses 
Euclidean n-space to store objects when computing 
distances to the nearest generalized exemplar. This 
method uses evolutionary algorithm for selection of most 
suitable generalized exemplars for re-sampling. In [40] 
authors have proposed an evolutionary cooperative 
competitive strategy for the design of radial-basis function 
networks CO2RBFN by using evolutionary cooperative 
competitive technique with radial-basis function on 
imbalanced datasets. In CO2RBFN framework where an 
individual of population represents only a part of the 
solution, competing to survival and at the same time 
cooperating in order to build the whole RBFN, which 
achieves good generalization for new patterns by 
representing the complete knowledge about the problem 
space.      

 
In [41] authors have proposed a dynamic classifier 
ensemble method (DCEID) by ensemble technique with 
cost sensitive learning. A new cost-sensitive measure is 
proposed to combine the output of ensemble classifiers.  A 
comparative analysis of external and internal methods for 
handling class imbalance learning is conducted [42].  The 
results of analysis are to study deeply about data intrinsic 
properties for proposal of data shifting and data 
overlapping. In [43] authors have given suggestion for 
applying gradient boosting and random forest classifier 
for better performance on class imbalanced datasets. In 
[44] authors have introduced a new hybrid 
sampling/boosting algorithm, called RUSBoost from its 
individual component AdaBoost and SMOTEBoost, 
which is another algorithm that combines boosting and 
data sampling for learning from skewed training data. In 
[45] authors have proposed a max-min technique for 
extracting maximum negative features and minimum 
positive features for handling the problem of class 
imbalance datasets for binary classification. The proposed 
two models which can do the max-min extraction of 
features have been implemented simultaneously thereby 
producing effective results. The application of fuzzy rule 
based technique for handling class imbalance datasets is 
proposed as Fuzzy Rule Based Classification Systems 
(FRBCSs) [46] and Fuzzy Hybrid Genetic Based Machine 
Learning (FH-GBML) algorithm [47]. These fuzzy based 
algorithmic approaches had also shown a good 
performance in terms of metric learning. 
 
 In [48] authors have proposed to deal the imbalanced 
datasets by using preprocessing step with fuzzy rule based 
classification systems by application of an adaptive 
inference system with parametric conjunction operators. 
In [49] authors have proposed the applicability of K-
Nearest Neighbor (k-NN) classifier to investigate the 
performance on class imbalanced datasets. In [50] authors 
have conducted a systematic study to investigate the 
effects of different classifiers with different re-sampling 
strategies on imbalanced datasets with different 
imbalance ratios. 
 
Gangs Wuet al. [51] have proposed a kernel-boundary-
alignment algorithm for handling class distribution 
imbalance problem. The proposed model improved on 
prediction accuracy of SVMs which is sensitivity to class 
boundaries. Zhao Zhang et al. [52] have proposed two 
novel multimodal nonlinear methods known as semi-
supervised Laplacian Eigenmaps (S2LAE) and semi-
supervised Locally Linear Embedding (S2LLE) for 
marginal manifold visualization.  The pair wise 
constraints of cannot-link and must-link are used to 
induce neighborhood graph. Zhi-Hua Zhouet al. [53] 
have proposed two novel methods known as hard-
ensemble (hard voting) and soft-ensemble (soft voting) 
using the concept of threshold moving. Threshold moving 
tries to move the output threshold towards inexpensive 
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classes so that examples with lower costs will be easy to 
misclassify and examples with higher cost will be difficult 
to misclassify.  One of the limitations of this approach is 
that the cost of all the examples has to be provided 
explicitly. Jing Li et al. [54] have proposed a naïve 
approach for general optimal router query which can be 
efficiently applied for large datasets. This approach is 
motivated to avoid repeated computation for general 
query generation by using two different methodologies 
using backward search and forward search.  They also 
used their proposed methods for answering a variant of 
optimal route queries.   
 
Hanjiang Lai et al. [55] have proposed a sparse learning 
to rank problem using an fenchel and primal duality 
perspective. The proposed learning strategy efficiently 
addresses the optimization problem for information 
retrieval. One of the limitation of the proposed model is it 
can be only efficiently implemented on the ranking 
models which are constrained to be with few nonzero 
constraints. Le Xu et al.[56] have proposed a power 
distribution systems using fuzzy classification algorithm 
introduced by Ishibuchi et al.[57] to alleviate the effect of 
imbalanced data constitution, is applied to Duke Energy 
outage data for distribution fault cause identification. 
Steven Euijong Whang et al. [58] has proposed an Entity 
Resolution method pay-as-you-go for finding the 
matching records by using hints. One of the advantage of 
the proposed method is it uses limited amount of work for 
identifying matching records. The proposed learning 
strategy also solves the problem of tolerating any entity 
resolution processing for large amount of times. MdNasir 
et al. [59] has proposed a class imbalance algorithm 
which works by resorting to stochastic gradient 
algorithm. One of the strength of the proposed algorithm 
is the applicability of statistical techniques for handling 
the uneven class distribution. Xuan Li et al. [60] have 
proposed a graph-based ranking method for retrieving the 
similar type of documents by using salience of the 
sentences in the current documents. The proposed 
approach handled the problem of proper document 
summarization by using the manifold and large-margin 
constraint ranking. Due to the limitation of being an NP-
hard problem only approximation methods had been 
proposed with polynomial time complexity. Xu-Ying 
Liuet al. [61] has proposed two ensemble techniques 
known as Easy Ensemble and Balance Cascade. In the 
first proposed approach several subsets samples from the 
majority class are prepared and trains a learner using 
each of them, and combines the outputs of those learners. 
The second proposed approach trains the learners 
sequentially, where in each step, the majority class 
examples that are correctly classified by the current 
trained learners are removed from further consideration. 
One of the limitations of the both proposed approach are 
the increase in the overall complexity. 
Kelvin Sim et al. [62] have proposed a clustering 
framework CAT seeker which works on 3d subspaces 

from proper clustering of biological datasets using 
domain specific knowledge of datasets with parameter 
insensitivity and singular value decomposition. The 
proposed approach solved the problem of wrong threshold 
setting and reduced clustering quality. Haiying Cao et al. 
[63] have proposed adual-input nonlinear model based on 
a real-valued Volterra series for compensation of the 
nonlinear frequency-dependent I/Q imbalance. Le Xuet 
al. [64] have proposed a supervised algorithm known as 
artificial immune recognition system (AIRS). The 
problem of data imbalance is handled in duke energy 
outage dataset using three major causes (tree, animal, and 
lightning) as prototypes. Shan-Hung Wu et al. [65] have 
developed an extension of SVM known as asymmetric 
SVM (ASVM) for reducing cost of false predictions from 
different classes. The main objective of the proposed 
ASVM is to allow user tolerance on false-positive rate as 
specified by the user. One of the strength of ASVM is that 
it can increase the accuracy of the overall model with 
improved training time. David P. Williams et al. [66] 
have proposed an infinitely imbalanced logistic regression 
(IILR) algorithm for handling the problem of class 
imbalance specifically for remote-sensing classification 
problems. One of the advantages of the proposed 
algorithm is the formulation strategy used for explicitly 
handling the class imbalance problem efficiently.  
 
Jisu Oh et al. [67] have developed a predictive as well as 
reactive method for data-intensive real-time applications. 
The model is predictive in terms of having efficient 
capability for providing data-services for real-time 
applications and reactive in terms of adjusting load 
bounds for dynamically varying work load. One of the 
limitation of this model is it trades off reactivity for 
predictive and vice versa. Chris Seiffert et al. [68] have 
presented comprehensive study different data-mining 
techniques for handling class imbalance problem 
specifically for software–quality assurance. The efficient 
applicability of data sampling and boosting algorithms for 
high-assurance systems is one of the strengths of the 
study. Y. S. Ihnet al. [69] have developed an adaptive 
dynamic rotor balance scheme, which is of great worth. 
The use of least mean squares algorithm for the 
formulation of the control law has improved the 
robustness of the imbalance correction and improved 
manufacturing yields. Yangqiu Song et al. [70] have 
proposed hidden Markov random field (HMRF) using 
exception maximization (EM) algorithm for optimization 
of the algorithm.  The proposed algorithms had couple of 
variants using automatic construct document constraint 
and automatic construct word document constraint for 
unsupervised learning.  
Junfeng Pan et al. [71] have proposed a staged framework 
for data preprocessing to support data mining. The 
proposed framework pushes the cost sensitivity and data 
imbalance of customer retention data into the data 
preprocessing itself. One of the strength of the framework 
is the applicability in the field of customer churning or 
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attrition for the industries. Chris Seiffert et al. [72] have 
developed a couple of new hybrid algorithms known as 
RUSBoost and SMOTEBoost. The first algorithm uses 
data sampling techniques to minimize the problem of 
class imbalance. The second algorithm combines both 
boosting and data sampling techniques to solve the 
problem of class imbalance. Rukshan Batuwita et al. [73] 
have a present FuzzySVMs (FSVMs) is a variant of the 
SVM algorithm, which has been proposed to handle the 
problem of outliers and noise. In FSVMs, training 
examples are assigned different fuzzy-membership values 
based on their importance, and these membership values 
are incorporated into the SVM learning algorithm to 
make it less sensitive to outliers and noise.  
 
In [74] Taghi M. Khoshgoftaar et al. This study presents 
a comprehensive empirical investigation using neural 
network algorithms to learn from imbalanced data with 
labeling errors. In particular, the first component of our 
study investigates the impact of class noise and class 
imbalance on two common neural network learning 
algorithms, while the second component considers the 
ability of data sampling (which is commonly used to 
address the issue of class imbalance) to improve their 
performances. In [75], Taghi M. Khoshgoftaar et al. 
authors presented algorithms include SMOTEBoost, 
RUSBoost, Exactly Balanced Bagging, and Roughly 
Balanced Bagging, combine boosting or bagging with 
data sampling to make them more effective when data are 
imbalanced. 
Mikel Galaret al. [76] have given a review of the state of 
the art on ensemble techniques in the framework of 
imbalanced data-sets, with focus on two-class problems. 
They also presented propose a taxonomy for ensemble-
based methods to address the class imbalance where each 
proposal can be categorized depending on the inner 
ensemble methodology in which it is based. Shuo Wanget 
al. [77] have given a brief overview of ensemble 
techniques used for class imbalance learning. The study 
also focuses on class imbalance of single and multi-class.  
Shuo Wanget al. [78] have studied the challenges posed 
by the multiclass imbalance problems and investigate the 
generalization ability of some ensemble solutions. The 
authors also proposed a novel algorithm AdaBoost.NC, 
with the aim of handling multiclass imbalance problem. 
The proposed algorithm uses multi-majority and multi-
minority concepts on basic re-sampling techniques.    
 
Urvesh Bhowanet al. [79] have proposed ensemble of 
genetic program classifiers using Multi-objective Genetic 
Programming (MOGP) approach to handle class 
imbalance problem. The evolved ensembles comprise of 
non-dominated solutions in the population where 
individual members vote on class membership. One of the 
limitations of this model is to develop an effective fitness 
evaluation strategy in the underlying MOGP algorithm to 
evolve good ensemble members. Nicolás García-Pedraja 
et al. [80] have a presented a new approach to dealing 

with the class-imbalance problem that is scalable to data 
sets with many millions of instances and hundreds of 
features. This proposal is based on the divide-and-
conquer principle combined with application of the 
selection process to balanced subsets of the whole data 
set. This divide-and-conquer principle allows the 
execution of the algorithm in linear time. Furthermore, 
the proposed method is easy to implement using a parallel 
environment and can work without loading the whole 
data set into memory. 
 
Hualong Yu et al. [81] have presented a skewed gene 
selection algorithm that introduces a weighted metric into 
the gene selection procedure. The extracted genes are 
paired as decision rules to distinguish both classes, with 
these decision rules then integrated into an ensemble 
learning framework by majority voting to recognize test 
examples; thus avoiding tedious data normalization and 
classifier construction. Urvesh Bhowan et al. [82] has 
presents a novel method that first converts the imbalanced 
binary-class data into balanced multiclass data and then 
builds a defect predictor on the multiclass data with a 
specific coding scheme. 
 
Obviously, there are many other algorithms which are not 
included in this literature. A profound comparison of the 
above algorithms and many others can be gathered from 
the references list. 
 
The bottom line is that when studying problems with 
imbalanced data, using the classifiers produced by 
standard machine learning algorithms without adjusting 
the output threshold may well be a critical mistake. This 
skewness towards minority class (positive) generally 
causes the generation of a high number of false-negative 
predictions, which lower the model’s performance on the 
positive class compared with the performance on the 
negative (majority) class. 
 
7. Conclusion 
In this paper, the state of the art methodologies to deal 
with class imbalance problem has been reviewed. This 
issue hinders the performance of standard classifier 
learning algorithms that assume relatively balanced class 
distributions, and classic ensemble learning algorithms 
are not an exception. In recent years, several 
methodologies integrating solutions to enhance the 
induced classifiers in the presence of class imbalance by 
the usage of evolutionary techniques have been presented. 
However, there was a lack of framework where each one 
of them could be classified; for this reason, a taxonomy 
where they can be placed has been taken as our future 
work. Finally, we have concluded that prominent based 
algorithms are the need of the hour for improving the 
results that are obtained by the usage of data 
preprocessing techniques and training a single classifier.  
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