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1 IntroductionAsynchronous Transfer Mode (ATM) has emerged as the technology of choice for broadbandnetworks. Together with the conventional Constant Bit Rate (CBR) and Variable Bit Rate(VBR) services supported in ATM Networks, a new service category called Available Bit Rate(ABR) has been recently introduced by the ATM Forum. Contrary to CBR and VBR, for whichthe service guarantees (e.g., delay, cell loss ratio, bandwidth) are negotiated at call set up timethrough admission control and bandwidth allocation, the ABR service guarantees a cell loss ratioonly to those connections whose source dynamically adapts its tra�c in accordance with feedbackreceived from the network. The introduction of ABR service has been motivated by the need ofsharing the available bandwidth among all active users, under tra�c generated by highly burstydata applications. Most of these applications cannot predict their own tra�c parameters at callset up time, thus an explicit guarantee of service at call set up time would be wasteful.Since ABR service is inherently closed-loop, the congestion control scheme used to dynamicallyregulate the cell generation process of each connection by providing feedback information from thenetwork is an integral part of ABR service. Congestion control for ABR service aims satisfyingthe following criteria: (i) maximal link utilization and rapid access to unused bandwidth, (ii)fair bandwidth allocation to each Virtual Connection (VC) and convergence to steady state, (iii)robustness against losses/errors in control information and against misbehaving users, and (iv)scalability with large number of VCs and network nodes. Although, the ABR standard does notrequire the cell transfer delay and cell loss ratio to be guaranteed or minimized, it is desirable forswitches to minimize the delay and loss as much as possible.The de�nition of the congestion control mechanism for ABR service has become the focus ofthe recent activities of the ATM Forum. Several mechanisms have been proposed [12, 8, 13, 14,15, 17] and can be classi�ed into two categories: credit-based and rate-based. The ATM Forum hasadopted rate-based schemes as the standard for congestion control of ABR service. Rate basedschemes, as the name implies, use feedback information from the network to control the rate atwhich each source can emit cells into the network. The control information is conveyed to theendpoints through special control cells called Resource Management (RM) cells, whose format hasbeen de�ned by the ATM Forum. The Forum has also speci�ed source and destination behaviors,2



while the behavior at the switches is left to the switch manufacturers.The rate based schemes can be broadly divided into two categories: (i) Binary Controlschemes, and (ii) Explicit Rate schemes (ER). Several binary control schemes have been proposedand the ATM Forum has accepted Enhanced Proportional Rate Control Algorithm (EPRCA) [9, 8]as the recommended algorithm for the switch behavior. In this paper, we propose a new binarycontrol algorithm, called Max-Min Rate Control Algorithm (MMRCA), which is fully compati-ble with the existing ATM standard (i.e., uses the same RM cells, and source and destinationbehavior speci�ed by the standard). The MMRCA scheme di�ers from the EPRCA scheme inthat it uses minimum and maximum rate of all active connections to select which connectionsshould be forced to decrease their rate during congestion. It also uses a congestion detectionmechanism to quickly react to changing tra�c conditions, and prevent potential congestion byintelligently regulating selected connections. The MMRCA scheme converges to the same equalshare for all connections as EPRCA, but achieves faster convergence time. The new scheme alsorequires smaller bu�er sizes at the switches, and higher link utilization than the EPRCA scheme.The MMRCA scheme has signi�cantly lower hardware complexity than EPRCA and other exist-ing rate based schemes, since it avoids the computation of the average rate for all connections,and eliminates the need for 
oating point division at the switch. The proposed scheme can beextended to implement ER schemes with low hardware complexity.The rest of the paper is organized as follows. In Section 2, we review existing rate basedcongestion control schemes and in Section 3, we discuss the Enhanced Proportional Rate ControlAlgorithm (EPRCA), accepted by ATM Forum. In Section 4, we introduce the Max-Min RateControl Algorithm (MMRCA). In Section 5, we present simulation results illustrating the per-formance characteristics of our scheme and the advantages over the EPRCA scheme. In Section6 we present some preliminary considerations to build Explicit Rate schemes on top of MMRCAand other future extensions of this work. Finally, Section 7 o�ers some concluding remarks.2 Rate-Based Control SchemesIn general rate-based approaches can be classi�ed into two categories: negative feedback schemesand positive feedback schemes. In negative feedback schemes the feedback information is con-3



veyed only when the network or the node falls into congestion. The negative feedback schemesare further divided, depending on the direction of the congestion noti�cation from the congestednode, into two approaches: Forward Explicit Congestion Noti�cation (FECN) schemes [2, 4]and Backward Explicit Congestion Noti�cation (BECN) schemes [3]. In FECN scheme, if anintermediate node (or switch) becomes congested, it will �rst convey information about the con-gested state to the destination, which will then notify the source of the congestion status. FECNschemes are based on end-to-end control, where the computation complexity of the congestioncontrol algorithms resides mostly in the end systems and the intermediate switches are releavedof this complexity. Usually, the control information is conveyed in the forward direction usingthe Explicit Forward Congestion Indicator (EFCI) state in the payload type identi�er (PTI) ofthe ATM cell.
backward RM cells

Src

Src SW

Des

DesSW

Data & forward RM cells

virtual
destination

virtual
source

SW

Figure 1: The top �gure shown the 
ow of data and control (RM) cells. The bottom �gureshows the segmentation of an intermediate node into virtual destination and virtual source.BECN [3] uses similar mechanism to FECN except that the congestion noti�cation is returneddirectly from the point of congestion to the source. Information about the state of the network,such as bandwidth availability, state of congestion, and impending congestion, is conveyed tothe source through special control cells called Resource Management (RM) Cells. ATM Forumhas adopted RM cell-based schemes to support congestion control under BECN mechanism. Thesource sends Forward RM cells periodically to the intermediate switches in the forward directions.During congestion, Backward RM cells are returned and sent back to source either from anintermediate switch or from the destination. In an extension of the scheme, any intermediate4



node can be divided into a virtual destination end system and virtual source end system as shownin Figure 1, and the RM cells can be sent back from the virtual destination nodes. BECN schemerequires more hardware in the switches than FECN scheme to detect and notify the source ofcongestion status. But BECN is more robust against faulty or noncompliant end systems becausethe network itself generates the congestion noti�cation. Similar to FECN scheme, the polarityof the feedback information from the network is negative for BECN scheme. In both FECN andBECN schemes, if the congestion noti�cation cells (RM cells) returning to the source experienceextreme congestion and are dropped by the network, then the overall network may collapse [7]due to congestion buildup. The reason is that every VC will attempt to reach the peak cell rateand overload the queues in the absence of returned RM cells.These potential catastrophic problems associated with negative feedback approaches led ATMForum to develop a more robust scheme based on positive feedback mechanisms. The positivefeedback schemes can be broadly classi�ed into two categories:� Binary Control Schemes [5, 6, 8], where the source rate is increased or decreased by a smallamount (either a �xed quantity or a function of current source rate); and� Explicit Rate Schemes [10, 13, 15], which compute explicitly the fair rate for each connectionand then provide each source with the rate at which it should transmit cells.The ATM Forum has de�ned RM cells to support both schemes, since RM cells can conveyrate information in the form of either a single bit or a 
oating point number representing theexact rate.1 In this paper we are mostly interested in Binary Control schemes since they are veryattractive because of their simple implementation and reasonably good performance characteris-tics; Even though explicit rate schemes o�er higher performance, they are considered expensivetechniques with current hardware technology. Furthermore, the explicit rate schemes that havebeen proposed are built on top of binary control schemes.We give a brief overview of some of the binary control schemes that are proposed in ATMForum and the problems associated with such approaches. Recently Roberts et al [5] have pro-posed Proportional Rate Control Algorithm (PRCA), which eliminates the possibility of networkcollapse due to loss of control information. In the PRCA scheme a source only increases its cell1Appendix A lists some relevant �elds of RM cell. 5



rate when it receives an explicit positive indication from the destination or from any intermediateswitch in the network. In the absence of positive indication the source will continually reduce itscell rate.2 Also the destination and the switch nodes can send an explicit indication to decreasethe source rate. This scheme is referred as proportional rate control algorithm because the incre-ments and decrements in the cell rate of each connection are proportional to the current cell rate.However, the PRCA still su�ers from problems such as the \beat down" problem [6] (also knownas feedback starvation). Since each source of active connections that go through many congestedlinks/switches has less opportunity to receive positive feedback than sources of connections thattraverse fewer links/switches. In certain circumstances, once one of the feedback-starved sourcesdecreases its cell rate to the minimum rate (MCR), it may likely remain at that rate inde�nitely.Thus, fairness among connections cannot be achieved.
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Rate Control Algorithm (EPRCA), based on intelligent marking, has been proposed [8, 11], andadopted by the Forum. Section 3 below provides a complete description of the EPCRA approach.3 Enhanced Proportional Rate Control Algorithm (EPRCA)In this section we describe the EPRCA scheme, which is the recommended binary control schemein the ATM Forum. EPRCA is an improved version of PRCA scheme to achieve better fairnessamong connections by sending congestion indication selectively to particular sources rather thanto all sources.3 The \beat down" problem was removed in EPRCA by selectively reducing therate of source with large cell transmission rate. For implementing this mechanism, the EPRCAscheme maintains the mean of all connection rates (MACR) and then selectively reduces thesource rates greater than the mean value. However, computation of the mean requires a 
oatingpoint division, which increases the hardware complexity of the switch. Also the EPRCA schemeexperiences large convergence times and bu�er sizes, because there is only one threshold level (i.e.,the value of the mean); thus, under congestion, all connections whose rate is above the mean areforced to decrease their rates equally, irrespective of their rates. In order to reduce the hardwarecomplexity, it has been proposed to approximate the mean value using an exponential averagingtechnique [8], which requires only addition and shift operations. Since this approximation is farfrom accurate, and the performance of the intelligent marking approach depends very much onthe value of theMACR threshold value, the approximate scheme actually allocates bandwidth tothe connections unfairly. We have observed that the performance results for the EPRCA schemewith approximate MACR calculations are much worse than with exact MACR calculations.nevertheless, in this paper we compare our scheme with the more e�ective EPRCA that usesexactMACR computation. We now discuss in detail both the proposed switch behavior and theend system behavior under the EPRCA scheme.3.1 Switch BehaviorAs mentioned above, the control information is exchanged between end systems and the interme-diate switches using a special cell called RM (Resource Management) cell. The source periodically3Except for some modi�cations required to incorporate new features, EPRCA preserves backward compatibilitywith PRCA. 7



sends a forward RM cell every NRM data cells. When the destination receives the forward RMcell, it returns the RM cell to the source as a backward RM cell with appropriate congestioninformation marked. RM cells contain a CI (Congestion Indication) bit that is used to carrycongestion information to the source. The intermediate switches notify the source of congestionby marking the CI bit in the RM cells. If the CI bit is set then the intermediate switches arenot allowed to reset CI bit as it could have been set by other nodes downstream. RM cells alsocontain a No Increase (NI) bit that is used to prevent the source from increasing its AllowedCell Rate (ACR). It is typically used by intermediate switches when impending congestion issensed. Also the switches can selectively inform some sources to increase their rate using the NIbit. If the NI bit is set the switches are not allowed to reset NI bit. EPRCA also uses the CurrentCell rate (CCR) �eld in the RM cell to achieve a fair distribution of the available bandwidth,by selectively indicating congestion to sources with larger ACR values. The CCR �eld is set bythe source to its current ACR when it generates the forward RM cell. The CCR �eld may notbe modi�ed by other network elements.A switch which supports only PRCA is called an EFCI switch and switches supporting EPRCAwith only intelligent marking are called Binary Enhanced Switches (BES). In BES switches, twothreshold values on the queue length are used for indicating congestion: QT and DQT. Whenthe queue length in the cell bu�er of a BES switch exceeds QT, it is considered as congested andthe switch performs intelligent marking. It selectively reduces the rate of all connections withACR larger than the Mean ACR (MACR). The switch computes MACR as:4MACR = PNi=1 CCRiN (1)where N is total number of active connections. A key issue in this scheme is the accuratecalculations of MACR. Since the exact computation of the mean involves a 
oating pointdivision5 operation, theMACR is typically approximated using an exponential Averaging factor(AV ) as MACR �MACR(1�AV ) + CCR �AV (2)where AV = 116 [8].4Another approach for selective marking is based on the equal share computation. The equal share for all theactive connections is de�ned as the total available bandwidth over the total number of active connections. Thisscheme is similar to the above described EPRCA method except that equal share (EQ) is used as the thresholdlevel instead of MACR for intelligent marking.5According to ATM Forum the rates are represented using 16 bit 
oating point representation [16].8



When the queue length crosses the QT threshold, the switch marks the CI bit of the for-ward/backward RM cells if its CCR value exceeds MACR�DPF , where DPF = 78 (Down Pres-sure Factor) for safe operation.6 All other connections with rates (CCR) less thanMACR�DPFstill continue to increase their rates. However, if the switch still remains congested and the queuelength exceeds the DQT threshold, the switch is congested heavily; then, all connections havetheir rate reduced, irrespective of their CCR values.3.2 Source and Destination End System BehaviorSince most of the computations and decisions are made at the switch, the source and destinationbehaviors are further simpli�ed. The source periodically sends a forward RM cell everyNRM datacells.7 When the destination receives the forward RM cell, it returns the RM cell to the sourceas a backward RM cell. During this process, the destination sets the CI bit of the backward RMcell either equal to the CI bit of the forward RM cell or equal to the EFCI status of the lastincoming data cell , if any data cell has arrived after the forward RM cell. When a backwardRM cell is received at the source with CI bit set (indicating congestion) then ACR is decreasedby Additive Decrease Rate (ADR) as8ACR = MAX(ACR�ADR;MCR) (3)To avoid collapse of the network due to conditions, such as loss of backward RM cells, thesource end system continuously decreases its rate by Periodic Decrease Rate (PDR) at everydata cell transmission time until it receives a backward RM cell, i.e.,ACR = MAX (ACR� PDR;MCR) (4)Therefore, if a source receives an RM cell indicating rate increase, then the rate increase should�rst compensate the reduced rate since the source received the previous backward RM cell (NRM�PDR) and then increase the rate by Additive Increase Rate (AIR) asACR = MIN (ACR+NRM � PDR +AIR; PCR) (5)6The DPF factor is de�ned to include those VCs whose rate is very close to MACR, which should also beforced to reduce their rate during congestion.7Since RM cells are sent periodically after NRM data cells instead of after a �xed period EPRCA scheme is alsoreferred as Counter-Based approach.8Even though we discuss additive decrease, it could be modi�ed to multiplicative decrease of ACR.9



where Peak Cell rate (PCR) is the maximum rate at which the source can transmit cells. ADRand AIR need not be �xed quantities, but could be functions of the current cell rate of thesources. Even under heavy congestion with all RM cells being discarded, the network does notcollapse because the sources always decrease their rate whenever they source do not receive anRM cell.3.3 Enhancements to Source End System BehaviorA modi�cation to the periodic decrease of the source rate has been recently accepted by theForum. In the scheme described above, having the source continuously decrease their rate im-mediately after receiving the backward RM cells, makes them transmit at a lower rate even ifthere is no congestion, and RM cells keep arriving without fail, thus a�ecting link utilization.Thus, this problem can be reduced by postponing the source rate decrease to some prede�nedtime after the forward RM cell transmission. The Forum has selected to decrease the source rateonly after TOF �NRM data cells are transmitted, following the transmission of the forward RMcell, if no backward RM cell is received during during that period (for example, TOF = 2).In addition to this modi�cation, we also propose to decrease the source rate after every NPdata cells are transmitted, where the range of NP is 1 toNRM , instead of decreasing the rate afterevery data cell. In this case, the source rate is increased when the source receives a backwardRM cell indicating a rate increase, but the amount of increase depends on the arrival time of thebackward RM cell. If the RM cell occurs before transmitting TOF �NRM data cells after theforward RM cell transmission, then the rate is increased by AIR only, i.e.,ACR = MIN (ACR+ AIR; PCR) (6)If the backward RM cell arrives after transmitting K (K > TOF � NRM) data cells, then therate increase should compensate the total periodical decrease rate in the period K�TOF �NRMcells (rate reduced by PDR at every NP cells) and also increase the rate additively by AIR, i.e.,ACR = MIN�ACR+ (K � TOF �NRM)NP � PDR +AIR; PCR� (7)We have observed that postponing the periodical source rate decrease to TOF �NRM data cellsafter forward RM cell transmission and decreasing the rate after every NP data cells, providesmore 
exibility for the congestion control algorithms.10



4 Max-Min Rate Control Algorithm (MMRCA)The above described EPRCA scheme has the following drawbacks:1. EPRCA uses the mean of all VC rates as the threshold for selectively controlling the rateof the connections. If the MACR is computed exactly then a 
oating point division unit isneeded at each of the switch nodes, which dramatically increases the hardware complexity;(a 16-bit 
oating point divider requires a very signi�cant silicon area).2. even with exact MACR computation the EPRCA scheme has unfairness and convergenceproblems. Since there is only one threshold level (MACR), during congestion, all connec-tions whose rate is above the mean are forced to decrease their rates equally, irrespectiveof their rates.3. the approximation of the mean using the exponential averaging technique to avoid divisionoperation is not accurate, and leads to substantial additional unfairness in the bandwidthallocation between the connections.In this section we propose a new binary congestion control scheme, called Max-Min RateControl Algorithm (MMRCA), which o�ers higher performance than EPRCA, and it is easierto implement at the switch. This new scheme is fully compatible with the existing ATM Forumstandard, since it uses the RM cell as speci�ed by the standard. The MMRCA scheme di�ersfrom the EPRCA scheme in that it uses minimum and maximum rate of all active connectionsto select which connections should be forced to decrease their rate during congestion. It alsouses a congestion detection mechanism to quickly react to changing tra�c conditions, and pre-vent potential congestion by intelligently regulating selected connections. The MMRCA schemeperforms better than EPRCA because it has more levels of selective threshold, thus achievingmore 
exibility is selectively controlling the source rates. The MMRCA scheme converges to thesame equal share for all connections as EPRCA, but achieves faster convergence time. 9 Thenew scheme also requires smaller bu�er sizes at the switches, and higher link utilization thanthe EPRCA scheme. The MMRCA scheme has signi�cantly lower hardware complexity than9The convergence time, refers to the time di�erence between the start of the connections to the point when allconnections get equal share of the available bandwidth.11



EPRCA, since it only keeps track of the minimum and maximum rate of all connections andavoids the computation of the average rate for all connections, thus eliminating the need for
oating point division at the switch.In our scheme all the connections are divided into three di�erent sets: (i) set of connection withrates around the maximum rate, (ii) set of connection with rates between maximum and minimumrate, and (iii) set of connection with rates around the minimum rates. During congestion anddepending on the level of congestion, instead of reducing the rate of all connections only theconnections which are more probable to aggregate congestion are forced to reduce their rates.In the following, we propose our basic scheme, referred to as MMRCA Basic, which only usesselective marking based on maximum and minimum rate, and two enhancements the basic scheme,called MMRCA with Rate of Change of Queue length (MMRCA RQL) and MMRCA with TotalRate (MMRCA TR), which also use partial congestion detection mechanisms and depend upondi�erent thresholds to selectively control the connection rates.4.1 Description of the AlgorithmThe MMRCA Basic scheme uses only queue length thresholds for congestion detection. Whenthe queue length exceeds the threshold QT, the switch selectively indicates congestion to allthe connections that have rates higher than the minimum source rate, MIN . All connectionshaving a current rate CCR higher than MIN � IPF are indicated to reduce their rate. TheIncrease Pressure Factor (IPF ) is similar to the DPF factor used in EPRCA scheme for safeoperation to include the connections whose rates are very close the minimum rate VC; we useIPF = 9=8. The connections with rates below MIN � IPF are still allowed to increase the rateif the di�erence between maximum rate and minimum rate is not too small, i.e.,MAX�MIN �MX MN DIFF . However, if the di�erence between the maximum and minimum rates is small,then the connections with CCR belowMIN �IPF are also indicated to reduce their rates.10 Theintuition behind this argument is that, if the maximum and minimum of all active connectionsare close to each other, then it is not fair to selectively decrease some connections; in this case,all connections ( including maximum and minimum rate connections) should be subject to thesame congestion control strategy. The maximum and minimum rates and the corresponding VC10It turns out that the MMCRA schemes are not sensitive to the di�erence between maximum rate and minimumrate (MX MN DIFF ) and we have tried various values between 1% to 10%.12



numbers are updated only when an RM cell arrives from any active connection, as shown in thepseudo-code given in the Figure 3. Even with the intelligent marking and selective reduction ofrates the switch may still remain congested. Therefore, if the switch becomes very congested, asindicated by the queue length exceeding a higher threshold DQT, the rates of all connections isreduced. The pseudo-code of the MMRCA Basic algorithm at the switch is given in Figure 4./* Update of maximum id and rate */if connection i =MAX V C /* RM cell belongs MAX VC */then update MAX rateelseif CCRi > MAX /* Current VC is the MAX VC */then MAX V C = i; MAX = CCR/* Update of minimum id and rate */if connection i =MIN V Cthen update MIN rateelseif CCRi �MINthen MIN V C = i; MIN = CCRFigure 3: The pseudo-code for the update of maximum and minimum rates and id numbers.The code is executed only upon the arrival of RM cell from any active connection.We have formulated two enhancements of the basic scheme by providing support for detectionof partial congestion and by using separate selective mechanism for marking the connectionsduring partial congestion. The �rst enhancement, MMRCA RQL, uses rate of change of queuelength to provide detection of partial congestion. The switch is said to be in partial congestionif the queue length increases by a �xed amount (RQL) in a �xed time interval (NQL cell times).Even though the rate of change of queue length does not correspond to any congestion of resources,we have observed that it is an useful indication of partial congestion. If partial congestion isdetected, more severe congestion can be avoided by selectively reducing the rate of sources withlarge ACR values. If the switch is partially congested, all connections that have rates aroundthe maximum source rate will be decreased. More speci�cally, the switch reduces the rate (i.e.,marks the CI bit in RM cell) for a connection if its CCR value exceeds MAX � DPF , whereDPF (Down Pressure Factor) is 7=8. As in the EPRCA scheme (and in the ATM standard) theDPF factor is used for safe operation to include those connections whose rates are very close tothe maximum rate. All other connections with rates CCR less than MAX �DPF still continue13



Algorithm MMRCA BasicInput: RM Cell from Connection iOutput: Marking of RM cellMAX V C: Current maximum rate connectionMIN V C: Current minimum rate connectionMAX : Current maximum rateMIN : Current minimum rateif Queue Length � DQT /* Highly Congested Queue */then decrease rate of connection ielseif Queue Length � QT /* Just About Congested Queue */thenif CCRi �MIN � IPFthen decrease rate of connection ielseif MAX �MIN �MX MN DIFFthenif connection i 6=MAX VC connectionthen increase rate of connection ielse decrease rate of connection ielse decrease rate of connection ielse if Uncongested /*Queue is Uncongested */thenif connection i 6=MAX VC connectionthen increase rate of connection ielse do not touch connection iFigure 4: The pseudo-code for the MMRCA Basic algorithm. It uses only thresholds on queuelength for congestion detection and does not support partial congestion detection.to increase their rate. The pseudo-code of the MMRCA RQL algorithm is given in Figure 5.The second enhancement, MMRCA TR, is similar to the MMRCA RQL scheme, but uses thetotal rate of all active connections as the method for partial congestion detection. If the totalrate of all incoming active connections is greater than the outgoing link rate, then the switch issaid to be under partial congestion. Under such conditions, connections whose rate is close tothe maximum rate are forced to reduce their rates. The pseudo-code of the algorithm is given inthe Figure 6. 14



Algorithm MMRCA RQLInput: RM Cell from Connection iOutput: Marking of RM cellOutput: Marking of RM cellMAX V C: Current maximum rate connectionMIN V C: Current minimum rate connectionMAX : Current maximum rateMIN : Current minimum rateif Queue Length � DQT /* Highly Congested Queue */then decrease rate of connection ielseif Queue Length � QT /* Just About Congested Queue */thenif CCRi �MIN � IPFthen decrease rate of connection ielseif MAX �MIN �MX MN DIFFthenif connection i 6=MAX VC connectionthen increase rate of connection ielse decrease rate of connection ielse decrease rate of connection ielse/* Partial (or potential) Congestion */if Increase in Queue Length in NQL time units � RQLthenif CCRi �MAX �DPFthenif connection i 6=MIN VC connectionthen decrease rate of connection ielse increase rate of connection ielse increase rate of connection ielseif Uncongested /*Queue is Uncongested */thenif connection i 6=MAX VC connectionthen increase rate of connection ielse do not touch connection iFigure 5: The pseudo-code for the MMRCA RQL algorithm, where the partial congestion de-tection is done using rate of change of queue length.4.2 Fairness and Convergence TimeWhen a new connection is established and the current available bandwidth is fairly allocated,then MMRCA converges to the equal share for all the active connections in �nite time. The15



Algorithm MMRCA TRInput: RM Cell from Connection iOutput: Marking of RM cellOutput: Marking of RM cellMAX V C: Current maximum rate connectionMIN V C: Current minimum rate connectionMAX : Current maximum rateMIN : Current minimum rateif Queue Length � DQT /* Highly Congested Queue */then decrease rate of connection ielseif Queue Length � QT /* Just About Congested Queue */thenif CCRi �MIN � IPFthen decrease rate of connection ielseif MAX �MIN �MX MN DIFFthenif connection i 6=MAX VC connectionthen increase rate of connection ielse decrease rate of connection ielse decrease rate of connection ielse/* Partial (or potential) Congestion */if Total Input Rate � Output Link Ratethenif CCRi �MAX �DPFthenif connection i 6=MIN VC connectionthen decrease rate of connection ielse increase rate of connection ielse increase rate of connection ielseif Uncongested /*Queue is Uncongested */thenif connection i 6=MAX VC connectionthen increase rate of connection ielse do not touch connection iFigure 6: The pseudo-code for the MMRCA TR algorithm, where the partial congestion detec-tion is achieved by comparing the total input rate with output link rate.following lemma is used to prove the fairness.Lemma 1: If a new connection i is established with an initial rate ri at time t1 and the other16



existing connections are transmitting at the current equal share EQ(t1), then all connections(including the new connection) converge to a fair bandwidth allocation of equal share (EQ(t2))at time t2 > t1.From the above lemma, if there are N�1 active connections already in the network and a newconnection established, then the connection will reach a steady state equal to the total availablebandwidth (ABW ) over all active connections at time t2, i.e.,EQ1(t1) = ABWN � 1 EQ2(t2) = ABWNThe convergence time for this new connection is de�ned as (t2 � t1). We have computed anupper bound for the convergence time. When a new connection is established, it starts with aninitial rate of ICR and increases its rate when it receives a backward RM cell from the switchwith no congestion indication. Assuming backward RM cells are not lost, the source rate isincreased additively by AIR (see Equation 6). We also assume that D is an upper bound onthe propagation delay between the source and the switch. Since the forward RM cells are sentafter every NRM data cells, the backward RM cells, and hence the steps of increase in sourcerate, occur every NRM data cell. Before the new connection is established, we assume that allthe active connections have reached a stable value of bandwidth EQ1. The number of steps (S)required for the new connection to reach a new stable value EQ2 isS = ����EQ2 � ICRAIR ����Each step consists of NRM data cells and one RM cell and time taken for each step dependson the rate of transmission. The �rst step period is equal to 2D because the �rst backwardRM cell arrives after round trip propagation delay. Using the rate of transmission in the secondperiod as ICR+AIR the time taken for transmitting NRM +1 cells is (NRM+1)ICR+AIR . Therefore, theconvergence time for the new connection to reach the equal share is given byTinc = 2D + NRM + 1ICR+AIR + NRM + 1ICR+ 2 �AIR + : : :+ NRM + 1ICR+ (S � 1) �AIR= 2D + (NRM + 1)AIR "S�1Xk=1 1ICR=AIR+ k#= 2D + (NRM + 1)AIR 24ICR=AIR+S�1Xk=1 1k � ICR=AIRXk=1 1k3517



The sum of �nite harmonic series can be upper bounded as [1]NXk=1 1k < C + ln(N) + 12N (8)where C = 0:577. Assuming ICRAIR is an integer and substituting the above upper bound of theharmonic series sum in the convergence time, we getTinc < 2D + (NRM + 1)AIR �ln�ICR=AIR+ S � 1ICR=AIR �+ 12 � (ICR=AIR+ S � 1) � 12 � (ICR=AIR)�= 2D + (NRM + 1)AIR �ln�EQ2 � AIRICR �+ AIR2 � 1EQ2 �AIR � 1ICR��If there are N active connections, then the equal share is proportional to 1N . Therefore, thealgorithm will converge to a stable allocation withinTinc = O�2D+ 1AIR + 1EQ2 �AIR�= O�2D+ ln(N)AIR +N� (9)Similarly, the convergence time for the existing connections, which are at a stable value of EQ1,to reach the new equal share EQ2 can be obtained asTdec = O�2D + 1ADR + 1EQ1 � ADR�= O�2D + ln(N)ADR +N� (10)The total convergence time can be obtained by choosing the maximum of Equation (9) andEquation (10), i.e., Tcov = MAX(Tinc; Tdec)5 Simulation ResultsIn this section we present simulation results to illustrate the performance of the MMRCA schemefor ABR tra�c in di�erent scenarios of ATM networks, and to qualify the advantages in termsof convergence time, bu�er size, fairness, and utilization over the EPRCA scheme. The networktopology that we have used in our simulations is shown in Figure 7. The network consists offour sources, with one VC per source, connected via four di�erent links to an ATM switch. Theswitch is assumed to be non-blocking, and output bu�ered with FIFO scheduling. The switchis connected with a single output link to a destination. For the same network topology, we use18



di�erent link propagation delays to study the impact of our algorithm. We also assume the sourcesare greedy (or persistent) and can transmit cells at the Allowed Cell Rate (ACR). Although inpractice most sources are not persistent, the fairness and convergence characteristics of a schemecan be better illustrated using greedy sources rather than using non-greedy sources. We considerzero cell loss for all the schemes simulated. In the simulation, we have normalized the absolutetime by considering the transmission time of one ATM cell as the time unit (or cell time unit).In the case of a link speed equal to 155Mbps, the cell time unit for transmitting one ATM cell of53bytes is about 2:75�s.
VC1

VC2

VC4

VC3

Queue

ATM Switch

Src

Src

Src

Src

DesFigure 7: A simple local area network (LAN) topology with one switch and four VCs. All thefour links are of the same length and have the same propagation delays.The various simulation parameters used in this study for both MMRCA and EPRCA schemeare listed in Table 1: we have chosen similar set of of switch and end system parameters as inprevious schemes [13, 19]. Except for the MX MN DIFF parameter, all the other parametersare used by both EPRCA and MMRCA schemes. In practice, these parameters may be chosen foreach connection as a function of the network distance and can be speci�ed during the connectionsetup time for each VC. In the di�erent scenarios that we discuss in this paper, we have considereddi�erent lengths and propagation delays for the links of the network.With both EPRCA scheme and MMRCA schemes, all the active VCs receive equal share(EQ) of the available bandwidth once the network is in steady state. The performance of thealgorithm is determined by the convergence time, link utilization, and the bu�er space requiredin the switch. For the simulation of EPRCA scheme we use exact mean computation. However,19



Parameter ValuesPCR 100:0%MCR 1:0%ICR 5:0%ADR 1:0%PDR 0:1%AIR 1%MX MN DIFF 10:0%DPF 7=8IPF 9=8NRM 32QT 30DQT 60NQL 30RQL 2Table 1: The simulation parameters used for both EPRCA and MMRCA schemes. The per-centage in the above parameters refer to the percentage of the total available bandwidth on thelink.in practice, in order to reduce hardware complexity, the mean computation is approximated (seeSection 3) and the resulting convergence time, and link utilization of EPRCA are substantiallythan those obtained using exact mean computation. Even with exact mean computation, theperformance results for the EPRCA scheme are inferior to the MMRCA approaches. Even thesimple MMRCA Basic scheme performs better than EPRCA. Furthermore, we show that, bothMMRCA RQL and MMRCA TR algorithms have better convergence time and less bu�er sizeover the MMRCA Basic scheme because these two algorithms have support for partial congestiondetection and have an extra threshold level for selective control of connection rates. MMRCA TRapproach performs better than MMRCA RQL, but requires more hardware complexity becauseit requires the computation of the total sum of incoming rates. Hence, MMRCA RQL andMMRCA TR methods o�er a tradeo� between hardware complexity and performance. In anycase, both these schemes require substantially less hardware complexity than the EPRCA scheme.In the following, we compare the performance characteristics of our MMRCA scheme withEPRCA for Local Area Network (LAN) and for Wide Area Network (WAN) con�gurations. Inthe case of LAN, we consider two scenarios: (i) Homogeneous Non-bottlenecked connections (ii)20



Homogeneous Bottlenecked Connections. Homogeneous connections refers to connections thatuse links with the same propagation delay. A connection is said to be bottlenecked when therate of the connection cannot be increased beyond a certain limit due to certain network condi-tions or to lack of network resources. In the steady state all connections converge to equal share(EQ), de�ned as the total available rate over number of active connections; if for some reason aconnection cannot reach the equal share value in steady state, then it is also considered a bottle-necked connection. Usually, a connection spans over multiple nodes, and could get bottleneckedat any node in the network. In our simulation, since we consider a simple topology with only oneswitch, and four di�erent links, we make one connection bottleneck by forcing that connectionPCR (peak cell rate) to be equal to Initial Cell Rate (ICR).5.1 Local Area Network (LAN)In LAN con�guration, both EPRCA and MMRCA schemes are studied for the simple network ofFigure 7 with four homogeneous links (i.e., with identical length and propagation delays). Thelength of each link is 22 miles and has a propagation delay of 5�s=mile. In terms of normalizedtime, the propagation delay of all links is 40 cell time units at 155 Mbps link speed.5.1.1 Homogeneous Non-bottlenecked Network ModelIn this case, we consider all the four VCs to be homogeneous and non-bottlenecked. Ideally, if noconnections are bottlenecked then all VCs should reach a �nal rate equal to equal share. We �rstconsider the case when VC1 and VC2 start their connection at time t = 0 and then the othertwo VCs join at time t = 20000 cell units. The instantaneous bandwidth of each VC and thetotal link utilization for the EPRCA scheme are plotted in Figure 8a. The maximum bu�er sizerequired for this con�guration is 150 cells and the average link utilization for this con�gurationis 91:4%. Using the MMRCA Basic scheme, the convergence of all VCs to equal share is fasterand has less oscillations (See Figure 8b); also the maximum bu�er size improves to 83 cells andthe utilization increases to 91:6%. The performance results are even better for MMRCA RQLand MMRCA TR algorithms, as shown in Figures 8c and 8d. The maximum bu�er size requiredare 66 and 41, respectively. Clearly, in this case of a small network topology with four links, theMMRCA schemes converge much faster than the EPRCA method.21



We have seen that the MMRCA schemes perform better than EPRCA for large number ofconnections. We have considered the same network topology as of the previous case, but with20 incoming VCs to the switch. We consider the case when two VCs (VC1 and VC2) starttheir connection at time t = 0; then after every 20000 cell time units two VCs join until all 20VCs join. The total simulation time is 250000 cell times. The instantaneous bandwidth of eachVC and the total link utilization for the EPRCA scheme are plotted in Figure 9a. The averagebu�er size required is 39, the maximum bu�er size is 168 and the average link utilization forthis con�guration is 96:0%. With MMRCA Basic scheme, we observe slightly larger oscillations,i.e., lower link utilization (see Figure 9b), but better average and maximum bu�er size thanthe EPRCA scheme. With MMRCA RQL and MMRCA TR approaches as shown in Figures 9cand 9d, we observe signi�cantly less osscillations and faster convergence time than EPRCA (inFigures 9c, RQL = 2). Also the size of the average and maximum bu�er required are considerablysmaller than with EPRCA. Table 2 summarizes and compares various performance characteristicsof all these schemes. We have also simulated the MMRCA RQL scheme with rate of change ofqueue length parameter RQL = 0 and the corresponding bandwidth allocation is shown inFigure 10. The average and maximum bu�er size for this case are 13 and 107, and the linkutilization is 93:2%. Comparing these results with those obtained for RQL = 2, we observe thatbu�er size is improved and link utilization is reduced. Therefore, the MMRCA RQL scheme canbe optimized for di�erent scenarios using parameters, such as RQL and NQL to obtain goodperformance results.5.1.2 Homogeneous Bottlenecked Network ModelWe now consider a special case of homogeneous LAN con�guration where one of the VCs isbottlenecked. Ideally, the unused bandwidth of the bottlenecked connection should be equallydivided among the remaining non-bottlenecked connections. We simulate the same networktopology shown in Figure 7. The connections VC1 and VC2 start at time t = 0 and the other twoVCs join at time t = 20000 cell time units. The total simulation time is 70000 cell time units.We assume that the VC1 connection cannot exceed the transmission rate equal to the initial cellrate (ICR), which is 5% of the link bandwidth. The instantaneous bandwidth and the total linkutilization for the EPRCA scheme are plotted in Figure 11a. Quite interestingly, the bandwidth22



allocated to non-bottlenecked VCs does not converge, and some VCs are starved. This unfairnessor VC starvation is similar to the \beat down" experienced for PRCA scheme. The reason forthis unfairness is that the computation of the mean cell rate includes all active connections. Thismean (MACR) value is always less than the non-bottlenecked equal share, which is equal to totalnon-bottlenecked bandwidth over non-bottlenecked connections. Therefore, those connectionswhich start from rate less than the mean value will never reach the non-bottlenecked equalshare, and hence are unfairly discriminated over the connections which have a higher rate. Thisunfairness can be resolved in the case of EPRCA scheme by separately marking each connectionas bottlenecked or non-bottlenecked and then computing the mean (or average) over only non-bottlenecked connections. Obviously, this mechanism requires extra hardware to keep track ofbottlenecked connections. Another disadvantage of the EPRCA scheme is, that the bottleneckedconnection could at times be forced to decrease its already lower rate during congestion. Thiscan be observed in the instantaneous bandwidth allocation of bottlenecked VC1 connection inFigure 11a, where VC1 bandwidth at times goes below its initial cell rate (ICR). This is clearlyunfair to VC1, since other connections are still allowed to transmit at much higher rates.We have simulated the homogeneous LAN bottlenecked con�guration using MMRCA Basicand the two enhancement schemes MMRCA RQL, and MMRCA TR. Contrart to the EPRCAscheme, we observe that all three methods have no fairness problem. and all converge to equalshare of the available bandwidth as shown in Figures 11b, 11c, and 11d. As expected, theMMRCA TR scheme has faster convergence time and smaller bu�er size. Table 2 providesa comparison of the performance results for all these algorithms. An other advantage of theMMRCA schemes is that, it achieves convergence without using any extra hardware mechanismto keep track of bottlenecked connections, which is required with the EPRCA scheme to achieveequal share in the steady state.5.2 Wide Area Network (WAN) ModelFinally, we have also tested MMRCA schemes for a wide area network (WAN) con�gura-tion with links of di�erent propagation delays as shown in Figure 12. We consider a networkcon�guration with four VCs, where one connection (VC1) is longer and has higher propagationdelay than to the other connections. The length of the VC1 link is 220 miles and the propaga-23



Network EPRCA Scheme MMRCA Scheme MMRCA SchemeModel Algorithm 2 Algorithm 3Conv Bu�er Avg Conv Bu�er Avg Conv Bu�er AvgTime Size Util Time Size Util Time Size UtilAvg/Max Avg/Max Avg/MaxNon-bottlenecked 19000 33/150 91:4% 8000 19/66 91:6% 5000 10/41 93:2%LAN (N=4)Non-bottlenecked 25000 39/168 96:0% 7000 24/123 95:5% 4000 18/98 96:5%LAN (N=20)Bottlenecked - 30/103 89:5% 12000 15/71 90:0% 6000 1/22 89:0%LAN (N=4)Non-bottlenecked 40000 43/153 88:4% 9000 18/94 89:0% 9000 13/130 90:0%WAN (N=4)Table 2: A comparison of EPRCA and MMRCA schemes using performance metrics such asconvergence time, average/maximum bu�er size, and average output link utilization. Here, theconvergence time refers to the time di�erence between when VC2, VC3 starts to the point whereall VCs share the bandwidth equally. The convergence time is expressed in terms of cell timeunits .tion delay in one direction is 400 cell time units or 1.1 msecs. The other links have the samelength (22 miles), and a propagation delay of 40 cell time units. We assume that VC1 and VC2start the connection at time t = 0 and then the other two VCs join at time t = 20000. Again,the total simulation time is 70000 cell times. The instantaneous bandwidth and the total linkutilization for the EPRCA scheme are plotted in Figure 13a. Because of the long propagationdelay of VC1 the bandwidth of all VCs does not converge properly and the network experienceswide oscillations. In contrast, with the MMRCA schemes, all the VCs converge very well to theequal share and the average link untilization is higher, as shown in Figures 13b, 13c, and 13d.Also the average and maximum bu�er size required with the MMRCA schemes are much smallerthan for EPRCA scheme. A comparison of di�erent performance metrics for EPRCA scheme andMMRCA schemes is given in Table 2.6 Support for Explicit Rate Mechanism in MMRCAThe MMRCA schemes proposed above are algorithms for one-bit congestion control algorithms.Even though these algorithms solve the \beat down" problem and provide selective marking, theseschemes require large bu�er sizes as the the propagation delays increase and the number of VCsincrease. Recently, to solve this problem an Explicit rate mechanism [8, 13, 10] is proposed. Under24



this scheme the rate of each connection is explicitly reduced/increased to a pre-computed valueinstead of reducing/increasing by a �xed quantity. That is, the switch will have the responsibilityfor determining the cell transmission rates of all the connections. A separate �eld called ER �eldis provided in the RM cells for communicating the explicit rate value computed in the switch tothe end systems. A switch implementing explicit rate setting is called Explicit Down Switches(EDS). The explicit rate algorithms proposed [8, 13, 10] provide support for both intelligentmarking and explicit rate setting mechanism. These schemes maintain mean of all connections(MACR) for intelligent marking (i.e. are based on the EPRCA scheme) and selectively controlthe source rates by setting the ER �eld of backward RM cell. Certainly, the complexity of theswitches providing explicit rate is much higher; but it helps to reduce the convergence time andthe bu�er space required.The aim of MMRCA schemes was to provide intelligent/selective marking and fairly allocatethe available bandwidth to all the active connection with less switch complexity. We believe thatour MMRCA schemes can be modi�ed to support explicit rate mechanism. One simple way toimplement the explicit rate is to keep track of available bandwidth and the fair share for eachconnection can be obtained by dividing available bandwidth over number of active connections.Also using the selective marking only those connections which exceed the fair share by largeamount will be decreased �rst and then penalizing those connections which are just above thefair share etc. However, this method requires as much complexity as the previous schemes[8, 13, 10]. But we believe this scheme will perform better because it is based on MMRCAscheme fop congestion detection and selective marking, where as the previous schemes are basedon EPRCA methodology.Another possible implementation for explicit rate support on MMRCA scheme is to use asmall state machine for each connection at the switch. Depending on the present congestion typeat the switch (low, high, partial etc.) each connection changes state in its state machine. Eachstate is associated with pre-computed (or determined during call setup phase) explicit rate valueand this explicit rate is communicated the end systems through ERfield. The state machinecan be easily implemented; for example, we need only 4 bits per connection to implement astate machine with 16 states. We believe that combining MMRCA scheme with the concept ofstate machine mechanism for explicit rate support will improve the performance and reduces the25



hardware complexity [18].7 Conclusion and Future WorkIn this paper, we have proposed a new binary congestion control algorithm for ABR called Max-Min Rate Control Algorithm (MMRCA), and showed that this scheme o�ers better performancethan the EPRCA in terms of convergence, bu�er size, and utilization. Also the hardware com-plexity is signi�cantly reduced, since this scheme only needs to keep track of minimum andmaximum rate of all connections. EPRCA, similarly to other existing schemes, uses either exactmean computation for its selection methodology, thus requiring large hardware complexity, orapproximate techniques, thus leading to poor performance. In any case, MMRCA outperformseven EPRCA with exact computation of the mean rate.We have also proposed two enhancements of the basic MMRCA scheme, which use either therate of change of queue length or the total rate of all incoming connections for detection of partialcongestion. Our results indicate that our MMRCA algorithms can be optimized using the rate ofchange of queue length parameters to yield even better performance results. The algorithm couldbe further modi�ed to use both conditions together or separately for di�erent types of partialcongestion detection. We intend to modify the algorithm to make use of another threshold levelbased on sum of minimum rate and maximum rate of all active connections (MIN+MAX2 ), forintelligent selection methodology. Finally, the MMRCA schemes can be extended to supportexplicit rate mechanism.
26
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(b) MMRCA Basic
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(c) MMRCA RQL 0
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(d) MMRCA TRFigure 8: Instantaneous bandwidth of each VC and the total link utilization using EPRCA andMMRCA schemes for homogeneous non-bottlenecked LAN model with four links (N = 4). Thetotal simulation time is 70000 cell time units. The average and maximum bu�er size requiredare: (a) for EPRCA: 33 and 150, (b) for MMRCA Basic: 23 and 83, (c) for MMRCA RQL: 19and 66, (d) for MMRCA TR: 10 and 41. 27
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(b) MMRCA Basic
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(c) MMRCA RQL 0
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(d) MMRCA TRFigure 9: Instantaneous bandwidth of each VC and the total link utilization using EPRCA andMMRCA schemes for homogeneous non-bottlenecked LAN model with 20 links (N = 20). Thetotal simulation time is 250000 cell time units. 28
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Figure 10: Instantaneous bandwidth of each VC and the total link utilization for MMRCA RQLscheme with parameter RQL = 0. The average and maximum bu�er size for this case are 13and 107, and the link utilization is 93:2%.
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(d) MMRCA TRFigure 11: Instantaneous bandwidth of each VC and the total link utilization using EPRCA andMMRCA schemes for homogeneous bottlenecked LAN model with four links (N = 4). Thetotal simulation time is 70000 cell time units. The average and maximum bu�er size requiredare: (a) for EPRCA: 30 and 103, (b) for MMRCA Basic: 18 and 65, (c) for MMRCA RQL: 15and 71, (d) for MMRCA TR: 1 and 22. 30
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(d) MMRCA TRFigure 13: Instantaneous bandwidth of each VC and the total link utilization using EPRCA andMMRCA schemes for homogeneous non-bottlenecked WAN model with four links (N = 4). Thetotal simulation time is 70000 cell time units. The average and maximum bu�er size requiredare: (a) for EPRCA: 43 and 153, (b) for MMRCA Basic: 31 and 144, (c) for MMRCA RQL: 18and 94, (d) for MMRCA TR: 13 and 130. 32
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Appendix A: Control ParametersThis appendix list control parameters and variables used by congestion control algorithms.Source End System ParametersPCR Peak Cell RateMCR Minimum Cell RateICR Initial Cell RateCCR Current Cell RateACR Allowed Cell Rate; same as Current Cell Rate for a VCAIR Additive Increase RateADR Additive Decrease Rate; decrease indicated via RM cellPDR Periodic Decrease Rate; decrease in source rate to avoidnetwork collapse, if RM cells are lostNRM Number of Data Cell per RM CellNP Number of Data Cells Transmitted for Periodic SourceRate Decrease; after NP cells ACR decreases by PDRTOF Time Out Factor; used in the source end system to controlthe periodic source rate decreaseSwitch ParametersMACR Mean Allowed Cell RatesMAX Current Maximum Cell rateMIN Current Minimum Cell rateIPF Increase Pressure FactorDPF Decrease Pressure Factor 35



DQT High Queue Threshold; to determine high congestionQT Queue Threshold; to determine congestionNQL Number of Data Cells; used to determine rateof change of queue lengthRQL Threshold on Queue Length Change; maximum changein queue length in NQL time unitsMX MN DIFF Threshold on Di�erence between Maximum and Minimum Cell RatesMAX VC VC with Current Maximum rateMIN VC VC with Current Minimum rateRM Cell FieldsCCR Current Cell RateDIR Direction of RM Cell; forward or backwardCI Congestion Indicator; CI = 1 congestion andCI = 0 no congestionNI No Increase indicator; NI = 1 no additive increaseand NI = 0 additive increaseER Explicit Rate �eld; used to limit the source rate ACR to ER
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