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Abstract—Current practice in orthopedic surgery relies on intraoperative fluoroscopy as the main imaging
modality for localization and visualization of bone tissue, fractures, implants and surgical tool positions. Ultra-
sound (US) has recently emerged as a potential nonionizing imaging alternative that promises safer operation
while remaining relatively cheap and widely available. US images, however, often depict bone structures poorly,
making automatic, accurate and robust localization of bone surfaces quite challenging. In this paper, we present
a novel technique for automatic bone surface localization in US that uses local phase image information to derive
symmetry-based features corresponding to tissue/bone interfaces through the use of 2-D Log-Gabor filters. We
validate the performance of the proposed approach quantitatively using realistic phantom and in vitro experiments
as well as qualitatively on in vivo data. Results demonstrate that the proposed technique detects bone surfaces with
a localization mean error below 0.40 mm. Furthermore, small gaps between bone fragments can be detected with
fracture displacement mean error below 0.33 mm for vertical misalignments, and 0.47 mm for horizontal misalign-
ments. (E-mail: rafeef@ece.ubc.ca) � 2009 World Federation for Ultrasound in Medicine & Biology.

Key Words: Local phase features, Phase symmetry, Log-Gabor filters, Ultrasound imaging, Bone segmentation,
Fracture detection, Orthopaedic surgery.

INTRODUCTION

Two-dimensional fluoroscopic imaging has long been

used as the primary intraoperative modality in orthopedic

surgery because of its relatively clear depiction of bone

surfaces, fractures, implants and surgical tools. However,

with such projection imaging, surgeons typically face

considerable difficulties in accurately localizing bone

fragments in 3-D space and assessing the adequacy and

accuracy of reduced fractures. Surgical procedures are

thus highly dependent on the experience of the surgeon

and prone to trial and error. Furthermore, fluoroscopy

involves significant radiation exposure potentially harm-

ful to both patients and surgical teams, with the latter

enduring repeated exposure on a regular basis.

Researchers have recently started to investigate possible

alternative imaging modalities for such surgical tasks,

with US imaging emerging as a primary candidate

(Amin et al. 2003; Barratt et al. 2006; Beek et al. 2007;

Kryvanos 2002; Penney et al. 2006; Tonetti et al. 2001).

US image data, however, is typically characterized by

high levels of speckle noise, reverberation, anisotropy

and signal dropout, which introduce significant difficulties

in interpretation of captured data, automatic detection of

image features and accurate localization of imaged bone

surfaces (Brendel et al. 2002; Jain and Taylor 2004). In

particular, the appearance of bone surfaces in US remains

strongly influenced by beam direction and regions corre-

sponding to bone boundaries appear blurry (Fig. 1).

US imaging has the potential of providing a powerful

new tool for practical and real-time guidance during ortho-

paedic surgery as long as anatomical structures of interest

can be visualized and localized with sufficient accuracy

and efficiency. Our particular clinical research interest is

mainly in orthopedic fracture surgeries, with our main

focus being on bone fractures of the distal radius, which

are responsible for about one sixth of all fractures seen

in emergency departments in the United States (Hanel

et al. 2002; McMurtry et al. 1997), and fractures of the

pelvis (Coppola and Coppola 2000). Adequate accuracy

in reduction is critically needed in such applications to

avoid malunions that can lead to radiocarpal and
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radioulnar pain and diminished range of motion for distal

radius fractures, or pain syndromes and leg-length

discrepancies for pelvic fractures.

Employing US imaging in orthopaedic surgery has

been reported in the past (Tonetti et al. 2001; Barratt

et al. 2006; Beek et al. 2007), though analysis remained

mainly manual, which is prohibitively time consuming,

tedious and prone to significant inter- and intrauser vari-

ability. Several attempts to automate US image segmenta-

tion in various applications have nonetheless been

proposed. Traditional methods based on image intensity

and local gradient information are common (Daanen

et al. 2004; Kowal et al. 2007; Kryvanos 2002), but results

remain unpredictable and highly sensitive to parameter

setting. To increase robustness, some researchers

proposed incorporating a priori bone appearance informa-

tion into the segmentation framework, e.g., (Daanen et al.

2004; Jain and Taylor 2004) and (Alfiansyah et al 2006;

He and Zheng 2001); they used active shape models,

hence combining shape models with intensity and

gradient information. However, fractured bone surfaces

often significantly violate prior assumptions, making

such an approach not feasible.

Image phase information has been previously used for

processing US images of soft tissue. Examples include

magnetic resonance to US data registration (Mellor and

Brady 2005), ultrasound compounding for echocardiography

image enhancement (Grau and Noble 2005), endocardial

border detection and image enhancement in 3-D echocardi-

ography (Boukerroui et al. 2001; Mulet-Parada and Noble

2000; Sanchez-Ortiz et al. 2000; Ye and Noble 2002) and

liver characterization (Cao et al. 2006). However, to the

best of our knowledge, phase-based image features have

never before been applied to bone US nor were directed at as-

sessing bone fractures. In a recent preliminary work (Haciha-

liloglu et al. 2006) we investigated the potential of using local

phase-based image features for bone localization in US data.

In this study we propose and evaluate the novel use of phase

symmetry features derived from US images using 2-D Log-

Gabor filters for automatic segmentation of bone surfaces and

fracture detection. We also present extensive validation

studies using carefully designed phantom, in-vitro and in
vivo experiments, and demonstrate the accuracy and robust-

ness of our proposed approach.

METHODS AND MATERIALS

Image phase information is a key component in the

interpretation of a scene that has long been known to

contribute more to the visual appearance of an image

than magnitude information (Oppenheim and Lim

1981). In a seminal paper, Morone and Owens (1987)

proposed the use of a local energy model for phase-based

feature detection, where they argued that features are

perceived at points in the signal where the Fourier compo-

nents are maximally in phase, i.e., where phase congru-

ency (PC) is maximal. Since then, phase information has

been widely investigated as a basis for feature extraction

in various image data (Grau and Noble 2005; Kovesi

1996, 1997; Mulet-Parada and Noble 2000; Sanchez-Ortiz

et al. 2000). In this work, we propose using local phase

information as a powerful, yet simple, novel approach

for accurate and robust feature detection in US images

of bony structures.

Local phase-based image features
Quadrature filters can be used to capture local signal

properties through the calculation of signal amplitude and

phase at a particular scale (frequency) at a given spatial

location. A popular choice of quadrature filters is the

Log-Gabor filter (Field 1987; Kovesi 1996), which is

defined in the frequency domain as in eqn (1) (note that

equations for a 1-D signal are shown for simplicity):

GðuÞ5exp

 
2
ðlogðu=uÞÞ2

2
�
logðk=u0Þ

�2
;

!
(1)

where k is a scaling factor and u0 is the center frequency

of the filter. The ratio of these two variables is related to

the filter’s bandwidth (b) (Boukerroui et al. 2004) as in

eqn (2):

Fig. 1. Examples of 2-D US images acquired. (a) Phantom
Sawbone with bovine soft tissue overlaid on top. (b) In vivo distal
radius. Regions within white rectangles highlight typical bone
responses and common artefacts in bone US. Note the highly
realistic nature of our phantom data in (a) and its close likeness

to real in vivo data in (b).
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b52
2
ffiffiffi
2
pffiffiffiffiffiffiffi
ln2
p lnðk=u0Þ: (2)

Simultaneous localization of spatial and frequency

signal information can therefore be obtained by construct-

ing a filter bank using a set of quadrature filters created

from rescalings of the reference Log-Gabor filter. The

filter bank is constructed at different scales that are multi-

ples of a minimum user-defined wavelength, lmin. Let the

signal to be analyzed be I(x), and let Me
m(x) 5 real (F–1

(G(u)) and Mo
m(x) 5 imag (F–1(G(u)) denote the even

and odd Log-Gabor filters at a scale m, where F–1 denotes

the inverse Fourier transform operation. The amplitude

Am(x), local phase um(x) and the local energy function

E(x) at a given filter scale (m) can then be calculated as

in eqn (3):

AmðxÞ5
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
emðxÞ21omðxÞ2

q
; fmðxÞ5tan21ðomðxÞ; emðxÞÞ;
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ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi�P
m

emðxÞ
�2

1

�P
m

omðxÞ
�2

s
;

(3)

where em(x)5 I(x) * Me
m(x), om(x)5I(x) * Mo

m(x). Accord-

ingly, at each point x in the signal I(x), different responses

for each scale of the Log-Gabor filter can be obtained.

These responses form the basis of a localized representation

of the signal as we describe next.

Proposed US image features for bone localization
In US images, bone surfaces typically appear

blurred, with nonuniform intensity and substantial shad-

owing beneath the surface. A line profile across the

bone surface in fact reveals that the US response depicts

Fig. 2. Illustration of the bone response in original and processed US images with an example (vertical) line profile shown.
(a) Original 2-D in vivo image of a human distal radius (US probe is pointing top to bottom in the image). (b) Corresponding
phase symmetry PS image obtained using our proposed phase based feature. (c) Example line profile across the bone
surface in (a) shown in solid black, and across that in (b) shown in dashed blue. Note how the PS profile shows a high
peak at the expected bone surface location (indicated by the arrow on the ridgelike bone profile in US). Note how PS facil-
itates robust detection of the bone edge, even in the presence of many different edge responses that are a result of the soft

tissue interface and associated US artefacts.

Bone localization using phase d I. HACIHALILOGLU et al. 1477



Author's personal copy

a ridgelike rather than a step or ramplike edge at the bone

boundaries (Fig. 2). We therefore propose the use of

a ridge detector as a sensitive feature for bone surface

localization in US. The purpose of ridge detection is to

capture the major axis of symmetry. Signals that have

even symmetry about the origin will have real (and

even) Fourier transforms, whereas signals that have odd

symmetry will have imaginary (and odd) Fourier trans-

forms. Signals that are neither perfectly odd nor perfectly

even will have complex Fourier transforms, with the cor-

responding phase values reflecting their degree of

symmetry. Using local phase information, as calculated

in eqn (3), a point of symmetry will thus result in the

response of the even filter (em(x)) dominating the response

of the odd filter (om(x)) (Kovesi 1997). By taking the

difference of these responses over a number of scales,

a measure of phase symmetry (PS) can then be defined

as in eqn (4) (Kovesi 1997):

PSðxÞ5

P
m

P½jemðxÞj2jomðxÞj�2TR

P
m

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
emðxÞ21omðxÞ2

q
13

; (4)

where PAR 5 max(A,0), e is a small number included to

avoid division by zero and T is a noise threshold calcu-

lated as a specified number (k) of standard deviations (s)

above the mean (m) of the local energy distribution

because of noise (Kovesi 1999). T is defined as: T 5

m 1 k s (Kovesi 1999). The response of the smallest

scale filter is used to estimate m and s because it has

the largest bandwidth and will give the strongest noise

response. For different US machine settings and for

different sequences, k can be tuned to provide a balance

between the detected bone surface and speckle scale. At

the tissue/bone interface, the PS value will be shown

later in the paper to be much higher compared with the

PS values obtained from soft tissue interfaces and US

artifacts.

Fig. 3. Experiment 1: Bone surface localization measurements
using a 3-mm bead. (a) Original US image. (b) Corresponding
PS feature image. For each vertical profile (at position h), the
measurements f and b are made from US and PS images. PS
measurements are considered accurate when b approaches f13mm.

Fig. 4. Testing different bead radii in experiment 1. (a) For cases where the bone surface is angled by a520�, a geometric
error is induced in the estimation of the bone surface because the bead does not touch the surface along the vertical measure-
ment direction. This error is calculated and added to the measurements. (b) A series of US images were acquired with four
beads of decreasing diameter. D1 is the difference in diameter between beads 1 and 2, D2 is the difference between beads 2
and 3 and D3 is the difference between beads 3 and 4. The appearance of the echo from the top surface of each bead should

decrease by the difference in diameters to the next smaller bead.
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To extend the analysis into 2-D for our US images, our

feature detection is performed at a number of separate orien-

tations (r), with the results subsequently combined.

Accordingly, orientable 2-D filters are defined by spreading

a Log-Gabor function into two dimensions, where a filter

tuned to a particular orientation f0 is constructed by mask-

ing a radial Log-Gabor function with an angular Gaussian

tuned to f0. The radial component controls the frequency

band to which the filter responds, and the angular compo-

nent controls the orientation to which the filter responds.

The resulting two components are then combined into

a 2-D Log-Gabor function as in eqn (5):

Gðu;fÞ5exp

"
2

 
ðlogðu=u0ÞÞ2

2ðlogðk=u0ÞÞ2
1
ðf2f0Þ

2

2sf

#
: (5)

Here sf 5Df/s defines the angular bandwidth DU
given as:

DU523sf

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
23log2

p
; (6)

where Df is the angular separation between neighboring

orientations and is defined as Df5180�/Nr, where Nr

denotes the total number of orientations used. The param-

eter s controls the angular overlap of the filter’s transfer

function. We empirically found that setting Nr56 ensured

even spectral coverage of the spectrum with a sufficient

number of bone surface response directions tested.

Increasing the number of orientations, in our experience,

had little effect on the quality of the outcome but increased

the computational complexity of the algorithm. Our

angular bandwidth was set to 25�, which corresponds to

s 5 1.2. During the construction of the angular component

of the filter, sf should be kept small to ensure good orien-

tation resolution. On the other hand, the angular compo-

nent should contain an adequate range of frequencies to

ensure its robustness to noise (setting s 5 1.2 ensured

that this compromise was met). By using the above 2-D

filter over a number of scales (m) and at different orienta-

tions (r), a 2-D PS measure can then defined as in eqn (7):

PSðx; yÞ5

P
r

P
m

P½jermðx; yÞj2jormðx; yÞj�2TrRP
r

P
m

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
erm2ðx; yÞ1orm2ðx; yÞ

p
13

: (7)

The orientation-dependent noise threshold Tr is

calculated as previously explained (for the 1-D case),

however, with the response of the smallest scale filter

belonging to a specific orientation being used which allows

for the calculation of an independent noise compensation

Fig. 5. Measurment of horizontal displacement of bone frag-
ments in experiment 2. (a) US image with soft tissue overlaid
on the Sawbone. (b) Corresponding PS image showing the

ROI selected for the subpixel edge detection.

Fig. 6. Measurment of vertical displacement of bone fragments
in experiment 2. (a) US image with soft tissue overlaid on the
Sawbone. (b) Corresponding PS image showing the region of

interest ROI selected for the subpixel edge detection.
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term for each orientation. Figure 2 demonstrates our

proposed processing approach and shows an example

line profile across the bone surface obtained from the ex-

tracted PS image overlaid on top of the corresponding

profile in the original US image. It can be clearly seen

that the PS image has a maximum at the bone boundary.

Data acquisition and experimental setup
A number of carefully designed experiments were

used to evaluate the performance of our proposed phase-

based US data processing method; the first experiment

quantitatively tested the accuracy of bone surface localiza-

tion, the second quantitatively assessed accuracy of

measuring gaps between bone fragments and the third

investigated qualitative results. The acquisition system

consisted of an US scanner (Voluson 730, GE Healthcare,

Waukesha, WI) with a 3D RSP5-12 probe. A tracking

system (OPTOTRAK 3020, Northern Digital Inc.,

Waterloo, ON, Canada) was used to generate the gold

standard measurement of relative bone fragment displace-

ments. The acquired US volumes (each comprising cubic

voxels of 0.19mm) were transferred from the US machine

to a computational workstation using 3DView2000,

a propriety software package from GE Medical Systems.

Experiment 1—Accuracy assessment of bone surface
localization

In this experiment, we compared the surface localiza-

tion accuracy obtained from both the original B-mode US

image and the proposed PS feature image to the ‘‘gold

standard’’ measurement of the surface made with a stylus

whose 3-mm diameter spherical tip was visible in the US

image. The echo from this tip was determined to be accu-

rate down to a subpixel resolution, as will be shown later,

so the bone can be considered to lie 3 mm distal to the near

side of the spherical tip.

Two surface models were used: a flat metal block

and a Sawbone model (#1018-3, Sawbones Inc., Vashon
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Fig. 7. Bone surface localization errors for a horizontal surface in a water bath in experiment 1. Errors are calculated as the
difference between the edge-detector results and the results from the bead location. Tests were repeated for the phantom near
the top, middle and bottom of the US image. (a) US image used in edge-detection on a Sawbone. (b) PS image used in edge-
detection on a Sawbone. (c) US image used in edge-detection on a flat metal block. (d) PS image used in edge-detection on a
flat metal block. The black point represents the mean, and the box and whiskers represent the standard deviation and range

of the data.
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WA, USA). Each model was immersed inside a water-

filled tank, with the long axis of the model aligned

with the scan plane to the best of the operator’s ability.

Images were obtained at three different depths by raising

or lowering the probe position inside the water tank and

realigning the model at each depth to ensure it was

centered in the elevation direction. Two orientations of

the model were also tested; horizontal and inclined at

20�, which we consider to be an upper limit for longitu-

dinal angulation in the clinical situations for which we

intend to use this imaging technique. At each orientation

and depth, the bead was scanned at 15 different locations

along the model surface. To ensure that the bead was

centered in the beam direction, the position of the stylus

was adjusted until the clearest possible surface reflection

was obtained.

The location of the bright intensity response from the

top of the bead tip, f, in the US image, and the location of

the intensity response of the model surface obtained from

the PS image, b, were then extracted, as shown in Fig. 3,

using an automated algorithm to reduce operator-related

variability. First, a region-of-interest (ROI) was selected

by the user around the bead top surface. A subpixel

edge detection algorithm then automatically detected the

top surface of the bead within the ROI by locating the

position with the maximum vertical gradient. The same

edge detection algorithm was also used to detect edges

of the model surface in the PS image. The model surface

localization error (in mm) was therefore defined as:

error 5 D 2 (b 2 f) * pixel length, where D is the bead

diameter. In the inclined orientation case, we corrected

for the geometric error resulting from the bead not

touching the surface along the vertical measurement direc-

tion (Fig. 4) as in eqn (8):

cosa5
D=2

D=21errora

0errora5
D=2

cosa
2D=2: (8)

A 20� angle produced an error of 0.096 mm, which

was added to f. Some error may also arise from the

squint angle of the transducer, but this error is assumed
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Fig. 8. Bone surface localization errors for a surface angled a 5 20� in a water bath in experiment 1. Errors were calculated
as the difference between the edge-detector results and the results from the bead location. Tests were repeated for the
phantom near the top, middle and bottom of the US image. (a) US image used in edge-detection on a Sawbone. (b) PS
image used in edge-detection on a Sawbone. (c) US image used in edge-detection on a flat metal block. (d) PS image
used in edge-detection on a flat metal block. The black point represents the mean, and the box and whiskers represent

the standard deviation and range of the data.
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to be negligible for the range of bead diameters used in

the tests. This error is less than 0.01 mm for a squint

angle of 2� and less than 0.1 mm for a squint angle of

10�; the actual squint angle is assumed to be much

less than 10�.
Our accuracy tests assume that the sphere surface de-

tected in the B-mode US image is in fact located at the top

of the sphere (or at least at a small fixed offset) rather than

at some interior or exterior point that depends on the

radius of the sphere. To confirm the validity of our

assumption, a separate validation step was conducted in

which US images were acquired with a selection of differ-
ently-sized beads (with 1.5 mm, 3.2 mm, 4.3 mm and

6.3 mm radius, respectively) glued against a metal block

(Fig. 4) and immersed in water. B-mode US scans were

obtained at three different depths (10 repetitions at each

depth), with the same previously described edge detection

algorithm used to locate the top of each bead. The differ-

ences in depth measurements between the surfaces of all

possible pairs of beads were compared against the actual

known differences in bead diameter.

Experiment 2—Accuracy assessment of bone fracture
measurement

An important capability in an orthopaedic surgery

system for fracture assessment is the ability to easily iden-

tify bone fragments and accurately assess their reduction.

Our second experiment was thus designed to evaluate the

accuracy of using the proposed PS features in measuring

gaps between bone fragments.

The Sawbone model was cut into two parts, with

each part glued to the top surface of a metal block. Infrared

emitting diodes were glued to the surface of one of the

metal blocks to allow tracking of the displacements by

an OPTOTRAK system. One block remained fixed and

the other block was moved and clamped at different

displacements and both vertical and horizontal displace-

ments were measured. The OPTOTRAK, which was

used to provide the gold standard displacement measure-

ments, has a reported RMS accuracy of 0.1mm in the x
and y (lateral) directions, and 0.15 mm in the z (depth)

direction at a distance of 2.5 m (Rohling et al. 1995).

The range of displacements tested varied between

z0.6–2.2 mm. Continuous OPTOTRAK measurements

verified that the displaced fractures remained stationary

during US imaging. Tests were conducted first with stan-

dard coupling gel and then repeated with a 2-cm-thick

slice of bovine muscle tissue overlaid on top of the frac-

ture to simulate more realistic specimen conditions. The

bovine tissue was obtained through a certified butcher

following guidelines and notification of the UBC Animal

Care and Biosafety Committee. A total of 10 scans were

obtained for each displacement and the resulting measure-

ments of the displacement from the PS image were

compared with those measured by the OPTOTRAK

system. The measurements in the image space were

done by first applying the previously described subpixel

edge detection (experiment 1) on a selected ROI around

the fracture in the PS image and then measuring the

distance between the detected edges on each side of the

Fig. 9. Sample scanline profile through the bone surface in the original US image (blue) and proposed PS (red) images. The
two vertical dotted lines correspond to the pixel preceding the first positive intensity (line to the left) and the maximum
intensity (line to the right) value of the line profiles. The real bone location lies close to the dotted line on the left, suggesting

that the location where the gradient of PS is maximal corresponds to the true bone surfaces.
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fragment. For horizontal displacements, this was per-

formed by measuring the horizontal distance between

the two closest edge pixels that lie along the gap

(Fig. 5). The same method was used for measuring vertical

displacements (Fig. 6). Measurement error was defined as

the displacement measured from the PS image subtracted

from the displacement obtained from the OPTOTRAK.

Experiment 3—Qualitative evaluation using in vivo
specimens

For qualitative evaluation of the proposed bone

localization method, tests were performed in vivo on the

distal radius and ulna of a normal volunteer, as well as

on the Sawbone model overlaid with �2.5 cm of bovine

tissue. Because most previous work on bone localization

in US used gradient or edge-based segmentation methods,

we also applied gradient calculations and Canny edge

detection to compare with the PS image results. The

parameters of the gradient and Canny calculations were

adjusted empirically for each image to give the best

appearance.

RESULTS AND DISCUSSION

For each experiment, the phase images were calcu-

lated as in eqn (7) using empirically determined filter

parameters. A set of scales (m 5 2) and orientations

(Nr 5 6), with k/u0 5 0.25 and a filter wavelength of

lmin 5 25 pixels, were used, which offered good spectral

coverage and orientation resolution and produced good

bone surface localization in the presence of speckle. The

noise threshold parameter k was set to 8. Throughout the

experiments, these values were not changed.

Experiment 1—Bone surface localization
The processing time for the PS calculation for each

2-D US image was approximately 0.5 s on an Intel Pentium

4 PC (3.64 GHz, 2 GB of RAM). Box and whisker plots of

the localization errors from both US and PS images are

shown in Fig. 7 for horizontal Sawbones and metal blocks.

Figure 8 shows box and whisker plots for the angled case.

The simpler surface geometry of the metal block produced

smaller errors than the Sawbone for both cases.

The model surface estimated using the PS image

tended to lie slightly interior to the bone on both models

(metal block: mean 5 20.28 mm with std 5 0.27;

Sawbone model: mean 5 20.34 mm with std 5 0.16 rela-

tive to the gold standard estimate of 3 mm distal to the

edge of the sphere detected in the B-mode US image).

The point of maximum gradient on the proximal edge

was also a closer match to the gold standard estimate

(Fig.9). The surface detected directly from the B-mode

image had no significant bias (mean 5 20.11 mm with

std 5 0.2).

In both horizontal and inclined measurements,

whether obtained from US or from PS images, the mean

error was calculated based on measurements taken at 15

different bead locations for each depth setting. Hereafter,

we will report the highest mean error results of these three

different depth settings as ‘‘maximum mean error.’’ For the

Sawbone model, the maximum mean error from US was

0.25 mm inside the Sawbone surface when the surface

Fig. 10. Validation of bead measurements in experiment 1. If the edge measurements from the US images correspond to
the top of the bead, then the difference in measurements from one bead to a smaller bead should be equal to the difference in
the bead diameters. The measured differences between bead diameters is thus plotted against the actual differences in diam-
eters. Tests were repeated for the bead near the top, middle and bottom of the image. The plot shows that data closly follows

the y 5 x line, indicating good agreement.
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was horizontal and 0.26 mm when angled. The maximum

mean error from PS was 0.40 mm inside the bone surface

when horizontal and 0.38 mm when angled. These tests

were performed in a water bath, so both US and PS
show a high level of accuracy that is independent of the

angle of the surface in this range and independent of

the depth. It should be noted that the ability to detect

the bone surface directly from US is relatively easy in

a water bath, but images of real tissue will contain signif-

icant artefacts. Edge detection in US is also more sensitive

to parameter adjustment; the values used here to achieve

the highest accuracy later proved unsuitable for in vivo
tests and had to be readjusted empirically. The PS results

are less sensitive to parameter setting, where the same

parameter values were found suitable both for water tank

and in vivo tests.

Figure 10 confirms that the top surface of the bead

response does indeed drop by the difference in bead diam-

eters for different beads. This suggests that the edge

detector is identifying the top of the bead, with at most

a constant bias that is independent of bead diameter. No

statistically significant difference was found between the

actual differences of bead diameter and measured diam-

eter for all locations in the image (paired student t-test,

p 5 0.90).

Experiment 2—Bone fracture displacement
Box and whisker plots of the errors from horizontal

and vertical displacements are shown in Fig. 11 for both

gel and soft tissue mediums. The errors in estimating

displacements were consistently small, with maximum

mean errors under 0.5 mm for all tests (here again

‘‘maximum mean error’’ indicates the mean error result

that had the highest error among the introduced displace-

ments). These results are especially encouraging for the

potential use of PS in fracture assessment because the

accuracy required in surgical navigation systems is typi-

cally in the range of 2–4 mm (Phillips 2007).

Experiment 3—Qualitative results
Figure 12 shows qualitative bone localization results

on in vivo scans of the human radius and ulna obtained

using PS and compared with results of standard Canny

and gradient images. For the gradient calculations, a 2-D

Gaussian with a standard deviation of two pixels for

both directions was used for all scans. For the Canny

edge detector, a threshold value of 90% and standard devi-

ation of 2 pixels was used. These parameters were

changed to 80% threshold value and a standard deviation

of three pixels for the in vivo scans to obtain good results

with minimal artifacts.
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Fig. 11. Horizontal and vertical displacement measurement errors from a fractured Sawbone in experiment 2. ‘‘Gel’’ indi-
cates that the US transmission medium was coupling gel, and ‘‘Soft Tissue’’ indicates that a layer of bovine muscle tissue
was used. The error was defined as the difference between the measurements from PS and the OPTOTRAK. (a) Horizontal
displacement with coupling gel. (b) Horizontal displacement with soft tissue. (c) Vertical displacement with coupling gel.

(d) Vertical displacement with soft tissue.
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As can be observed in Fig. 12, PS mostly captured

continuous sections of the bone, with little influence ex-

hibited by soft-tissue interfaces, which was not the case

for the Canny and gradient images. Furthermore, although

PS results were noticeably robust and stable, Canny filter

results were highly dependent on the choice of parameters,

whereas gradient results were strongly influenced by

speckle and soft-tissue features. In a number of cases,

the Canny edge detector extracted two surfaces, one above

and one below the actual bone surface, because of the

thick response of the bone reflection in US.

Figure 13 shows a stack of 2-D PS images obtained

by processing individual 2-D slices from a 3-D US scan.

This result demonstrates how the proposed PS features

can produce a 3-D surface representation that is relatively

continuous and robust in the presence of speckle, shadow-

ing and other ultrasound-specific artifacts. The consis-

tency of the surface produced by PS processing as it

proceeds from scan to scan along a bone surface suggests

the possibility of extending PS processing to 3-D US

imaging data.

CONCLUSIONS

Accurate localization of tissue/bone interfaces in US

images is a challenging problem that continues to hamper

Fig. 12. Qualitative results of the proposed bone localization method in experiment 3. In vivo distal radius and ulna images
of a normal volunteer and Sawbone imaged with bovine soft tissue overlaid (a) In vivo scanning orientation and Sawbone
with two-part fracture. (b) B-mode US image. (c) Gradient image obtained using 2-D Gaussian with a standard deviation of
two pixels for both directions. (d) Canny image with standard deviation of 2 pixels and %90 threshold value. (e) Canny
image with standard deviation of 3 pixels and %80 threshold value. (f) Proposed PS image. Columns 1–3 show US images
of a distal radius obtained at different probe positions. Column 4 shows an US image of the distal radius and ulna. Column 5
shows a Sawbone with two-part fracture imaged with bovine soft tissue overlaid. Note how our proposed PS feature mainly
localizes the bone boundaries with little visible influence from US image artifacts, whereas gradient images are influenced
strongly by speckle and soft-tissue interfaces. Also note how the Canny edge detector extracts two surfaces, one above and
one below the actual bone, because of the thick response of the bone reflection in US. Rows (b) and (c) also show how
sensitive the results are to the set parameters except in PS images, which were obtained using the same parameter set in

all images tested.
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US deployment in orthopaedic applications. This paper

presents a novel approach for automated and accurate

bone segmentation from 2-D US images based on local

phase information. Phase symmetry extracted using 2-D

Log-Gabor filters was proposed as a robust image feature

for accurate localization of bone surfaces. Quantitative

validation demonstrated submillimeter localization accu-

racy in phantom studies. Phase information was also

shown to be suitable for measuring small bone displace-

ments, also with submillimetric accuracy, a very encour-

aging finding relevant to applications in fracture

assessment and fixation.

In this exploratory work, the PS calculations are

described, but extension to clinical applications will

require modifications of the algorithms for specific clinical

tasks. Here, the PS feature was defined and the leading

edge was extracted. An automatic algorithm may follow

this approach that may require more specific definitions

of the decision criteria used to identify the presence of

bone or the extent or displacement of a fracture. Additional

outlier rejection, incorporation of a priori anatomical

information when available, preprocessing of the US

images, and postprocessing of the PS images are also likely

to improve the accuracy and robustness of the algorithm.

Our preliminary results on in vivo scans of the human

distal radius are very encouraging and demonstrate the

power of the proposed method in extracting bone surfaces

in practical applications in the presence of real soft-tissue

interfaces. Our future work will thus focus on applying

our presented method to US imaging-based bone fracture

assessment and reduction surgery applications. In fact, we

have recently obtained ethical approval for a pilot study on

bone fracture alignment assessment using US imaging,

and will shortly begin investigating the feasibility of our

method through clinical analysis and visualization of

distal radius and pelvic ring fractures.

Fig. 13. Qualitative results of the proposed bone localization method in experiment 3, where a stack of 2-D images ob-
tained by scanning an in vivo distal radius with a 3-D US probe was processed. (a) 3-D anatomical sketch of a human radius.
The scanned area is highlighted by the white rectangle. (b) 3-D US volume of the scanned distal radius. (c) Corresponding
3-D PS image, which shows that the 2D algorithm (after processing individual 2-D slices from a 3-D volume) can produce
relatively continuous and clean bone surfaces, with little speckle and US artifacts. This 3-D test is only meant to show how
repeatable the PS calculations are along a bone surface, which suggests the possibility of extending PS processing to 3-D

US data.
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