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Abstract—In this paper we propose a routing strategy for the first middleware and platforms for sensor networks are
enabling publish-subscribe communication in a sensor network. peginning to appear (e.g., [18], [26], [29]), most of theoet$
The approach is semi-probabilistic, in that it relies partly on the are still devoted to the core OS and network functionality,

dissemination of subscription information and, in the areas where . . . . . .
this is not available, on random rebroadcast of event messages.W'th little attention to higher-level abstractions thamgiify

We illustrate the details of our approach, concisely describe its distributed programming without sacrificing performance.
implementation in TinyOS [19] for the MICA2 platform [1], and In this context, the publish-subscribe interaction pagadi

evaluate its performance through simulation. Results show that naturally resonates with sensor networks. Publish-sitiEscr
our approach provides good delivery and low overhead, and is qqleware is organized as a collectionalient components,
resilient to connectivity changes in the sensor network, as indude . - . g
by the temporary standby necessary to preserve the energy of which interact bypublishing messages .and byUbs_C”bmg
sensor nodes. to the classes of messages they are interested in. The core
component of the middleware, titispatcher is responsible
|. INTRODUCTION for collecting subscriptions and forwarding messages from
The miniaturization of computing, sensing, and wirelegsublishers to subscribers. In a sensor network context, for
communication devices recently enabled the developmentin$tance, an actuator may be interested in receiving all the
wireless sensor network®VSN), a new form of distributed messages concerning a temperature greater than 30 degrees,
computing where sensors deployed in the environment coto-activate a fan; similarly, a node hosting a temperatunsae
municate wirelessly to gather and report information aboutay subscribe to all the messages carrying applicatioriegier
physical phenomena. Several successful applications of WS temperature data. The implicit and asynchronous commu-
are reported in the literature [2], [3], [5]. nication paradigm that characterize publish-subscrilstefs
A fundamental issue in realizing a WSN is how to route high degree of decoupling among the components, which is
the applicative information, i.e., the messages contrgplthe beneficial since the system configuration often changeseas th
operation of the various sensors and the data gathered foy thdevices enter power saving mode.
Most of the existing approaches assume the existence of &learly, the difficulty is how to implement efficient routing
single data sink—usually a centralized monitoring station-strategies for a distributed dispatcher. Our research pgrou
interested in the sensed data, and focus on optimizing muhlias been recently very active in tackling this problem in
hop communication among sensors to route messages effintexts with a dynamic topology, including MANETs (see
ciently to and from the sink. In general, however, multiple.g., [10], [25]). In particular, we recently devised a rout
data sinks may exist in the system, potentially interested ing strategy [11] that exploits a semi-probabilistic apmio.
monitoring different phenomena whose behavior can nevdtessage subscriptions are propagated deterministically o
theless be derived by analyzing the same set of raw sengethe immediate vicinity (in terms of number of hops) of the
data. This is evident in the case where multiple monitoringubscribing node. When a message is published, it is routed
stations, possibly mobile as in [12], are deployed in théesys using this deterministic information—if available. If tleers
However, it is even more poignant in a variation of WSN that iso such information to determine the next hop, the decision
rapidly attracting interest among researchers and pi@utits, is taken probabilistically, by forwarding the message glan
namely,wireless sensor and actor network&/SAN) [4]. In  randomly selected subset of the available links. Being dase
this case, the devices deployed in the environment are mpt oon probabilistic decisions, our approach exhibits very low
able to sense environmental data, but also to react by @ffectoverhead, but cannot guarantee 100% delivery in all sanati
the environment with their actuators. However, to do so théyevertheless, it is geared towards highly dynamic scegario
usually play the role of data sinks, as they rely on the datéhere the cost of providing full delivery guarantees, if at
sensed and disseminated by the other devices in the netwailk.possible, is prohibitive. The simulations in [11] confir
Despite the rapid development of this research field, thieat the approach performs well (i.e., high delivery and low
state of the art shows how programming sensor netwookerhead) even in very dynamic scenarios, and better than a
applications is still done by and large in an ad hoc fashia. Aurely probabilistic (or deterministic) approach.
usual, software evolves slower than hardware, and althoughn this paper, we start from the same premises of employing



a semi-probabilistic approach. Its characteristics of taer- is going to be used for routing events. When an application
head and resilience to changes in the network topology mat@mponent running on a node issues a subscription, our mid-
it amenable to sensor networks, where in many cases (edjeware broadcasts the corresponding filter. This infoionat
continuous monitoring) probabilistic guarantees are ghouis rebroadcast by the subscriber's neighbors to an extent
Nevertheless, in this paper we tailor our original solutton defined by thesubscription horizony. In our original, link-
the peculiar characteristics of our new target scenaritst Fibased approach [11§ was measured as the number of hops
of all, we adopt a different communication model. In [11jravelled by a subscription message along the links of the
we assumed communication to take place along the links gifaph overlay. In this paper, insteatl represents the number
a graph-shaped overlay network; here, instead, the breadad times the subscription message is (re)broadcast. A value
facility available on sensor nodes is our only communicatiap = 0 means that no subscription is ever transmitted by the
media. Moreover, in [11] the overlay network completelgubscriber node, and therefore the corresponding infoomat
masked the mechanics of the underlying network communida-only stored locally in the node’s subscription table. As w
tion; here, instead, by relying directly on wireless brastave discuss next, this implies that events are routed in a purely
need to take into account packet collisions, to avoid damet probabilistic fashion. Ifp > 0, the subscriber broadcasts the
the sensors’ power in useless retransmissions. Finalgase subscription; the neighbors receiving the message upbaie t
often operate in a duty cycle, by alternating processing asdbscription table accordingly. b = 1, no further action
communication with stand-by periods, therefore savingeipat is taken. Otherwise, the subscription is rebroadcast by the
power. This introduces a particular form of dynamicity imeighbors to the extent mandated by
the network, even in absence of mobility. To evaluate ourIn a publish-subscribe system, subscriptions can be is-
routing strategy we implemented it on Crossbow’s MICAZued and removed dynamically by using proper middleware
motesrunning TinyOS [19], and emulated its behavior witltonstructs, to reflect the changing interests of applioatio
TossiM[21] in scenarios with up to 400 nodes. The researablearly, the information held by the middleware infrastrue,
contribution of this paper is therefore twofold. First, weand in particular the content of the subscription tablesstmu
extend, adapt, and evaluate our semi-probabilistic apgpriar be updated accordingly. In [11], we exploited the standard
broadcast communication in the context of sensor networkschnique of dealing with (un)subscriptions explicitly, ising
Second, our implementation can be effectively regarded ag@ntrol messages propagated whenever a node decides to
novel publish-subscribe middleware for sensor networks. (un)subscribe. The same technique is used to deal with appea
The paper is organized as follows. Section Il presents tirg) or vanishing links, by treating the disappearing endpas
details of our approach, while Section Ill concisely ddsesi if it were, respectively, subscribing or unsubscribingréjave
its TinyOS implementation. Section IV reports about apse a different strategy that associdessesto subscriptions,
evaluation in several scenarios using thessi memulator. and require the subscriber to refresh subscriptions by re-
Section V places our work in the context of related effortgropagating the corresponding mesgagé no message is
Finally, Section VI ends the paper with brief concludingeceived before a lease expires, the corresponding sphsori
remarks. is deleted.
Il. APPROACH Clearlﬁ, r’:he(re )areb trgdgoffs i?fyo!veﬁ(. IWithgut a !gased
. . . . pproach the (un)subscription traffic Is likely to be sigraht,
In this section we provide a complete, albeit mforma@lge to the need to reconcile routing information whenever a

3\/?55222Ogrg;(;)ggs?ﬂzr(:ﬁgh6:: thceoﬁg]olﬂ;gt\gi a;zlé?;e le k appears or disappears. The leased approach remarkably
. y . . F&uces the communication overhead, by removing this need.
and that each (active) sensor takes part in routing, regssdl

of whether it is currently interested in publishing and/ozrOn the other hand, if subscriptions are stable, bandwidth

subscribing. Finallv. we observe that a distinction is lisua is unnecessarily wasted for refreshing leases. However, in
drawn betv?/.eelsub'g'ct basedystems, where subscri tionz arsensor networks the former case is much more likely to
) y ' P % ppen than the latter, since nodes typically alternatek wor

specified by selecting a topic among many defined a priori, anfd sleep periods to save energy. Moreover, the combination

conten_t—basedystems, where instead subscriptions are def'nFe sed subscriptions and broadcast communication retvigirka
using filters over the actual message content. Content—basI plifies the management of the subscription table, and

Sg?r:g’:és:b;g:gisﬁi T?n?nleerr:ztr::a?g;etﬁ)e(zpsrezli\fli% g";eodrastically reduces the associated computational and myemo
P P P overhead. In [11], to properly reconcile subscription mfa-

of our approach, the difference is entirely confined in the

o . fion upon connectivity changes, we kept a different table fo
format .Of the sub;crlpnon message, and therefore bOth.W' each value ofp, where each row contained the subscription
of publish-subscribe can be implemented equally easily.

filter and the link the subscription referred to. Here, iaste
A. Disseminating and Managing Subscriptions all we need is to store the subscription filter together with a

The effect of the subscriptions issued by the applicatidinestamp used for managing leases. Differentiating ategr

components is to disseminate deterministic informaticat th
2QOptimizations are possible, e.g., to broadcast the sulisarippash, and
1see [15] for a comparison and more detailed discussion. transmit the entire one only if missing on the receiving node.



to ¢ is no longer needed, since subscriptions simply expirgimultaneously. Since the propagation of subscriptiond an
and broadcast removes the need for information about linksvents both rely on wireless broadcast, it becomes cruzial t
. reduce the impact of collisions by avoiding wasting presiou

B. Routing Events energy on useFI)ess retransmissior):s. : P

In [11], the effectiveness of event routing is controlled by TinyOS [19] adopts a very simple scheme to recover from
means of thevent propagation threshold which is a fraction collisions where, after a broadcast message has been sent,
of the links available at a given node. For instance= 0.5 the sender waits for an acknowledgment from at least one
means that an event is always forwarded along half of tl its neighbors. If none is received before the associated
links available at each node. If subscription informatien itimeout expires, the message is resent. The evident wesknes
available, this is used first. If this deterministic infortio@ is  of this solution is that it does not take into account the
not enough to satisfy the propagation threshold, the remgin actual number of neighbors. If only one neighbor received
links are selected at random among those the event has 88 acknowledged successfully the message, the tranemissi
been forwarded along. Clearly, higher valuesoincrease is assumed successful, regardless of the possibly manynode
not only delivery but also overhead. The simulations in [1}hat failed to receive the message. Moreover, it does ndbtry
analyze the effect of this parameter in conjunction with themit in any way the number of collisions. More sophistichte
subscription horizorp. MAC protocols has been proposed in literature [24] but none

In this paper we assume broadcast communication, theref@gyeurrently supported by the Crossbow MICA2 [1], our target
this strategy must be adapted slightly because there is flatform. Moreover, most of them are geared towards scemari
concept of link. This actually leads to an even simpler eg@t with a single sink, instead of the dynamic, multiple sink
If an event is receivedfor which a matching filter exists in scenario we target.
the subscription table, the event is simply rebroadcastth®n  Therefore, we conceived a simple yet effective solution tha
other hand, if no matching subscription is found, the event decreases significantly the number of collisions, withast r
rebroadcast with a probability. The parameter, therefore, quiring any synchronization among nodes, nor any assumptio
still limits the extent of propagation, but more indirecthan ghout the topology. The idea can be regarded as a sort of
in [11], as it comes into play only when no deterministigimplified TDMA protocol where each node, upon startup,
information is available. sets a timer whose value is a global configuration parameter.

The effectiveness of our approach is clearly proportional §ending messages (i.e., subscriptions and events) takes pl
the number of forwarders', i.e., the neighbors which receiveonly upon timer expiration, while receiving is in principle
and retransmit an event. Based on the procedure we descrigRghys enabled. Since each node in the network bootstraps at
so far, in absence of deterministic informatibn= -7 holds, g different time, it is highly unlikely that two nodes in rangf
beingn the number of neighbors. As a consequence, a sm@iich other end up with synchronized timers. The simulations

value of7 (e.g., in sparse networks) must be compensated py Section IV show that this trivial idea goes a long way in
increased values of, as we discuss in Section IV. drastically reducing the amount of collisions.

Moreover, while in [11] the event always got routed along
the fraction of links mandated by, here instead we have aD- Avoiding Unnecessary Propagation
non-zero probability that none of the neighbors will relttoa  Without a way to limit forwarding, an event propagates until
cast the event. More precisely,jfis the average number of it reaches a node that already received it, at which poireti g
neighbors, the probability of stopping the propagationhe t dropped. This unconstrained propagation is likely to gateer
event (in absence of deterministic information) at a giveden unnecessary overhead. In [11] we addressed the problem by
is (1—7)". If no subscriber is in the immediate vicinity of thesetting a time-to-live (TTL) on each event, incrementedsahe
event publisher and is small, there is a significant possibilityhop. However, our simulations showed that this solution is
that event propagation immediately stops at the publish@iuch less effective with broadcast propagation. In factnev
To ensure that a reasonable amount of event messagesw#ién an event travels for a small number of hops, the number
injected into the network, we mark event messages withof nodes it reaches is great, and therefore the impact of TTL
flag denoting whether they just have been published or idstdg limited.
already travelled through the network. In the first case, theTo address this issue, we modified slightly the retransmis-
receiver behaves as if = 1 and rebroadcasts the event insion strategy described in Section 1I-C. Let us assume a node
any case. This mechanism guarantees that at {eespies of 4 waiting to broadcast an eveathears one of its neighbors,
the event message are injected in the network and propaggig B, transmittinge before A’s timer expires. If the set
independently. of A’s neighbors partially overlaps witf’s neighbors, it is
likely that most of A’s neighbors receive the event from's

) ] ] o _transmission, therefore making's broadcast largely useless.
Wireless broadcast is subject to packet collisions, whiglyme of A’s neighbors may not hear aboutfrom B but
occur when two or more nodes in the same area send d@i\?en the epidemic nature of our algorithm, they are very

SClearly, events that have already been processed and thaeegived likely to g_et it throu_gh other routes. Based O_n t_hiS _ObSd!DVIa'[
again because of routing loops are easily discarded baséiteoridentifier. our technique (which we callelay-drop to distinguish from

C. Dealing with Collisions



configurati on MHopRout ePubSub { typedef struct MultiHopMsgSub {

provi des { uint16_t srcaddr; //source address
interface StdControl; uint8_t nsgid,; /I message identifier
interface Receive[uint8_t id]; uint8_t subject; //subject identifier
interface Send as SendSub[uint8_t id]; uint8_t hopcount; //subscription hopcount
interface Send as SendUnsub[uint8_t id]; uint8_t |ease; I/ subscription | ease
interface Send as SendPub[uint8_t id]; } __attribute__ ((packed)) TGOS _MHopMsgSub;
}
uses { typedef struct Milti HopMsgPub {
interface ReceiveMsg as Recei veMsgPub[uint8_t id]; uint16_t srcaddr; //source address
interface ReceiveMsg as Recei veMsgSub[uint8_t id]; uint8_t nsgid; /I message identifier
} uint8_t subject; //subject identifier
} uint16_t data; /levent data
i mpl enent ation { } __attribute__ ((packed)) TGOS _MHopMsgPub;
conponent s
MHopRout ePubSubM
Gener i cConmPr oni scuous as Conm Fig. 2. Subscription and event messages.

QueuedSend, TinerC, RandonlFSR;

SendSub = MHopRout ePubSubM

SendUnsub = MHopRout ePubSubM CAt A : “ P
SendPub = MHopRout ePUbSUBM scrlptlpn, and an unsubscription, respectively. B_y repiag

Recei ve = MHopRout ePubSubM these interfaces oBend we are able to reuse a significant part
St dControl = MHopRout ePubSubM : _ H i i i
Recei veMbgSub = MiopRout ePubSUbM of t'he TmyQS Iovy level code dealing Q|rectly with communi
Recei veMsgPub = MHopRout ePubSubM cation.Recei ve is also a standard TinyOS interface, and in
MHopRout ePubSubM SubControl -> QueuedSend. St dControl ; : : ;
MHopRout ePubSubM Cormt dCont r ol > Corm our case pr(_)V|des a way for the routing component to s_|gr_1al
MHopRout ePubSubM ConmtCont rol - > Comm the application whenever an event matching a subscription
Moot SPuboubM Sondvey > alovedeny. SendMg: has been received. ThRecei veMsg interface, instead, is
MHopRout ePubSubM Ti mer - > Ti mer C. Ti mer [ uni que(" Ti mer*)]; provided by the underlying communication component, and is

used to signal the routing component that a new message has
been received from the network. As in the caseSefnd,

we “remap” this (TinyOS event) interface onto two differ-
ent onesRecei veMsgPub andRecei veMsgSub. Finally,

: . : . : St dControl is a common interface used to initialize and
the delay technique discussed in Section II-C) simply lets start all TinyOS modules.

safely removee from its transmission queue. In doing this, . . - .
y 9 9 The last block of the configuration specifies the list

not only we limit propagation—our initial rationale for this . L
y propag Eé modules used by this one, and how their in-

Fig. 1. NesC configuration for our specialized routing congan

modification—but also reduce communication and therefo ) . .
rfaces are wired together. The main component is

save battery power. A downside of this approach is a pote . ) .
. : pRout ePubSubM which implements all the inter-
tially higher latency, as the event may go through longetesu faces provided byMHopRout ePubSub. The others are

before reaching its recipients. Nevertheless, in primciplis __ o ) . .
delay-drop mechanism could be only one of many alternativgggos bLélISt—lrr:dmodulerts.mGeneH cOomm ;fmﬁ;ﬁ?uofsc
specified at the application or middleware layer, therefoproviqdjeesuiheetimesruF;Egctioszlft?/giggess;ry C]%r Ie,r;es and
enabling to tradeoff latency for overhead as needed. - . .
g y communication, andRandonlLFSR provides the ability to
I11. | MPLEMENTATION generate random numbers.

We implemented our approach for the Crosshow MICA2 [1I}lessage structureThe two message types we defined, for
platform, using the NesC [14] language provided by subscriptions and events, are shown in Figure 2. They both
TinyOS [19]. A TinyOS application is composed wfodules include the message source and a unique message identifier,
containing the actual code, antbnfigurations which are which together enable duplicate detection. Also, our curre
essentially module containers (components) describing hamplementation is subject-based, and therefore both rgessa
modules are wired together, and exporting interfaces thatlude a subject identifier: an extension to content-based
provides access to the overall component functionality. Aa straightforward. In addition to these common fields, each
interface contains function signatures, dividedciommands subscription message includeshapcount field, initialized
(implemented by the interface provider) aeslents(imple- with the chosen value of the horizop and decremented
mented by the interface user). at each hop, and hease field, contains the time interval

Architecture. Our implementation essentially provides a rel! seconds during which a SL!bSCI’IptIOI’l s consplered valid.

placement of the standard TinyOS routing componeAﬂStead' event message contains an additidaala field.

Mul t i HopRout er . ThenesCconfiguration of the new mod- Handling subscriptions and eventd/henever the application

ule, calledMHopRout ePubSub, is shown in Figure 1. issues a subscription, the corresponding subject is siarad
The first two blocks define the interfaces provided and usémtal subscription table. Moreover, a subscription messag

by this component. The commanfisndPub, SendSub, and broadcast to all the neighbors, with thepcount initialized

SendUnsub are instances of the built-in gene@end inter- to ¢. Subscriptions are kept alive by using a timer. When

face defined by TinyOS, and deal with sending an event, a siitbfires, a new subscription message is sent for each subject



Network Size N =200 =025
Number of Neighbors | 7 =5 ' P
Percentage of Receivels p = 10% todng -
Publish Rate 2 event/s o
Transmission Interval 1s y
TABLE |

event delivery

DEFAULT VALUES USED IN SIMULATIONS.

50 100 150 200 250 300 350 400 450 500

in the local subscription table. An unsubscription simply NeworkSize
consists of removing the corresponding subject from thalloc (@ T =0.25
subscription table.
Non-local subscriptions are managed in a different supscri ' L e

tion table. When a subscription message for a given subject is
received, it is inserted in the table, possibly overwritotzso-
lete information for that subject with the new one contagnin
a more recent lease. Moreover, if thepcount is not zero,
the subscription is enqueued, waiting to be rebroadcast ac- o
cording to the strategy discussed in Section |I-C. Peraiblic
subscriptions whose lease expired are removed.

As for events, our routing module maintains a list of the

event delivery

most recently received. When an event message is received, TR s
this list is checked to see whether the event is a duplicate. (b)y T=10.5

In this case, the message is simply dropped. Otherwise, it is

first inserted in the list, and its subject checked againet th ' B T e
local subscriptions to determine whether its receipt mast b b

signaled to the application through tecei ve interface.
Then, it is checked against the non-local subscriptionetalbl

a subscription is found, the event message is inserted in the
sending queue. Otherwise, a random number is drawn and,
according tor, either the event message is inserted in the
sending queue or it is simply dropped.

event delivery

I V E VALUATION %50 100 150 200 250 300 350 400 450 500

Network Size

In this section we evaluate several aspects of our approach (c) 7 =0.75
using Tossim[21], the simulation tool provided with TinyOS.
Tossimemulates all the operating system layers and therefore
works by reusing directly the code deployed on the motes and
described in the previous section.

Fig. 3. Delivery vs. network size.

Simulation settingTable | shows the most relevant parametel%nd¢, to estimate their impact. Our upper and lower bounds are
flooding (- = 1) and a purely probabilistic approach € 0).

of our simulations, and their default values. Each simaiati ] . ; !
run lasted 60 simulated seconds, with an extra second akevdie®ding delivers all the events but with very high overhead

to “booting” the network, as done automatically bpdsim. while a fully probabilistic app_roach exhibits low overhelaat
Transmission occurs by using our simple delay technique 3 the cost of poor event delivery.
avoid collisions. The impact of this technique, as well as detwork sizeThe first parameter we analyze is the size of the
its delay-drop variant, is analyzed later in this section. network, which we ranged from 100 to 400. To maintain a
For each run we plot the event delivery (i.e., the ratisteady publishing load and receiver density, we incredsem t
between the events expected received and those actuallypmportionally by ranging the former from 1 to 4 evt/s, and
ceived) and the overhead (i.e., the collective number of s&eeping the latter at 10% (yielding from 10 to 40 receivers).
messages, including both events and subscriptions). Tasfoc The results depictédn Figure 3 confirm our expectations,
on these two performance metrics and reduce further bias, gt®wing that event delivery is only marginally dependeatrfr
ran our simulations with a stable set of subscriptions,(he. the network size—at least for = 0.5 and = = 0.75. This
refresh needed) and a stable network connectivity (apam fris not surprising, since the probabilistic component of our
the changes induced by duty cycle). Moreover, we analyzed
the behavior of our algorithms with different combinatidnro ~ “we use Bezier interpolation to better evidence the trends.



tau=0.25

: increase in network traffic (Figure 4(c)). In the extremeecafs

7 =1 (flooding no event gets lost, but the network becomes
overwhelmed by messages, since each node rebroadcasts all
the events. Besides, with high values ofcollisions may

g o drastically grow, thus hampering delivery. Therefore, rilgéat

value for 7 is a tradeoff among delivery, overhead, and
collisions.

On the other hand, the reason of the low performance
achieved with7 = 0.25 lies in the fact that, as discussed
I R I e 8 in Section I1-B, the probability that no neighbor broadsash

@ - N:”SS;S event is(1 — 7)" = 0.75° = 0.23, i.e., one in four events is
' dropped byall neighbors. Figure 4(a) reflects this, by showing
e that the overhead is less than 20% of the flooding one.
N - As for ¢, it is interesting to see that= 1 and¢ = 2 exhibit
a different behavior. Whev = 100, ¢ = 2 performs worse
than¢ = 1, most likely due to the fact that the smaller size
increases the likelihood of creating loops. AS increases,
however, the additional deterministic information pradd
by ¢ = 2 becomes precious in steering events towards the
I e receivers in a sparser network.
oo e Finally, the comparison with flooding is also worth com-
menting. Indeed, the delivery with equal to 0.5 and 0.75 is
) 7:05 essentially comparable, but overhead is sensibly loweis Th
is particularly evident forr = 0.5, which in this scenario
—— represents the best tradeoff between cost and performance,
AN - being able to deliver about the 90% of events with about 25%

of the overhead introduced by flooding.

60000

Number of receivergAnother interesting view on our approach

P is the impact ofp, the percentage of receivers. As shown
- oot in Figure 5, delivery with¢ = 0 is nearly unaffected by
and is about constant despite the increasing receivers.ighi
e reasonable, since purely probabilistic routing makesrdissly
. T “blind” decisions, regardless of the presence of receivers
LW e Conversely, withy > 0, delivery improves significantly with

(©) 7 =0.75 the number of receivers, as more deterministic information
is available to each host. Figure 5(c) shows that indeed this
information is increasingly exploited to steer events talga
receivers a increases. Moreover, it shows that, whee- 2,
p = 20% of receivers is enough to obtain a routing that is

approach tends to distribute the load equally on each nde@sically entirely deterministic.

and, therefore, the more the network grows (and the magimber of neighborsAnother key factor that greatly impacts
receivers need to be reached), the more nodes participatehi® performance of our approach is the network density, de-
delivering the events. Notably, in some cases event dglivéined by the average numbgiof neighbors for each node. Not
is even increased as more routes become available. On §hmrising|y, our approach performs worse in a sparse m&wo
other hand, as shown in Figure 4 the overhead increasgs fewer nodes participate in the event routing. Figure 6
too, since the number of receivers and the publishing loa@alyzes the performance by ranging frgm= 5 to n = 15,
augments linearly, i.e., there are more events to deliver fisr - = 0.25. This value ofr is particularly interesting, since
more recipients. Nevertheless, the two increments share h Figure 3 it led to the worst performance. Instead, Fige) 6
same trend, that is, no additional overhead is introducetth®y show how the increase in boosts performance remarkably.
size. This, again, stems from the fact the the effort imposethe bottomline is represented by the purely probabilistic
on each node by our algorithm is constant. approach, which experiences a linear increase in deliiérg.

As the charts showr is tightly related to event delivery, reason is that, as stated earlier, delivery is directly pribpnal
since it controls the degree of propagation in the systenth Wio the number of forwarderg, which in turn depends directly
values close to 1 (see Figure 3(c)), the system is able do n and 7. Therefore, low values of are sufficient in a
improve event delivery up to 100% with the downside of adense network. Moreover, the curves with> 0 converge

30000

20000

10000

Fig. 4. Overhead vs. network size.
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The effect of these techniques on the system is shown in
Figure 7 forr = 0.5 andn = 10. Figure 7(a) shows that
the delivery is largely unaffected, with a small decrease in
the case of delay-drop. On the other hand, Figure 7(c) shows
that our simple mechanism for avoiding collisions is very
effective, since it more than halves the number of collision
The delay-drop mechanism does not improve much in terms
of collisions. Instead, by avoiding useless rebroadcdhts,
latter technique drastically reduces overhead, as shown in
Figure 7(b). Although we do not have simulations linking
directly these results to the power consumption, it is evide
how the combination of these two simple techniques not only
improves the performance of our approach, but also yields

much faster to a 100% delivery, showing that deterministremarkable savings in communication, therefore enabling a
information definitely improves delivery. At the same timelonger life of the overall sensor network.

Figure 6(b) shows how this is achieved by keeping overhe

reasonably low.

The effect is still observable, although less marked, Wi'([lﬂl
greater values of, not reported here. In this case, even WitlgO
a sparse network the number of forwardétds sufficient to
achieve a satisfactory event delivery. Indeed, we verified t
the performance withr = 0.25 and»n = 10 is about the same
of the one obtained withr = 0.5 andn = 5. Given this
analysis, it should be noted how our choicernof 5 as the
default value in our simulations is rather conservative.

f)‘iijty cycle. A prominent feature of our approach is the
resilience to changes in the underlying topology and connec
ity. Most approaches for content dissemination and grou
mmunication for sensor networks rely on exact routes that
must be recalculated each time the topology is modified. This
is an important limitation, since sensors are often supptse
regularly switch from active to sleeping, to preserve bgtte
and extend the system lifetime. Therefore, unless some kind
of synchronization is in place, routes become invalid andtmu
be recomputed, with consequent overhead. Conversely, our

Collisions and rebroadcasin Section II-C and II-D we de- approach does not make any assumption on the underlying
scribed the delay and delay-drop techniques for, respygtiv topology, as it “explores” it semi-probabilistically. Tiedore,

reducing collisions and avoiding useless rebroadcasts.

it can tolerate sleeping nodes (or even crashed, or moving)
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06 can be noted how the event delivery is quite similar, althmoag
significant fraction of the nodes is unable to receive or foxv

os eventS. Clearly, if too many nodes are sleeping at the same
time, delivery falls abruptly since the number of forwaler

too low. However, the delivery of flooding also falls abryptl
and some of our solutions remain comparable to it.

percentage of packet collisions

normal with delay with delay and drop

These results are not surprising, since what we stated

earlier about density holds here as well. Indeed, the effect
of sleeping nodes is to reduce the density, expressed irsterm
of the numbenm of neighbors. Therefore, since our algorithm
tolerates low densities up to a given extent, it is resilient
sleeping nodes as well. The validity of this statement isssho
nodes, without any particular mechanism. by observing that 50% of the nodes sleeping in a network with
In the simulations in Figure 8, we used a simple modél= 10 is roughly equivalent to a network where all nodes are
where each node is active for a perid, followed by a active and; = 5.
sleeping periodl’s. All nodes are initially active: after a ran-
dom time (which temporally scatters them) they are regylarl
switched off and reactivated aftdf,. To obtain meaningful  Although sensor networks have now been studied for some
results, sleeping nodes are not considered in the evenedgli years, only recently research has focused on the develop-
which is then computed by taking into account only thgent of reusable middleware platforms as opposed to all-in-
active subscribers. Also, since the temporal scatteringr@m one solutions. As a consequence, most of existing research
nodes is completely random, it may happen that under certgég., [18], [26], [29]) focus more on architecture design o

combination ofl;,, T;; andn, the network becomes partitionedrun-time language support rather than directly routingiéss
Then, a delivery of 100% is not meaningful because, if no path

exists among two nodes, there is no way to correctly deliversin most scenarios found in literature, sensor nodes sleepdst time and

the event. Consequently, our upper bound is representeds {rch on only for_ a short amount of_ time. However, in our ScEnaensor
. . nodes are essential not only to acquire data from the enwieoi but also to

the dellvery of ﬂOOdmg' participate in their propagation. Hence it seems reasorthbtethe ratio%

By comparing Figure 8(a) df, = 375 and Figure 6(a), it is greater than (or at least equal to) 1. °

(c) Number of collisions.

Fig. 7. Collisions and delay-drop-(= 0.5, n = 10).

V. RELATED WORK



A more meaningful comparison is with research addressiage not tolerated. In these cases, the (expensive) syrizhron
multicast or group communication in sensor networks. Ution procedure must be restarted, with increased overhead.
fortunately, the scenario targeted by this research isllysuaConversely, our approach does not require any synchraoiizat
characterized by sensors cooperating to deliver the sengedtocol and yet tolerates arbitrary reconfigurations.
data to a fixed node acting as base station or, alternatively,
to enable communication from the base station towards all VI. CONCLUSIONS ANDFUTURE WORK
the sensors (e.g to perform a query or to force a network re-
programming). This hampers successful exploitation ofé¢he
solutions in situations where sensors need to communic
among themselves, or there are multiple sinks, as in t
aforementioned WSAN networks.

Traditional approaches (e.g., [23], [27]) rely on a tresdth

In this paper we proposed a routing approach enabling
ublish-subscribe on sensor networks. The routing styaiteg
Eemi—probabilistic, in that it relies on deterministic sabption
formation being disseminated close to the subscriber, and
where this is absent, resorts to random rebroadcast. The
: ; S approach described in this paper is inspired by our earlier
stru_cture to dellve_r messages. This approach. minimizes d ork [11], which we adapted and extended here to better suit
traffic, but tree maintenance and updates require manycﬂon%e peculiarity of the wireless sensor network environment

messagis and, mo;e wgp(;ortantly,c?ts;;tableget}/v.o;k. A;imatThe results show that our approach provides good perforenanc
approaches (e.g., [8], [20]) spread the nodes' interestisac in terms of high delivery and low overhead, and is resilient t

the v_vhole network to cre_ate areverse path from a pUb“Sherctﬁ)anges in connectivity, therefore making it amenable to ou
receivers. However, again, no details are provided abowt h?arget deployment scenario

to deal with a dynamic network, as in the case of mobile or Ongoing work on this topic is investigating the ability to

sleéa F)igeg]rrlsiin?grrs,ozr;(ijpfaglurc()ar?t.hms have been apolied indynamically tune thep and+ parameter, to provide a degree

diffe?ent contextg rangin gfrom distributed databagrt)e teain of adaptivity to changes in the network or in the physical
ging . X ontext, as well as the integration of our approach with

nance [13] to broadcast and multicast operation [7], [16 - . .

) . : . . ore sophisticated MAC strategies enabling further ovaihe
[22]; our idea of controlling the probability of reforwardj a . .
S : .reduction and power savings.

message is inspired by the work on gossip for ad hoc routing

described in [17]. Nevertheless, these algorithms essbnti

trade the absolute guarantees provided by deterministic ap

proaches for probabilistic ones, yielding in turn increase The work described in this paper was partially supported

scalability and resilience to change, as well as reduced coly the Italian Ministry of Education, University, and Resga

plexity. Unfortunately, these algorithms are well-verded (MIUR) under the VICOM project, and by the European

group communication or broadcast, where a message mus@Qggnmunity under the 1ST-004536 RUNES project. Silvana

sent toall the members of a predetermined set of intenderiossetto was partially supported by CPNg, a Brazilian gov-

recipients. In our scenario, where subscribers may be a sn&ihment research agency.

fraction of the network and each subscriber may be subgtribe

to a different set of subscriptions, purely epidemic apphoa REFERENCES

gener_ates unnecessary overhead, since it proceed§ bgt§Blin [1] Crossbow Technology Incht t p: / / ww. xbow, com

infecting all the network. A recent work [6] exploits proba- [2] Sensor networks applications. Special Issue of IEEE Computer

bilistic forwarding combined with knowledge of the network  37(8):41-78, 2004.

: Wireless sensor networkSpecial issue of Communications of the ACM
tOpp|Ogy to route messages from Sensors tO a speC|aI nO&é 47(6), June 2004.
acting as collector. The forwarding probability depends o] |. F. Akyildiz and I. H. Kasimoglu. Wireless sensor andaatetworks:
various parameters, in particular the current distance fitee Research challengesid Hoc Networks Journal (Elsevierp(4):351—
367, October 2004.

ACKNOWLEDGMENTS

,Co”eCtor,' The prObabIIIStIC component allpws to tqlerslgle [5] I. F. Akyildiz, S. Weilian, Y. Sankarasubramaniam, and E.G&ayirci.
information on the global topology. Despite the differeitha A survey on sensor networks. IEEE Communications Magazine
of the work, targetting at single sink application, this eggezh 40(8):102-114, 2002.

differs from ours in that we require a much smaller knowledgd®! €: L. Barrett, S. J. Eidenbenz, L. Kroc, M. Marathe, and>J Smith.
Parametric probabilistic sensor network routing. Aroceedings of the

of the network, namely, only the subscriberdiops away. 2nd ACM international conference on Wireless sensor netsvand
The possibility of temporarily switching off nodes is parti applications (WSNA)2003.

; ; 7] K. P.Birman, M. Hayden, O. Ozkasap, Z. Xiao, M. B. u, and Ynbky.
ularly amenable in sensor ngtworks as the battery is nollyeasi Bimodal multicast. ACM Trans. on Computer Systenis(2):41-88,
replaceable. At the same time, however, the network must 1999

maintain its functionality through a connected sub-nekwor [8] D. Braginsky and D. Estrin. Rumor routing algorithm fornser
i.e., it should be able to correctly deliver events despie t networks. InProc. of the 2t International Workshop on Wireless Sensor
y . Networks and Applicationpages 22-31, 2002.

?—bsence _Of Som? nodes. Some Works [9]. [28] faddress thﬁ J. Carle and D. Simplot. Energy-efficient area monitoring $ensor

issue by introducing synchronization of the sleeping paste networks. IEEE Computer 37(2):40—46, 2004.

to minimize the energy spent without affecting network cort0l P. Costa, M. Migliavacca, G. P. Picco, and G, Cugola.dpiic Algo-
tivitv. The weakn f thi lution. however. is thae rithms for Reliable Content-Based Publish-Subscribe: Amliation.

n_ec ity. 1he e_a €ss O_ S S_OU on, ho e__e' S X 0 In Proc. of the 24" Int. Conf. on Distributed Computing Systems

kinds of topological reconfiguration (e.g., mobility orlfaies) (ICDCS04) pages 552-561. IEEE Computer Society Press, march 2004.



(11]

[12]

[13]

[14]

[15]

[16]

[17]

(18]

[19]

[20]

[21]

[22]

(23]

[24]

[25]

[26]

[27]

(28]

[29]

P. Costa and G. Picco. Semi-probabilistic Content-thaBeblish-
subscribe. InProc. of the 25" Int. Conf. on Distributed Computing
Systems (ICDCSO05pages 575-585, Columbus (OH, USA), June 2005.
IEEE Computer Society Press.

C. Curino, M. Giani, M. Giorgetta, A. Giusti, A. Murphgnd G. Picco.
TINY LIME: Bridging Mobile and Sensor Networks through Middleware.
In Proc. of the 3¢ IEEE Int. Conf. on Pervasive Computing and
Communications (PerCom 200%)ages 61-72, Kauai Island (Hawaii,
USA), Mar. 2005.

A. Demers, D. Greene, C. Hauser, W. Irish, J. L. an d S. E&en
H. Sturgis, D. Swinehart, and D. Terry. Epidemic algorithms fo
replicated database maintenand@perating Systems Revie®2(1):8—
32, 1988.

D.Gay et al. The NesC language: A holistic approach ttwoeked
embedded systems. IRroc. of the ACM SIGPLAN 2003 Conf. on
Programming Language Design and Implementation (PLDI'G®ges
1-11. ACM Press, 2003.

P. Eugster, P. Felber, R. Guerraoui, and A.-M. Kermarr€he many
faces of publish/subscribeACM Computing Surveys35(2):114-131,
2003.

P. T. Eugster, R. Guerraoui, S. B. Handurukande, P. Ketsov, and
A.-M. Kermarrec. Lightweight probabilistic broadcasACM Trans.
Comput. Syst.21(4), 2003.

Z. J. Haas, J. Y. Halpern, and E. L. Li. Gossip-based ad foniting.
In Proc. 21nd Ann. Joint Conf. IEEE Computer and Comm. Sosietie
(INFOCOM), 2002.

W. B. Heinzelman, A. L. Murphy, H. S. Carvalho, and M. A.rffle.
Middleware to support sensor network applicationkeEE Network
18(1):6—14, 2004.

J. Hill et al. System architecture directions for netked sensors. In
Proc. of the9*" Int. Conf. on Architectural Support for Programming
Languages and Operating Systems (ASPLOSpXyes 93-104. ACM
Press, 2000.

C. Intanagonwiwat, R. Govindan, and D. Estrin. Directiffusion: a
scalable and robust communication paradigm for sensor nie$wdn
Proc. of the 6" International Conference on Mobile computing and
networking (MOBICOM) pages 56-67, Boston, MA USA, 2000.

P. Levis, N. Lee, M. Welsh, and D. Culler. TOSSIM: acdarand
scalable simulation of entire TinyOS applications. Rroc. of the1st
Int. Conf. on Embedded Networked Sensor Systems (SenSysi08s
126-137. ACM Press, 2003.

J. Luo, P. Eugster, and J.-P. Hubaux. Route driven go§sobabilistic
reliable multicast in ad hoc networks. Proc. 22nd Ann. Joint Conf.
IEEE Computer and Comm. Societies (INFOCQRNO03.

S. Madden, M. Franklin, and W. Hong. The design of an &itjonal
query processor for sensor networks.Aroc. of SIGMOD 20032003.

P. Naik and K. M. Sivalingam. A survey of MAC protocols feensor
networks. InWireless Sensor Network&luwer Academic Publishers,
2004.

G. Picco, G. Cugola, and A. Murphy. Efficient ContentsBd Event
Dispatching in Presence of Topological ReconfigurationPioc. of the
2374 Int. Conf. on Distributed Computing Systems (ICDCS@2iges
234-243. ACM Press, May 2003.

E. Souto, G. Guimares, G. Vasconcelos, M. Vieira, N. Rosad
C. Ferraz. A message-oriented middleware for sensor netwokks
Proceedings of the 2nd workshop on Middleware for pervaane ad-
hoc computingpages 127-134, New York, NY, USA, 2004. ACM Press.
C. Srisathapornphat, C. Jaikaeo, and C.-C. Shen. $&eénfasmation
networking architecture. IrProceedings of the 2000 International
Workshop on Parallel Processingage 23, Washington, DC, USA, 2000.
IEEE Computer Society.

D. Tian and N. D. Georganas. A coverage-preserving rsateduling
scheme for large wireless sensor networks. Poceedings of the
First ACM International Workshop on Wireless Sensor Neksoand
Applications pages 32-41, 2002.

Y. Yu, B. Krishnamachari, and V. K. Prasanna. Issues isigteng
middleware for wireless sensor networkEEE Network 18(1):15-21,
2004.



