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Introduction
Applications

Traditional applications 
(long-life/life-critical/safety-critical)

Space missions, aircraft control, defense, nuclear 
systems

New applications 
(non-life-critical/non-safety-critical, business 
critical)

Banking, airline reservation, e-commerce 
applications, web-hosting, telecommunication

Scientific applications 
(non-critical)
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Introduction
Motivation – High Availability
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Introduction
Software is the problem

Hardware FT relatively well developed 
System outages more due to software faults
Software reliability is one of the weakest links in system 
reliability
Fault avoidance through good software engineering practices 
difficult for large/complex software systems
Impossible to fully test and verify if software is fault-free
Stringent requirements for failure-free operation

Software fault tolerance is a potential solution to improve 
software reliability in lieu of virtually impossible fault-free 
software
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Software Fault Classification

Other bugs that are hard to find and fix remain in the 
software during the operational phase

may never be fixed, but if the operation is retried or the 
system is rebooted, the bugs may not manifest themselves 
as failures
manifestation is non-deterministic and dependent on the 
software reaching very rare states 

Bohrbugs

Heisenbugs

Many software bugs are reproducible, easily found 
and fixed during the testing and debugging phase
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Software Fault Classification

Bohrbugs

Software (OS, recovery s/w, applications)

Heisenbugs
“Aging” 

related bugs

Test/
Debug

Des./Data 
Diversity

Retry 
opn.

Restart 
app.

Reboot
node

OperationalDesign/
Development
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Dimensions of Software Reliability
Bohrbugs Heisenbugs Aging-related bugs

Operating System Middleware (Recovery Software) Application Software

No redundancy

Time redundancy

Replication

Diversity

Information redundancy

Measurement-based model Analytical/Simulation model

Testing/Debugging phase Operational phase

FAULT

LAYER

REDUNDANCY

PHASE

MODEL
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Software Fault Tolerance
Techniques

Design diversity
N-version programming
Recovery block
N-self check programming

Data diversity
N-copy programming

Environment diversity
Checkpointing and rollback
Proactive fault management

Bohrbugs Aging-related
bugsHeisenbugs

Software

Bohrbugs Aging-related
bugsHeisenbugs

Software
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Software Aging
Definition, causes and manifestation

Error conditions accumulating over time
Leading to performance degradation/crash

Not related to application program becoming obsolete 
due to changing requirements/maintenance
What constitutes aging?

Deterioration in the availability of OS resources, data 
corruption, numerical error accumulation

How does it manifest itself?
Performance degradation, transient failure

Common examples
Memory leaks, data corruption, fragmentation



Center for Advanced Computing and Communication, Duke University

TOOLS 2003 Tutorial September 2, 2003

11

Software Aging
Examples

Netscape, xrn, Windows 9x
File system aging [Smith & Seltzer]
Crash/hang failures in general purpose 
applications
Gradual service degradation in the AT&T 
transaction processing system [Avritzer et al.]
Error accumulation in Patriot missile system’s 
software [Marshall]
Resource exhaustion in Apache [Li et al.]
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Environment Diversity
New Approach to S/W FT

Transient nature of software failures
[Gray] Bohrbugs and Heisenbugs
[Lee & Iyer] Tandem GUARDIAN – 70% transient faults
[Sullivan & Chillarege] IBM’s system software – most 
failures caused by peak conditions in workload, timing 
and exception errors 

Environmental Diversity
Allows the use of time redundancy over expensive design 
diversity

[Adams] [Grey] [Siewiorek] Restart
[Jalote et  al.] Rollback, rollforward 
[Wang et  al.] Progressive retry
[folklore] Occasional reboot, “switch off and on”

Reactive in
approach

Proactive approach
Software rejuvenation
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Software Rejuvenation
Definition

Proactive fault management technique aimed 
at preventing crash failures and/or 
performance degradation

Involves occasionally stopping the running 
software, “cleaning” its internal state and 
restarting it

Counteracts the aging phenomenon
Frees up OS resources
Removes error accumulation

Common examples
Garbage collection, defragmentation, flushing 
kernel and file server tables etc
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Software Rejuvenation
Examples

AT&T billing applications [Huang et al.]
Software capacity restoration [Avritzer et al]
On-board preventive maintenance for long-
life deep space missions (NASA’s X2000 
Advanced Flight Systems Program) [Tai et al.]
Patriot missile system software - switch off 
and on every 8 hours [Marshall]
IBM Director Software Rejuvenation
Microsoft IIS 5.0 process recycling tool
Process restart in Apache
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Software Rejuvenation
Research issue and previous work

Rejuvenation incurs an overhead (downtime, 
performance, lost transactions etc.)

Important research issue to find optimal times to 
perform rejuvenation

Two approaches
Analytical Modeling

Lucent Bell Labs [Huang et al., ’95]
Duke [IEEE-TC ’98, SIGMETRICS ’96, ISSRE ’95, 
SIGMETRICS ’01, SRDS ‘02]
Others [IPDS ’98, PNPM ’99]

Measurement-based rejuvenation 
Duke [ISSRE ’98, ISSRE ’99, IBMJRD ’01, ISESE’02]
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Analytic Models
Software Aging and Rejuvenation

Failure 
probable 

state Failed state

Time to failure: Hypo-exponential distribution

Increasing failure rate                aging

• Preventive maintenance is useful only if failure rate is increasing

Robust state

• A simple and useful model of increasing failure rate:
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CTMC model [Huang95]

Model with rejuvenationModel w/o rejuvenation

•From this Continuous-time Markov chain model
•Can find closed-form expression for
the optimal rejuvenation trigger rate (r4)
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CTMC model (Huang95)
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Semi-Markov model [Dohi00]

• Relax the assumption of exponentially distributed 
sojourn times (time-independent transition rates)

• Hence have a semi Markov model

• Can find closed-form expression for the
optimal (deterministic) time to rejuvenation 
trigger
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Semi-Markov model (Dohi00)
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MRSPN model [Garg95]

• By allowing the rejuvenation trigger clock to start
in the robust state, we obtain a Markov Regenerative
Process
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MRSPN model [Garg95]

• Optimal time (deterministic) to rejuvenation trigger is determined 
numerically
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Transaction Based Software System
[Garg98]

RejuvenatingRejuvenatingRecoveringRecovering AvailableAvailable

BB CCAA

Macrostates representating the software behavior 

• Adding details of transaction arrivals and loss
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Model Assumptions
Server type software, transactions arrive at rate λ
Service rate µ(∗) is arbitrary function measured from the last 
renewal of the software. Transaction that starts service at time t 
occupies the server for time with distribution

Arriving transactions are queued and the buffer size is K
In the absence of failure, the system is an M/M(t)/1/K queue

Service discipline is FCFS
Software fails with rate ρ(∗). Distribution of time to failure, X, is 

∫ ∗−
−

t
t dt

e 1
)(

1
µ

∫ ∗−−
t dte 0 )(1 ρ
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Model Assumptions (contd.)
Time to recover from failure       is generally distributed random 
variable with expectation 

Time to perform rejuvenation       is generally distributed random 
variable with expectation 

Any transactions in the queue at the time of failure or at the time of 
initiation of rejuvenation are lost

Any transactions that arrive while software is recovering or 
undergoing rejuvenation are also lost

][ ff YE=γ

fY

rY

][ rr YE=γ
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Stochastic Model
Stochastic process                   represents the state at time t

available for service (state A)
recovering from failure (state B)
undergoing rejuvenation (state C)

Software behavior as a whole is modeled via 
If                 then 
If                      then

is a Markov regenerative process, 
transition to state A from either B or C constitutes regeneration instant

}0),({ ≥ttZ

}0),(),({ ≥ttNtZ
AtZ =)(

},{)( CBtZ ∈
},...,1,0{)( KtN ∈

0)( =tN

}0),(),({ ≥ttNtZ
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Effects of Aging
The two effects of aging

Performance degradation
Crash/hang failure

can be captured by
Decreasing service rate, µ(∗)
Increasing failure rate, ρ(∗)
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Effects of Aging (Contd.)

Decrease or increase respectively can be a function of time - µ(t), ρ(t) 
µ(t)=µ software system with no performance degradation
ρ(t)=0 software system with no crash / hang failures 

instantaneous load  - µ(N(t)) and ρ(N(t))
the value of service and failure rate at time t depend on N(t)
the number of transactions in the queue at that time

average time that software is busy - µ(L(t)) and ρ(L(t))
since idle software is not likely to age, service and failure rates are 
more realistically modeled as a functions of actual processing time 
rather than the total available time

combination of the above
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Rejuvenation Policies

Policy I: Purely 
time-based

Policy II:
Instantaneous load 
and time-based
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policy I

The process is terminated either by
failure (which can happen at any time) or by 
initiating software rejuvenation at  t = δ

Subordinated non-homogeneous CTMC  for t   δ ≤
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policy II

Subordinated non-homogeneous CTMC  for t    δ  is same as 
under policy I

Subordinated non-homogeneous CTMC  for t >δ

≤
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Solution Method

Transient probabilities           and           for the subordinated non-
homogeneous  CTMC can be obtained by solving the system of forward 
differential-difference equations

In general they do not have a closed-form analytical solutions and must 
be evaluated numerically

Once these probabilities are obtained, compute quantities such as
steady state probabilities of the embedded DTMC - [πA,πB,πC]
expected sojourn time is state A - E[U]
expected number of transactions in the buffer when the system is
exiting state A - E[Nl ]

)(tpi )(, tpi
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Measures obtained

Steady state availability A

Long run probability of loss of a transaction Ploss

Expected response time of a transaction given that it 
is successfully served Tres

The goal is to determine optimal values of δ based on 
constraints on one or more of these measures
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Steady State Availability

Steady state availability obtained using 
standard formulae from Markov regenerative 
processes
A = Pr {software is in state A} =

][
][

UE
UE

ArCfB
A

πγπγπ
π

++
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Probability of Loss

Probability that transaction is lost is defined as a ratio of the 
expected number of transactions lost in an interval to the 
expected total number of transactions which arrive during that 
interval

The number of transactions lost is summation of

transactions in the queue when the system is exiting state A
transactions that arrive while failure recovery or rejuvenation is in 
progress
transactions that are disregarded due to the buffer being full
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Numerical Example 1

Policy IPolicy I

Policy IIPolicy II

Service rate and 
failure rate are 
functions of time, µ(t) 
and ρ(t)
Vary mean time to 

perform rejuvenation
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Numerical Example 1 (Contd.)
Service rate and failure rate are functions of time, µ(t) and 
ρ(t)
For any particular  δ, availability is lower and loss probability 
is higher for higher values of mean time to perform software 
rejuvenation 

Value of δ that minimizes loss probability is much lower than 
the one that maximizes availability

If the objective is to maximize availability, it is better not to 
perform rejuvenation for higher values of       (0.55 or 0.85)

If the objective is to minimize probability of loss, policy II 
fares better than policy I

rγ

rγ
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Numerical Example 2
µ(∗) and ρ(∗) are functions of real time µ(t) and ρ(t)
µ(∗) and ρ(∗) are functions of busy time µ(L(t)) and ρ(L(t))
no failures ρ(∗) = 0, service degradation µ(∗) = µ(t)

Measures vary in a wide range depending on the forms chosen

for the service rate µ(∗) and failure rate ρ(∗)  
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Cluster Systems

[Pfister] Collection of independent, self-contained computer 
systems working together to provide a more reliable and 
powerful system than a single node by itself 
Easier scaling to larger systems, high levels of 
availability/performance and low management costs
No single point of failure
Node failures transparent to users
Graceful repairs, shutdowns, upgrades

Cluster System
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Rejuvenation for Cluster Systems
Motivation

Rejuvenation using the fail-over mechanisms
Long-terms benefits in terms of 
availability/performance
Continuous operation (possibly at a degraded level)

Practically zero downtime
Less disruptive and lower overhead than unplanned 
outages
Transparent to user/application
Most current industry initiatives reactive
Two approaches

Simple time-based (periodic)
Condition-based (only from the “failure-impending” state)
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Rejuvenation for Cluster Systems
SRN Models

Rejuvenation using the fail-over mechanisms in a 
rolling fashion
Modeling using SRNs (Stochastic Reward Nets)
Analysis for 2 rejuvenation policies 

Simple time-based policy
All nodes rejuvenated successively at the end of each 
rejuvenation interval

Condition-based policy
Nodes rejuvenated only from the “failure-probable” state

Various configurations
a/b: cluster with a nodes that can tolerate at the most b 
individual node failures, i.e., (a-b)-out-of-a system

Model solution
SPNP (Stochastic Petri Net Package)
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SRN Model
Basic Cluster Model
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SRN Model
Simple Time-Based Rejuvenation
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Model Parameters

10 minsTrejuv

4 hoursTsysrepair

30 minsTnoderepair

720 hoursTnodefail

240 hoursTfprob

Mean timeTransition

$250/hourcostnoderejuv

$5000/hourcostnodefail

#Prejuv*costrejuv +  #Pnodefail*costnodefail + #Psysfail*costsysfailCost

(#Psysfail == 1) ?  1 : 0Unavailability

Measures Computed
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Results
Simple Time-Based Rejuvenation

8/1 configuration 8/2 configuration

•As rejuv. int. increases, rejuvenation is performed less frequently

•When rejuv int is close to zero, the system is rejuvenating very frequently resulting in high cost/downtime

•When rejuv. int. goes beyond optimal value,  system failures become frequent resulting in high cost/downtime 
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Results
Simple Time-Based Rejuvenation

Effect of costnodefail/costrejuv for the 
8/1 configuration

•Cost of node failure is fixed

•Decrease in cost ratio implies 
increase in cost of rejuvenation

•Hence, decrease in cost ratio 
increases total expected cost

•As rejuvenation interval increases, 
rejuvenation is performed less 
frequently

•As rejuvenation tends to infinity, 
almost no rejuvenation is performed 
and all the plots tend to the same 
value 
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Results
Simple Time-Based Rejuvenation

Expected cost for various 
configurations
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SRN Model
Condition-Based Rejuvenation
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Results
Condition-Based Rejuvenation

Effect of detection coverage on expected 
downtime 
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Results

UA with rejuvenation/UA without rejuvenation

Time-Based: Optimal rejuvenation interval

Condition-Based: 90% coverage
Lower the ratio, greater the benefit 

100(1-ratio) is the % of UA reduced due to rejuvenation 
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Recap
Analysis of Rejuvenation for Cluster Systems

Huge benefit in terms of UA and cost 
improvement for systems with more than one 
spare

Simple time-based policy better than prediction-
based for some cases

Condition policy much better for large node 
repair times and low node-failure coverage
Future work

Consider other performability measures
Explore non-ideal effects of common-mode failure 
and node-failure coverage
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Measurement-Based Approach
Objective

Detection and validation of aging

Periodically monitor and collect data on the attributes 
responsible for the “health” of the system
Quantify the effect of aging on system resources

Proposed metric – Estimated time to exhaustion

Three approaches
Time-based (workload-independent) estimation [Garg98]
Workload-based estimation [Vaidyanathan99]
ARMA/ARX models [Li02]
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Data Collection
Experimental Setup

SNMP-based resource 
monitoring tool:

Data related to OS 
resource usage 
(memory, process 
table, file table etc.) 
and system activity 
(CPU usage, paging, 
swapping, NFS, 
interrupts etc. ) 
collected for over 3 
months at 10 min 
intervals
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Time Plots
Non-parametric Regression Smoothing

Real Memory Free                                            File Table Size

Trend detection: Seasonal Kendall test for trend
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Time-Based Approach 
(Workload-independent) 
Estimated Time to Resource Exhaustion
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Workload-based Approach
Motivation

Time-based approach for estimation of 
resource exhaustion

Non-parametric regression smoothing
Seasonal Kendall test for trend
Simple linear equation using Sen’s slope estimate
Doesn’t incorporate workload

Intuitive that rate of resource exhaustion 
depends on current system load

Strong correlation between workload and system 
reliability/availability
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Workload Characterization 
Cluster Analysis

Workload parameters 
cpuContextSwitch, sysCall pageIn, pageOut

Statistical cluster analysis 
Hartigan’s k-means algorithm

Clusters {1,2,3} and {4,5} merged to get 8 clusters
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Workload Characterization
Transition Probability Matrix
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Workload Characterization
Sojourn Time Distribution
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Model Validation

Steady-state probabilities computed from the model match very closely 
with actual probabilities obtained from the observed data
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Modeling Resource Usage
Sen’s Slope Estimate

Slope estimate (in KB/10min) for a each resource in a 
given workload state – nearly same during different visits 
to that state
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Modeling Resource Usage
Reward Function

Reward function for each resource - Sen’s slope estimate 
(in KB/10 min) for each resource at every workload state
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Solution Method
Semi-Markov reward model Markovized into 
Markov reward model
Solved using SHARPE (Symbolic Hierarchical 
Automated Reliability and Performance 
Estimator)
Measures obtained (reward rate    rate of 
exhaustion)

Expected instantaneous reward 
Expected reward rate at steady state
Expected accumulated reward at time t 
Mean job completion time
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Results
Transient slope estimates

Slope for usedSwapSpace Slope for realMemoryFree
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Results
Estimates for slope and time to exhaustion

Estimations for slope (KB/10min) and time to exhaustion (days) for 
usedSwapSpace and realMemoryFree

Workload-based approach: lower time to exhaustion than the time-based 
approach
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Recap
Workload-based Approach

Developed measurement-based model which 
incorporates workload
Demonstrated relation between workload and 
resource usage
Estimates for slope and time to exhaustion
Not actual machine failure times

Need more accurate models
Dependencies between various resources

A step further towards predicting failures 
resulting from resource exhaustion

New/better preventive maintenance policies
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Comprehensive Model
Description

Workload Model

A

Available

C Rejuvenation
Det(δ)Gen(γf)

Gen(γr)

BFailure
F(t)

Distribution of job
completion time
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Comprehensive Model
Model Parameters

Distribution of job completion time difficult to 
compute

Assume 2-stage Erlang (IFR) with mean = mean 
JCT = 41.38 days

Mean recovery time = 4 hours
Mean rejuvenation time = 1 hour
Cost of failure = $5000/hr
Cost of rejuvenation = $500/hr
Compute expected uptime and expected cost  
over a given interval (1000 days)
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Comprehensive Model
Results

Optimal δ = 36.10 days Optimal δ = 5.60 days

Expected uptime Expected downtime cost
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Comprehensive Model
Summary

Integrated analytic and measurement-
based model
Future work

Compute the distribution JCT more 
accurately 
Better approximations for F(t)
Take into account multiple resources in the 
model
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Study of Rejuvenation for Apache

Application of software rejuvenation 
Web server needs to run forever
Current method: Periodically restart server
Our objective: Predict the appropriate/optimal 
time to restart server

Experimental setup
Linux Monitoring Tool

Procmon: extracts information from files in /proc file 
system

Web Server Benchmark
Httperf

Connection rate
Response time, reply rate, timeout error
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Capacity of the web server

Experiments 
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Data Analysis and Results 

Collected Data
7-day period, connection rate of 350 per second
25-day period, connection rate of 400 per second
14-day period, connection rate varies from 350 to 
390 per second
More than 100 parameters recorded

Selection of parameters
Physical meaning
Relationship to the system resources
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Data Analysis and Results 

Parameter Physical meaning 
PhysicalMemoryFree Free physical memory 
SwapSpaceUsed Used swap space 
LoadAvg5Min Average CPU load in the last five minutes 
NumberDiskRequests Number of disk requests in the last five minutes 
PageOutCounter Number of pages paged out in the last five minutes
NewProcesses Number of newly spawned processes in the last 

five minutes 
ResponseTime The interval from the time a Httperf sends out the 

first byte of  request until it receives the first byte 
of reply 

 

Selected parameters and their physical meaning
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Data Analysis and Results
Trend Detection

Visual observation
Exhaustion of system resources
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Data Analysis and Results
Trend Detection

Visual observation
Degradation of performance
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Data Analysis and Results
Trend Detection

Linear regression

Estimated slopes of parameters
Data 
Set Parameter Slope 95% confidence interval 

Response time 0.027 ms/hour (0.019, 0.036) ms/hour 
Free physical memory -88.472 kB/hour (-93.337, -83.607) kB/hourI 

Used swap space 29.976 kB/hour (29.290, 30.662) kB/hour 
Response time 0.063 ms/hour (0.057, 0.068) ms/hour 

Free physical memory 15.183 kB/hour (14.094, 16.271) kB/hour II 
Used swap space 7.841 kB/hour (7.658, 8.025) kB/hour 
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Data Analysis and Results

Modeling Software Aging
ARMA model

AR(p):
MA(q):
ARMA(p,q):

tptpttt WXXXX ++++= −−− φφφ K2211

qtqtttt WWWWX −−− ++++= θθθ K2211

qtqtttptpttt WWWWXXXX −−−−−− ++++=−−−− θθθφφφ KK 22112211
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Data Analysis and Results

Modeling software aging
Determine the order of the model

Autocorrelation function (ACF)

Partial autocorrelation function (PACF)
Best linear prediction

PACF
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Data Analysis and Results

Modeling software aging
Determine the order of the model

Behavior of the ACF and PACF for ARMA 
Models
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Data Analysis and Results

Modeling software aging
Determine the order of the model

ACF and PACF of used swap space in data set II
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Data Analysis and Results

Modeling software aging
Determine the order of the model

Used swap space
AR(1) is suitable for the swap space
Add inputs to make it ARX model

Connection rate: 
Linear trend: 
Weekly periodicity: 
Daily periodicity: 

All the parameters can be modeled by ARX model
tttttt DbWbLbXbaYY 43211 ++++= −

X
L

W
D
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Data Analysis and Results

Modeling software aging
Combine all the MISO ARX models into a MIMO ARX 
model

Leading relationship of the parameters
Compute crosscorrelation functions for each pair of 
parameters
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Data Analysis and Results

Modeling software aging
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Data Analysis and Results

Modeling software aging



Center for Advanced Computing and Communication, Duke University

TOOLS 2003 Tutorial September 2, 2003

86

Data Analysis and Results

Modeling software aging
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Related research and comparison

Comparison of various methods
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Rejuvenation Agent (SRA)

Implemented in a high-availability clustered 
environment
Monitors consumable resources, estimate 
time to exhaustion and generates alerts if 
within user notification horizon
IBM Director system management tool

Provides GUI to configure SRA
Acts upon alerts

Two versions
Periodic rejuvenation
Prediction-based rejuvenation
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IBM xSeries SRA
Design Goals

No modification of the application allowed
Designed for portability
Uses published and architected interfaces for 
data acquisition, alerting and rejuvenation
Simple GUI 

Minimum tunable parameters

Must adapt to monitor new parameters and 
incorporate new prediction algorithms
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Rejuvenation in IBM Director 
Periodic Rejuvenation

Rejuvenation Menu
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Rejuvenation in IBM Director
Prediction-Based Rejuvenation
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SRA Design
Monitor resources, estimate exhaustion times 
and send alerts
Data acquisition specific to OS

Windows NT: registry performance counters
available bytes, committed bytes, non-paged pool, paged 
pool, handles etc.

Linux: /proc directory
memory, file descriptors, inodes, swap space etc. 

Data logged on disk and used by prediction 
algorithms
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Prediction Algorithms
Curve-fitting analysis and projection

Sliding window based on a fraction of the 
notification horizon
Sampling interval automatically selected
Fits several types of models and selects best the 
using a model-selection criterion

Projected data compared to upper/lower 
exhaustion thresholds within notification time 
horizon

Identify the offending process/sub-system if 
possible
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Rejuvenation Granularity
Level 1 rejuvenation

Restart service
Only when stoppage of service saves 
necessary states

Level 2 rejuvenation
OS reboot
Application failover and recovery by cluster 
management software
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Empirical Measurements
Database Application

Application hang after committed bytes exhausted in 10 hours (Windows NT)



Center for Advanced Computing and Communication, Duke University

TOOLS 2003 Tutorial September 2, 2003

96

Empirical Measurements
“Bad Boy” Programs

Committed bytes consumption for a leaky 
application (Windows NT)

Inodes consumption for a leaky application 
(Linux)
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Summary
Should consider five dimensions of software 
reliability: testing/operational phase, different 
types of bugs, redundancy type, 
measurement or modeling and different 
layers of software 
www.software-reliability.com
Software aging not anecdotal – real life 
scientific phenomenon
Interesting problems for modeling community
www.software-rejuvenation.com
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Summary
Approaches to Rejuvenation

Open-loop approach
No feedback from system

Closed-loop approach
Feedback from the system (monitoring)

Elapsed time
(periodic)

[ISSRE95, TOC 98, SIGMETRICS 01]

Elapsed time
and load
[TOC 98]

Offline Online
[SHAMAN 02, IBMJRD 01]

Time-based
analysis

[ISSRE 98, ISESE 02]

Time &
workload-based

analysis
[ISSRE 99]

Failure
data

[HASE 00]

Software Rejuvenation
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Summary
Granularity of Rejuvenation

Process restart

Application restart

Node restart

Selective rejuvenation

Cluster failover

Cluster failback
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