
An analysis of crystal dissolution fronts in ows through porousmediaPart 1: Compatible boundary conditions 1P. KnabnerUniversity of Erlangen{N�urnberg, Institute of Applied Mathematics,Martensstra�e 3, D { 91058 Erlangen, GermanyC. J. van DuijnDelft University of Technology, Department of Mathematics,P.O. Box 5031, NL 2600 GA Delft, The NetherlandsS. HengstInstitute for Applied Analysis and Stochastics (IAAS),Mohrenstra�e 39, D { 10117 Berlin, GermanyKey words: Transport, travelling wave, crystal dissolution, porous media, mathematicalanalysis.AbstractWe propose a model for transport of solutes in a porous medium participating in a dissolu-tion/precipitation reaction, in general not in equilibrium. For an unbounded spatial domain,travelling wave solutions exist, if and only if the charge distribution is constant and we dealwith a dissolution situation. The travelling wave in fact exhibits a sharp dissolution front.The wave is given in a nearly explicit manner. Also for the limit cases of equilibrium reac-tion or no dispersion, travelling waves are established under the same conditions, but withdi�erent qualitative properties.
1This work was supported by EC project "Filtration and Nonlinear Di�usion Processes"(Contract No. SC 1 { 0018 { C (TT)) and Institute for Applied Analysis and Stochastics1



1. IntroductionIn this paper we consider chemistry{a�ected transport processes in porous media, where thetransported solutes are participants in a precipitation{dissolution reaction, which in generalis not in equilibrium, but kinetically controlled. The mineral phase, which occurs as a verythin layer on the grains of the porous medium and does not e�ect the pore geometry, maybe present or completely dissolved, or not yet precipitated.In [11] Rubin set up a model for the spatially one{dimensional situation on a boundeddomain with speci�c inow boundary and initial conditions, which lead to the evolutionof a dissolution front. The initial{boundary value problem is formulated classically, i.e.with the explicit appearance of the dissolution front as a free boundary. A transformationof the problem is indicated, on which a numerical approximation scheme and a generalanalysis assuring existence, uniqueness and some general properties are based in [14] and [10],respectively. Further references to numerical approaches, also for more complex situations,may be found in [14].We will deal with the same problem and model, also allowing for non{equilibrium, but ouraim is di�erent. We start from a model formulation without explicit reference to free bound-aries in form of dissolution and precipitation fronts, i.e. from a "weak" or "variational"interpretation of the emerging conservation and rate equations. For two situations, char-acterized by an unbounded spatial domain and a speci�c condition in terms of the excesscharge distribution, we establish the solutions analytically. For the situation dealt with inthis �rst part, this will be travelling wave solutions, i.e. �xed pro�les, which are translatedin time with a constant wave speed. These solutions are given in a nearly explicit manner.All qualitative properties of the solution can be investigated in detail.Note that the notion "(travelling) wave" is always used here in this strict sense, made moreprecise later on, and not in the more relaxed form as being just synonymous to "fronts",as it is usually done in the chemical engineering literature. In situations where travellingwave solutions do not exist, there may be dissolution or precipitation fronts (of nonconstantspeed). Such a situation will be analysed in Part 2 of the paper. In addition, for equilibriumreactions, we refer again to [14] and [10].We will analyse two spatially one{dimensional ow regimes, with constant water content,bulk density, pore velocity q[cm=s] and di�usion/dispersion coe�cientD[cm2=s]. The spatialdomain will be represented by the whole real line, according to the goal to develop solutionswhich describe the behaviour for large ow domains, e.g. large soil columns. In Section 2we will derive the following set of equations for u and v [millimoles/cm3], being the molarconcentration of one of the participating ions in solution, say the cation, and a scaled con-centration of the crystalline solid, both relative to the water volume, and a third unknownw[�], which is used here to take into account the nature of the dissolution reaction.@@t(u+ v) + q @@xu�D @2@x2u = 0; (1)@@tv = k fg(u; c)� wKg ; (2)0 � w(x; t) � 1; and w(x; t) = 1 if v(x; t) > 0; (3)for �1 < x <1; t > 0:2



The dissolution/precipitation reaction is described by the (nonlinear) function g related tothe precipitation reaction, the constant K > 0, being the saturation constant, and the rateparameter k > 0. There is a further function c appearing in (2), which may be interpreted inour special case as the (scaled) excess (positive) charge distribution. This function satis�esthe linear di�usion{advection equation:@@tc+ q @@xc �D @2@x2c = 0; for �1 < x <1; t > 0: (4)Equations (1), (2), (4) have to be supplemented by appropriate initial and/or boundaryconditions. This will give c explicitly in the cases to be considered here.Furthermore, there are several limit situations. If the rate parameter k is large compared tothe parameters of the transport process, it is reasonable to use the local equilibrium assump-tion and to substitute the non{equilibrium description (2) by a quasistationary description,which is formally obtained by letting k !1, i.e.g(u; c) = wK: (5)We will refer to this case as "k =1".If the dispersive transport is negligible compared to the advective transport, it is reasonableto letD & 0, i.e. cancel the corresponding term in (1) and (4), and thus consider a hyperbolicsystem. We will refer to this case as "D = 0".Two charge distributions c will be considered. The �rst is:{ The function c is constant. (6)This situation will be analysed in the �rst part of the paper. It will turn out that for certaininitial and boundary conditions, which correspond to the appearance of a dissolution front,travelling wave solutions exist. In fact, (6) is necessary for their existence. These travellingwaves will be analysed, for the original problem taking non-equilibrium and dispersion intoaccount, in Section 3, and for both limit cases in Section 4. One can interpret these solutionsas the large time behaviour of the situations, where the boundary condition does not disturbthe constant initial charge distribution (see Section 3 for more details). As the appearanceof a dissolution front often corresponds to the injection of a uid with a di�erent ioniccomposition, the contrary, i.e. the disturbance of the initial charge distribution, may beconsidered to be likely. In the formulation of (1) { (4) this can be modelled by an initialdistribution of c in form of a step function, i.e. with two levels c�; c� > 0:c(x; 0) = c0(x) = (c� for x < 0;c� for x � 0: (7)We will restrict ourselves to the limit case D = 0, where the solution of (4) is then given bythe piston ow pro�le, i.e. we have 3



{ The function c is given by c(x; t) = c0(x� qt); (8)with c0 from (7):In Part 2 of the paper we will analyse this situation, if also the initial conditions for u andv are analogous step functions, i.e. we will consider the Riemann problem of (1) { (4) (withD = 0). It will turn out that the structure of solutions is more involved, exhibiting twofronts of di�erent speed, where one is very much related to the travelling wave solutions ofthis Part 1.2. Modelling of Equilibrium and Non{equilibrium Crystal Dissolution andPrecipitationMass and Charge ConservationWe are going to discuss the following precipitation-dissolution reaction in a porous medium:We consider as solutes two speciesM1;M2; for example ions, sayM1 being a cation andM2 ananion. In addition there may be a crystalline solid M12 present (at the grain surface). Herewe adopt the notation of Rubin [11] and relate to the reasoning of [5], [14], [12]. M1;M2 mayprecipitate at the surface of the porous skeleton and formM12 and vice versa the crystallinesolid may dissolve. The stoichiometry of the reaction is supposed to be as followsM12� nM1 +mM2: (9)Here n;m denote positive numbers. If the species M1;M2 are ions, a reaction like (9) leadsto the electroneutrality of the uid, if the valence of M1 is m and of M2 is n. Let ci[millimoles/cm3] be the molar concentration of Mi in solution relative to the water volume,and let c12 [millimoles/g] be the molar concentration of M12 relative to the mass of theporous skeleton. By its meaning only c1; c2; c12 � 0 are reasonable and will be considered.We want to describe the conservation equations for a general ow regime, where at themoment the dimension and geometry of the macroscopic spatial domain are unspeci�ed.The underlying geology and water ow regime are described by the water content �[�], thebulk density %[g=cm3], the di�usion/dispersion tensor D[cm2=s] and the speci�c dischargevector q�[cm=s]. Here we assume that the dispersive part in D is so prominent that weneed not to distinguish between the di�erent species. Furthermore, we assume that the poregeometry, i.e. �, is not e�ected by the reaction (9). As M12 is spatially immobile, theconservation of the corresponding total masses leads to the partial di�erential equations@@t(�c1) + n% @@tc12 � div (�Drc1 � q�c1) = 0; (10)@@t(�c2) +m% @@tc12 � div (�Drc2 � q�c2) = 0: (11)Here @@t denotes the partial derivative with respect to time t[s]; and div, r denote thedivergence and gradient with respect to the space coordinate x[cm].Note that the ionic nature of the aqueous products is not necessary to set up equations(10),(11) and their consequences, but only a stoichiometric relation like the one implied by4



(9) is required. As a further example one may think of the dissociation of an organic solid inan organic solvent. Reactions like (9) with more than two aqueous products lead to a similarmodel, therefore results analogous to ours are to be expected. Unfortunately our analysiswhich will be presented below, relies on the reduction to two unknowns, therefore it cannotbe extended directly.If we de�ne c = mc1 � nc2 (12)then equations (10), (11) imply that the quantity c is conserved:@@t(�c)� div (�Drc� q�c) = 0: (13)For a spatially homogeneous reaction, the continuous stirred tank reactor (CSTR) situation,where all concentrations are functions of time only, this implies that c is constant, i. e. allpossible values of the concentrations c1(t); c2(t) lie in a one dimensional a�ne subspace ofthe stoichiometric subspace of the dissolution reaction, de�ned by the condition c = 0. Wewill see that for travelling wave solutions the same holds true. For the special case of a ionicbinary reaction, also another interpretation is possible: Then the valence of M1 is m� andthe valence of M2 is n� with some positive integer �. If M1 is a cation and M2 an anion,then �c denotes the total positive electric charge of the solute.It is a well{known observation (cf. e.g. [5]) that we can resolve equation (13) (with appro-priate initial and boundary conditions) at least numerically and thus reduce the number ofunknown functions by one by settingc2 = 1n(mc1 � c): (14)The requirement c1 � 0; c2 � 0 for a solution of (10), (11) is then equivalent toc1 � � cm�+ ; (15)where u+ = u for u � 0 and u+ = 0 for u < 0.Rate description for dissolution and precipitationNow we turn to the description of the chemical reaction. If rd and rp [millimoles/cm3]denote the dissolution and precipitation rates relative to the water volume and k� [1=s] arate parameter then % @@tc12 = �k�(rp � rd): (16)Note that the appearance of the factors %;� in (16) is caused by the choice of the referencesystems of rp and rd. In [5] e.g. rp; rd are related to the total volume such that � doesnot appear in (16). The following arguments hold true independent of the reference system5



chosen, i.e. for another reference system of rp; rd equation (16) has to be changed corre-spondingly by a factor on the right hand side and analogously all the following expressionsderived from (16). For k� !1 equation (16) reduces at least formally torp = rd (17)We will take this relation to be a guideline for the de�nition of the rate functions in thosecases, where they are not �xed due to other grounds. It is generally accepted that (cf. e.g.[12],[13]):{ The activity of the crystalline solid is a positive constant, say kd [millimoles/cm3 ],therefore: rd = kd; if c12 > 0: (18){ The precipitation rate is given by the mass action law or extensions with concentrationdependent activity coe�cients (e.g. given by the Debye{H�uckel theory), thereforerp = kpr(c1; c2); (19)where r is a smooth nonnegative nonlinearity (for arguments c1; c2 � 0); an exampleis, if we assume the thermodynamically ideal mass action lawr(c1; c2) = cn1cm2 : (20)The nonlinearity r will be discussed later on in relation to the analysis of Section 3. Thus inthe presence of crystalline solid at some (x; t) we have the well{known equilibrium descriptionby the solubility product: If c12 > 0; then r(c1; c2) = K; (21)where K := kd=kp. The condition r(c1; c2) = K is called saturation and r(c1; c2) < K or > Kunder{ and oversaturation, respectively. Due to (14) these (in)equalities can be reduced toa relation for c1 alone for given c. The concentration c1, ful�lling r(c1; c2) = K, is also calledthe solubility (for given c).To include the case c12 = 0; we need to extend the de�nition of the dissolution rate. We aregoing to do this in such a way that the corresponding equilibrium description according to(17) satis�es all the propertis of an equilibrium situation. These properties are, for arbitraryc12 � 0 :{ Either saturation or undersaturation holds.{ If crystalline solid is present, then saturation holds.{ Under undersaturated conditions, no crystalline solid can be present.This is equivalent to 0 � r(c1; c2) � Kc12 > 0) r(c1; c2) = Kr(c1; c2) < K ) c12 = 0 (22)6



or in more compact notation 0 � r(c1c2) � K; c12 � 0(K � r(c1; c2))c12 = 0 (23)This can be recast in the form of (17) by writing0 2 kpr(c1; c2)� kdH(c12)(, r(c1; c2) 2 KH(c12)); (24)where H is the set{valued Heaviside"function" (better: Heavisidegraph) de�ned byH(u) = 8><>:f1g for u > 0[0,1] for u = 0f0g for u < 0: (25)Each possible choice H(0) = �(2[0,1]) would �x r(c1; c2) = �K for c12 = 0. Note that inparticular (21) is included in (22)-(24).We now turn to the rate description for the non{equilibrium case. A usual requirementis that in non-equilibrium also oversaturation is possible (cf.[12],[13]). Guided by this andrelation (24), we propose the following rate description% @@tc12 2 �k�(kpr(c1; c2)� kdH(c12)) (26a)or equivalently % @@tc12 = �k�(kpr(c1; c2)� kdw);where w 2 H(c12) which means0 � w � 1 and w = 1 for c12 > 0: (26b)Thus we have arrived at (10), (11), (26a,b) with the unknowns c1; c2; c12 or equivalently at(10), (13), (14), (26a,b) with the unknowns c1; c12; c, supplemented with appropriate initialand boundary conditions, as a possible model for transport and non{equilibrium dissolutionand precipitation.This means that we keep the precipitation rate of (19), and also the dissolution rate from(18) for c12 > 0, but allow for a "�ctious" dissolution rate kdw � kd for c12 = 0. This isnecessary to be compatible with (24) / (22) at equilibrium.If we use the elimination of c2 by means of c, settingg(c1; c) := r�c1; 1n(mc1 � c)� ; (27)7



and furthermore, de�ning u := c1; v := n%=�c12;q := q�=�; k := nk�kp; (28)K := kd=kpthe equations (10), (13), (26a,b) take the form, which for one space dimension is displayedin (1) { (4).An alternative rate descriptionNote that (24) is not the only way to express (22) by means of a Heavisidegraph. Anotherequivalent form of the equilibrium conditions is given by0 2 H(max(c12; r(c1; c2)�K)) (kpr(c1; c2)� kd): (29)This suggests as alternative to (26a,b) the rate equation% @@tc12 2 �k�H(max(c12; r(c1; c2)�K)) (kpr(c1; c2)� kd) (30a)or equivalently % @@tc12 = �k�w(kpr(c1; c2)� kd);where w 2 H(max(c12; r(c1; c2)�K));which means (30b)0 � w � 1; andw = 1 for c12 > 0 or r(c1; c2) > K:This means that the rates of (18) and (19) are kept, if crystalline solid is present or if the uidis oversaturated. Otherwise, an overall nonpositive rate, i.e. dissolution rate, is possible.8



The equivalence of the di�erent formulationsIn [3] van Duijn and Knabner establish the equivalence between these two rate descriptions.The analysis relies on an investigation of the di�erent functions w appearing in (26a,b)and (30a,b), respectively. It turns out that they are �xed by the other unknown functionsc12; c1; c2 up to a set of "exceptional" points in space-time (rigorously, a set of Lebesguemeasure 0), denoted by C. In particular, for (30a,b) the function w can only take the values0 and 1 (on subsets determined by c1; c2). The topological structure of C is not clear apriori,as we want to take into account all kinds of scenarios caused by various initial and boundaryconditions. In the simple one-dimensional situation of section 3 the set C will turn out tobe a straight line, representing the dissolution front in space-time.The formulation, proposed and used in [5] is similar to (30a,b), but not identical. It corre-sponds to (30a,b), if the set{valued function is substituted by a single{valued, discontinuousone with H(0) = 0. If we interpret the model of [5] in a sense that the rate is not de�ned atthe "exceptional" points of C, i.e. in a weak sense, then also this formulation is equivalent tothe two developed above. If, however, the rate function of [5] is required to hold everywhere,then the models are di�erent and e.g. the solutions developed in Section 3 are excluded.Linearized rate descriptionsThere are still other variants of the rate function, usually to be found in the correspondingtext books (see e.g. [12]), which may be considered as linearizations of (26a,b) or (30a,b).We use the elimination of c2 by means of c, i.e. let c be given by (13) supplemented withappropriate initial and boundary conditions. The nonlinearity in the rate equation (26a,b) isthen given by g = g(c1; c): For the following discussion we will assume that there is a uniquecS = cS(x; t) � 0, satisfying g(cS ; c) = K; (31)i.e. cS being the solubility andg(c1; c) < K for 0 � c1 < cS ;g(c1; c) > K for c1 > cS : (32)This property is ful�lled, if g is strictly increasing in the variable c1. In Appendix A it willbe shown that this property holds true for the expressions usually taken for r.Consider (26a,b) or (30a,b) for c12 > 0, i.e.% @@tc12 = �k�kp(g(c1; c)� g(cS; c))= �k�kp� @@c1 g(cS; c) (c1 � cS)+ higher order terms in (c1 � cS)�: (33)This suggests the following alternative rate description for c12 > 09



% @@tc12 = �kL(c1 � cS); (34)where the rate kL in this linearized version approximately corresponds tokL � k�kp @@c1 g(cS; c): (35)The rate function (34) can be found, e.g. in [12], [13]. For comparison one has to takeinto account that a batch experiment situation is considered there. For spatially constantconcentrations however, equation (10) reduces ton% @@tc12 = � @@t(�c1); (36)and thus with a water content � being constant in time equation (34) is equivalent to@@tc1 = kL=n(cS � c1): (37)As above we have to extend (34) also to vanishing crystal concentrations. Analogously to(26a,b) and (30a,b) we propose the two variants% @@tc12 2 �kL(c1 �H(c12)cS) (38)or % @@tc12 2 �kLH(max(c12; c1 � cS)) (c1 � cS): (39)Mathematically, (38) and (39) are special cases of (26a,b) and (30a,b), respectively, if onesubstitutes r(c1; c2) = g(c1; c) = c1; i:e: K = cS; and k�kp = kL: (40)Therefore the above discussion concerning the functions w and the equivalence of the twomodel formulations hold true here analogously.3. Travelling Wave Solutions for Non{equilibrium Reactions withDispersionSigni�cance and de�nition of travelling wave solutionsThe most simple situation appears, if the underlying ow �eld q� and, correspondingly,� and D are constant. If the inuence of boundary conditions etc. is such that uidow, solute transport and chemical reaction only take place in the direction of q� and arehomogeneous orthogonal to q�, we can reduce the model (10), (13), (14), (26a,b) to onespace dimension, what we will do in the following. In particular, D = D; q� = q� arescalar values from now on. This assumption usually is justi�ed considering soil columnexperiments. We will take q� > 0 such that x = �1 corresponds to upstream and x = +110



to downstream. Depending on the interplay of reaction and dispersion, the concentrationpro�les in a continuous feed experiment, i.e. for a constant inow concentration may be self{sharpening fronts, i.e. stabilize for large times to a �xed spatial pro�le, which is transportedin time with a constant wave speed a. The mathematical model for this limit solution is atravelling wave solution, i.e. a solution of (10), (11), (26a,b) for one space dimension, whichonly depends on the variable � = x� at: (41)Setting ci(x; t) = ci(�); i = 1; 2; c12(x; t) = c12(�), and as a consequence c(x; t) = c(�), weobtain the ordinary di�erential equations� a(�c1 + n%c12)0 � �Dc001 + q�c01 = 0; (42a)� a(�c2 +m%c12)0 � �Dc002 + q�c02 = 0;� a%c012 2 �k�(kpr(c1; c2)� kdH(c12)); (42b)and (�a�+ q�)c0 ��Dc00 = 0 (43)for �1 < � <1: To select the solutions related to the situation described above, we haveto prescribe boundary conditions at � = �1 and � = +1 :ci(�1) = c�i ; ci(+1) = ci�; i = 1; 2;c12(�1) = c�12; c12(+1) = c12�: (44)If we consider a travelling wave solution as the limit pro�le for t! 1 for a correspondinginitial{boundary value problem for x � 0, then the boundary condition at � = +1 cor-responds to the (constant) initial condition (x > 0; t = 0) and the boundary condition at� = �1 to the (inow) boundary condition for x = 0; t > 0: Note that any solution of(42a,b) { (44) can be translated in � by an arbitrary amount to give a new solution. Theone whose total mass corresponds asymptotically for large times to the total mass of thesolution of the initial{boundary value problem will appear to be the asymptotic limit.Homogenous charge distribution as necessary condition for travelling wavesAs a �rst observation, also the conserved concentration c ful�lls boundary conditions at� = �1 due to (44) and (12), which is only possible if c is constant for all �1 < � <1 orequivalently the boundary conditions of c coincide:mc�1 � nc�2 = mc1� � nc2� : (45)Thus (45) is a necessary condition for the existence of a travelling wave solution and will beassumed to hold from now on in this part of the paper. It means that all values c1(�); c2(�)or equivalently the downstream and upstream values belong to the same a�ne stoichiometricsubspace of the dissolution reaction. For ionic aquaeous products it also may be interpretedas the fact that the overall electric charge of the dissolution products in the invading uid11



coincides with the electric charge of them in the resident uid. If this situation does notoccur, di�erent asymptotic pro�les will develop, which are the subject of Part 2 of the paper.Travelling wave formulation in transformed variables, �xed wave speedWith c being a constant given by c := mc�1 � nc�2 (46)we reduce the problem to the variables u = u(�); v = v(�) de�ned in (28) and w = w(�) :�au0 � av0�Du00 + qu0 = 0; (47)�av0 = k(g(u; c)�Kw); (48)0 � w(�) � 1; w(�) = 1; if v(�) > 0; (49)for �1 < � <1.The boundary conditions transform tou(�1) = u�; u(+1) = u�;v(�1) = u�; v(+1) = v�; (50)where v� = n%=�c�12 etc. Note that q > 0 such that � = �1 corresponds to upstream and� = +1 to downstream. We consider only nonnegative boundary conditions and requirethe solution to be nonnegative, which is equivalent to (see (15))u � � cm�+ ; v � 0: (51)We want the dissolved concentration and the mass ux or equivalently u and u0 to becontinuous, but allow for jumps in v0: The equations (47), (48) imply that we have to allowalso for jumps in u00 and w. A jump of a function f at a point � by de�nition in particularmeans that the one-sided limits f(�+); f(��) exist. The jump from right to left is then[f ](�) := f(�+)� f(��). Note that continuity of f at � is equivalent with [f ](�) = 0: In ournotion of solution for (47)-(49) we allow only for �nitely many jumps �i in v0 (and w; u00) andthe equations (47), (48) to hold for all � 6= �i: Consequently we have for all jumps � = �ithe jump relation a[v0](�) = �D[u00](�) = kK[w](�) (52)The �rst equality results from the di�erence of the one-sided limits of equation (47), thesecond analogously of equation (48). At points of continuity of v0; w; u00 (52) trivially holdssuch that all our travelling wave solutions always ful�ll (52) everywhere.By integration, taking (50) into account, equation (47) can be reduced to a �rst orderequation. From this �rst order equation we can conclude using (50) that the limits u0(�1)exist and then u0(�1) = 0: The �rst order equation thus takes the form (see Proposition1.2, Corollary 1.3 in [3] for details):u0 = q � aD (u� u�)� aD (v � v�)= q � aD (u� u�)� aD (v � v�): (53)12



From this we conclude that the wave speed a is �xed toa = �u�u+�v q; if �u+�v 6= 0; (54)where �u := u� � u�; �v := v� � v�:Excluding some trivial cases, we may assume �u + �v 6= 0, thus having a �xed wavespeed. It will turn out that for the only relevant case, where a travelling wave exists is�u < 0; �v < 0 such that a < q, reecting the retardation e�ect of the chemical reaction,analogous to adsorption reactions (see van Duijn and Knabner [2]).Note that all solutions u = u(�); v = v(�); w = w(�) of the �rst order system (53),(48)together with (49),(50), for which u; v; u0 are continuous and �nitely many jumps in v0 andw are allowed, are such that u00 exists as a continuous function with �nitely many jumps,the jump relations are satis�ed and also the original equation (47) holds true. Thus we havefound an equivalent formulation which is the basis for our theoretical consideration and ournumerical approach. Therefore in particular the jump conditions are always satis�ed.The impossibility of precipitation wavesFor the further discussion, we have to assume for �xed c:g(:; c) is strictly increasing for u � � cm�+ ; (55)g�� cm�+ ; c� = 0:If r is given by the mass action law according to (20), then (55) is obvious, as c2 � 0is guaranteed by u � (c=m)+. For the Debye{H�uckel description of r in Appendix A areasonable su�cient condition for (55) is developed.Condition (55) assures the unique existence of the solubility concentration uS � 0 (relatedto c and K): g(uS; c) = K (56)and uS monotonically depends on K (for �xed c), i.e. for increasing K also uS increases.As already mentioned, a consequence of the �rst part of (50) are the boundary conditionsu0(�1) = 0: A further necessary condition for the existence of travelling wave solutions arethe boundary conditions v0(+1) = 0; v0(�1) = 0: (57)They are only ful�lled for certain combinations of boundary values u�; v�; u�; v�: In the fol-lowing we work out which cases are possible (compare [3] for a more detailed discussion).Conditions (57) imply that w� = w(�1); w� = w(+1) exist and 0 � w�; w� � 1; andg(u�; c) = Kw� � K; and v� > 0 ) w� = 1g(u�; c) = Kw� � K; and v� > 0 ) w� = 1 (58a)Due to (55), (56) we concludeu� � uS ; and v� > 0 ) u� = uSu� � uS ; and v� > 0 ) u� = uS (58b)13



Therefore v� > 0; v� > 0; v� 6= v� imply a = 0 and thus that u is a constant, u = uS : This isone case of the appearance of{ The stationary wave (a = 0) for a saturated uid:u� = u� = uS ; u(�) = uS for �1 < � <1;v� � 0; v� � 0 with arbitrary v(�) � 0for �1 < � <1 ful�lling these boundary conditions.These trivial waves certainly exist and will not be considered further.Continuing our discussion, we conclude for v� = v� = 0; u� 6= u� that a = q and (53) reducesto u0 = �q=Dv � 0; leading to a contradiction. Therefore apart of the stationary wave thefollowing cases ful�ll the requirement (58a):{ v� = v� > 0; u� = u� = uS{ v� = v� = 0; u� = u� � uSIn these cases the wave speed is not determined, we doubt that except of the stationarywaves a = 0; u = uS solutions exist, but we cannot exclude it at the moment. These caseswill not be considered further. Thus the following two cases are left:{ The dissolution wave:v� = 0; v� > 0 arbitrary (59)� cm�+ � u� < uS ; u� = uS:{ The precipitation wave:v� > 0 arbitrary, v� = 0 (60)u� = uS; � cm�+ � u� < uS:In the following we will show that precipitation waves cannot exist and that dissolutionwaves indeed exist. The key observation for the �rst statement, justi�ed in detail in [3], is:Both dissolution and precipitation waves can only exist for undersaturated uids:u(�) < uS for �1 < � <1: (61)The proof goes in two steps: First we show that u(�) � uS for �1 < � < 1: Otherwisethere would be a point �0 with u0(�0) = 0 and u(�0) > uS : Equations (53), (48) lead to acontradiction for both cases (59) and (60). Secondly, if u(�1) = uS for some �1; then u0(�1) =0 and thus from (53), (48) we conclude from the unique solvability of the correspondinginitial value problem that u = uS and v = v� for (59), v = v� for (60) respectively. This isin contradiction with the boundary conditions.An immediate consequence from (48) and (49) is:v0(�) > 0; if v(�) > 0; (62)and from this: Precipitation waves cannot exist. (63)Assume that a precipitation wave exist, then because of the boundary condition at �1 wehave v(�) > 0 for small �; say � � �0: We show that also for � � �0 we have v(�) > 0; i. e.v0(�) > 0; in contradiction to the boundary condition at +1: If v(�3) = 0 for some �3 > �0;14



then there is a minimal one of these values, � = �2 � �3; i. e. v(�2) = 0; and an interval givenby �1; �0 � �1 < �2 such that v(�) > 0 for �1 � � < �2: But thus �v(�1)=(�2��1) = v0(~�) > 0for some �1 < ~� < �2; i. e. a contradiction.Hence, the only possibility left is a dissolution wave, which we will show to exist.The dissolution front of a dissolution waveDue to the boundary conditions the cases v(�) = 0 for each �1 < � <1 and also v(�) > 0for each �1 < � <1 are excluded (see [3], Proposition 2.3 for a full argument) such thata dissolution wave must have a dissolution front in the following sense:There exists a number L such thatv(�) = 0 for �1 < � � L;v(�) > 0 for L < � <1: (64)In the variables (x; t) this front has the position (at+L; t). The line x = s(t) = at+L is thefree boundary of the solution, relationships (52) together with (64) build the free boundarycondition. The appearance of a dissolution front in the strict sense of (64) is a consequenceof the non-di�erentiable nature of the rate function due to the use of the Heavisidefunction.For a smooth rate function solutions would be strictly positive everywhere, even if thereare fronts in the sense that the solution exhibits large gradients. (compare [9]). In otherwords, the solution would behave like solutions of the linear di�usion-advection equationwith dominating advection. A further discussion (see [3]) revealsu0(�) > 0 for �1 < � <1; (65)u00(�) > 0 for �1 < � < L; (66)u00(�) < 0 for L < � <1;v00(�) < 0 for L < � <1: (67)That is, u changes curvature at the dissolution front and this is the only position, where ajump according to (52) really occurs, and the jump is positive, as due to (67) v0(L+) > 0(and v0(L�) = 0).
15



A shooting algorithm to compute a travelling waveDue to its structure, the computation of u; v; w according to (53), (48) { (50) is equivalentto �nd a number u� < u0 < u� (= uS) such that the solution of the initial value problemu0 = q � aD (u� u�) � aD (v � v�) for � > Lv0 = ka(K � g(u; c)) for � > Lu(L) = u0; v(L) = 0 (68)ful�lls u(1) = u�; v(1) = v�; v(�) > 0 for � > L:If such a value u0 can be found then the solution of (68) can be prolongated to the desiredsolution by solving u0 = q � aD (u� u�) for � < Lu(L) = u0: (69)The solution is given byu(�) = (u0 � u�) exp�q � aD ��+ u� for � � L: (70)Let l be the straight line connecting (u�; v�) and (u�; v�), then according to the �rst equationof (68) the condition l(u) = v describes the set of equilibrium points of the �rst ordinarydi�erential equation given in (68) and for any u� < u0 < u� we haveu0(�) > 0; if v(�) < l(u(�)); (71)Furthermore v0(�) > 0; if u(�) < u�: (72)Therefore three cases can happen:Case A: u; v increase, till eventually for some � > L v(�) = l(u(�)); u(�) < u�.Case B: u; v increase, till eventually for some � > L u(�) = u�; v(�) < l(u(�)).Case C: Neither case A nor case B happen, such that u(1) = u�; v(1) = v�;i.e. u0 is the desired value.As values u0 from case A must be smaller than values from case B, the case C must occurfor at least one u0 and such a value can be found by the following shooting algorithm.16



I. n = 0Select u� < unL < u� small enough such that case A occurs for u0 = unL.Select u� < unR < u� big enough such that case B occurs for u0 = unR.II. n := n+ 1; un+1 := 12 (unL + unR),compute u; v according to (68) and u0 = un+1 and check whether case A or caseB occurs.For case A: un+1L := un+1; un+1R := unR.For case B: un+1L := unL; un+1R := un+1.If case C occurs or ��un+1R � un+1L �� is small enough, stop, otherwise goto II.This algorithm will at least produce sequences unL < u0 < unR such that junR � unLj ! 0:The computation of u; v according to (68) in I. and in II. can be performed with any numericalprocedure, if k and D are in the same range as the other parameters. If one also wants tocompute the limit cases k ! 1 or D ! 0 (see Section 4), the system (68) becomes verysti�, so that the use of a corresponding procedure with order and step size control as e.g.Gear's method (see e.g. [7]) becomes decisive for the correct performance of the shootingalgorithm. For the following examples the parameters still allowed the use of a method formildly sti� system with appropriately chosen �xed step size (see [1]).A basic numerical exampleThe parameters of the following basic example, called the reference case and depicted inFigure 1, are assembled in Table 1 and chosen analogously to the computation of [14], p.1568, Figure 3. The di�erences are the following: K is slightly larger, in [14] only theequilibrium case k =1 is considered, and most important, the charge distribution c of [14]corresponds to the step function (7) with c� = 2:0�10�5; c� = 0 rather than a constant c = 0:Therefore the computations of [14] are in relation to the solutions of Part 2 of the paper andwill be discussed there. K is determined by c1�; c2�(= c1�) and thus has to be di�erent from[14], as we do not consider Debye-Hckel corrections in this computation. In Figure 1 and allthe following �gures a translation is applied such that L = 0:
17



� = 0:32[�]; % = 1:8[g=cm3];q� = 0:3 � 10�3[cm=s]; �D = 0:2 � 10�3[cm2=s];M1 = Sr2+; M2 = SO2�4 ;n = m = 1; r(c1; c2) = c1c2;c = 0;kp = 1; kd = K = 3:86884 � 10�7;k� = 0:1; i.e. k = 0:1;c�1 = 2:0 � 10�5 [millimoles=cm3];c�12 = 0 [millimoles=g];c1� = 6:22 � 10�4;c12� = 4:9 � 10�5Table 1: Parameters of the reference case.
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Figure 1: The travelling wave solution for the reference parameters.The closed form solution for the linearized modelFor the linearized model (38), i.e. g(u; c) = u; uS = K, the initial value u0 from (68) can becomputed explicitly: 18



Rewriting (68) as the second order equationDu00 � (q � a)u0 � k(u�K) = 0 (73)we see that the general solution with the boundary condition u(1) = u� = uS is given byu(�) = uS � (uS � u0) exp(��(� � L)) for � � L; (74a)with � = q � a2D  �1 + 4Dk(q � a)2�1=2 � 1! (74b)and thus v(�) = ka(uS � u0) 1� (1� exp(��(� � L))) for � � L: (75)The value u0 is determined by the shooting requirementka(uS � u0) 1� = v(1) != v� (76)which gives using (54) u0 = uS � 2(uS � u�)1 + �1 + 4Dk(q�a)2�1=2 : (77)For the reference case, a comparison with the linearized model with k chosen according to(35) is shown in Figure 2, which shows only slight variations.Figure 2: The travelling wave solution for the reference case (mass action law) and thelinearized model.
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4. Travelling Wave Solutions for Equilibrium Reactions or NegligibleDispersionEquilibrium reactionsIn Section 1 we indicated two limit cases, which we will examine in this section. The �rst00k =100, corresponds to the formal procedurek !1; K > 0 constant (k;K de�ned in (28))and substitutes in a quasistationary manner the rate equation (26a,b) by the equilibriumdescription (23) (or equivalently (22) or (24)).Travelling wave formulationThe corresponding travelling wave formulation is given by (42a), (43), (44) with (42b) sub-stituted by (23). We see that we can repeat the discussion of Section 3 leading to (45) asa necessary condition for travelling waves and the following formulation in the transformedvariables:We look for functions u = u(�); v = v(�) and w = w(�) such that�au0 � av0�Du00 + qu0 = 0; (78)g(u; c) = Kw; (79)0 � w(�) � 1; w(�) = 1; if v(�) > 0; (80)for �1 < � <1, which satisfy the boundary and sign conditions (50), (51).Reduced continuity of solutionsWe expect that the travelling wave solutions for a sequence of rate parameters kn !1; andall other parameters and boundary conditions being the same, converge to a solution of (78)-(80). As we will see later on, these limits in general have a jump in v: Therefore in our notionof travelling wave solutions for the equilibrium reaction, we only require the continuity of uand allow for �nitely many jumps in v and thus v0 does not exist (as a function). Similarly,we have to allow for jumps in u0 and thus u00 does not exist (as a function). This requiresa proper interpretation of (78): If the jumps of Du0 and av cancel each other, then thecombination Du0 + av is continuous (81)and we can interpret (78) as (Du0 + av)0 = (q � a)u0 (82)such that the jump relations areD[u0] = �a[v] = Dq � a [(Du0 + av)0] ; (83)which follow from (81) and (82). For a more detailed analogous reasoning consult thediscussion related to (52). In particular there is an equivalent formulation with equation(82) substituted by (53). 20



The impossibility of precipitation wavesThe discussion leading to the wave speed a given by (54) and to the possible cases of dis-solution or precipitation wave (59) or (60) can be repeated. The conclusion (61), that theuid is undersaturated is not true here, since it was based on the fact to have the ordinarydi�erential equation (48) at one's disposal (see [3], proof of Prop. 2.1). It can only be con-cluded that the uid is not oversaturated. But again a precipitation wave is impossible andthe dissolution wave has a simple structure leading to an explicit solution. This can be seenas follows:In an �{interval where v is positive, then due to (79), (80) and the uniqueness of the solu-bility concentration (according to (56)) we have u = uS and by (53) v = ~v, where ~v = v�for a dissolution wave and ~v = v� for a precipitation wave. Thus a wave induces a sequenceof �{subintervals on which either v = ~v > 0 and u = uS or on which v = 0. In the latersubintervals u is given explicitly by (53) and the value u = uS at the left boundary point ofthese subintervals.From this we can conclude (compare [3], proof of Prop. 4.3 for dissolution waves):Precipitation waves cannot exist. (84)A closed form solution for dissolution wavesFurthermore, a dissolution wave is characterized by a dissolution front � = L andv(�) = 0 for � < L; v(�) = v� for � > L; (85)u(�) = (uS � u�) exp�q � aD (� � L)�+ u� for � < L; (86)u(�) = uS for � � L:Thus � = L is the only point which jumps according to (83) occur, which can be made moreprecise by [v] = v� for � = L. Again it represents the free boundary x = s(t) of the solution,(83) together with v(s(t); t) = 0 being the free boundary condition. It is identical with thefree boundary condition of [14] (p. 1563, (5d)) for this special case. As also u(s(t); t) = uS,the transformation ~u = u� uS leads to the classical Stefan problem and is a special case ofthe transformation applied in [11].Convergence (rates) for k !1To have a consistent modelling of the equilibrium and the non{equilibrium case, we expectthat the solutions of (47) { (50) converge to (85), (86) for k !1 and all other parameters�xed. Figure 3 displays a sequence of numerical solutions for the data of Table 1 and k = 0:1;(i. e. the reference case from Figure 1), 1; 10; 100 which clearly show a convergence frombelow to the equilibrium solution (85), (86). 21
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k=100Figure 3: Convergence of the travelling wave solutions for k !1.This observation can also be made rigorous (see [3], Th. 4.5). Furthermore, even the rateof convergence can be detected, which we will do for the linearized model by means of itsclosed form solution (74a,b) { (77). The most critical point is the front � = L due to thejump of v for k =1: From (77) we see for k <1:k1=2(uS � u(L))! (q � a)(uS � u�)D1=2 ; for k !1; (87)i.e. the convergence rate is 1=k1=2 and even the coe�cient of the leading term is given. For� < L we consult the explicit solutions (70) for k < 1 and (86) for k = 1; respectively,which have the same shapes,but the di�erent initial values u(L) and uS at � = L: We seefrom (87) that the same rate of convergence holds true. The result also extends to � > L byvirtue of (74a,b).Negligible DispersionThe second limit case 00D = 000 introduced in Section 1 corresponds to the formal procedureD ! 0and emphasizes situations where advective or kinetic e�ects are much more important thandispersive ones.Travelling wave formulationWe set D = 0 in (42a,b) { (44), i.e.:We look for functions u = u(�); v = v(�), and w = w(�) such that�au0 � av0+ qu0 = 0; (88)�av0 = k(g(u; c)�Kw); (89)0 � w(�) � 1; w(�) = 1; if v(�) > 0 (90)which satisfy the boundary and sign conditions (50), (51). Analogously to k ! 1; weexpect that the travelling wave solutions for a sequence of dispersion coe�cients D ! 0;and all other parameters and boundary conditions being the same, converges to a solution22



of (88)-(90). As we will see later on, these limits have in general a jump in u0; v0; and w:Thus we require only the continity of u; v and we allow for �nitely many jumps in u0; v0 andw, which have to cancel each other according to the following jump relations�v�u [u0] = [v0] = kKa [w] (91)They follow from (88), (89), as (q � a)=a = �v=�u (de�ned in (54)).The impossibility of precipitation wavesAs above, we can repeat the discussion of Section 3, leading to the wave speed (54) and asystem, which instead of (53) contains(q � a)(u� u�) = a(v � v�); (92)i.e. the shape of u and v are the same. The whole reasoning from (57) to (62) holds truealso here, even with simpler arguments. The only possible case of a dissolution wave is givenin a nearly explicit form: It is given by the dissolution front � = L andv(�) = 0 for � � L; v = �v�u(u� u�) for � > L; (93)u(�) = u� for � � L; u0 = kq � a(K � g(u; c)); u(L) = u� for � > L; (94)i.e. only the initial value problem in (94) has to be resolved.In particular, the jumps of (91) only occur at � = L and can be made more precise by[w] = 1� g(u�; c)=K. Again, with v = 0, they give the free boundary condition.Convergence(rates) for D ! 0The convergence of the solutions of (47) { (50) to the ones of (93), (94) for D ! 0 canbe clearly observed numerically (see Figure 4, where the data of Table 1 are used withD = Di; i = 1; 2; 3;D1 = 6:25�10�4;D2 = 2:76�10�4;D3 = 6:25�10�6);D1 is the referencecase. The convergence in the u-pro�les is not from one side, rather there is one intersectionpoint of all pro�les for � > L. There is a rigorous argument for this assertion [3, Prop. 4.7].For the linearized model its closed form solution (74a,b) { (77) reveals a rate of convergence.At � = L we have for D ! 01D (u(L)� u�) = (uS � u�)4k(q � a)2 � 4Dk(q � a)2 + 2�1 + 4Dk(q � a)2�1=2 + 2!! (uS � u�)k(q � a)2 ; (95)i.e. the convergence is linear in D. This rate, even with the leading coe�cient of (95) canalso be justi�ed in general (see [3, Th. 5.4]) and it holds true for all arguments �.23
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Figure 4: Convergence of the travelling wave solution for D! 0.CONCLUSIONSWe set up a model for transport and dissolution/precipitation, where the kinetics of thereaction is taken into account. Contrary to other possible approaches, our model is consistentwith the corresponding model, assuming equilibrium for the reaction. The set{valuednessof the nonlinearity is one way to allow for solutions with sharp dissolution and precipitationfronts, which in fact occur. It turns out that travelling wave solutions only exist for aconstant charge distribution and only as dissolution waves. These waves are given nearlyexplicitly: It remains to solve numerically initial value problems for ordinary di�erentialequations, possibly within a shooting algorithm. All qualitative properties of the solutionscan be investigated in detail, including the appearance of a dissolution front, the behaviourthere, the convergence to limit cases of equilibrium or no dispersion, even with convergencerates. Thus these solutions enhance the understanding of the interplay advection{dispersion{dissolution{kinetics, also for more general situations, which can only be attacked numerically.In particular, they can be used to validate numerical codes for these problems.APPENDIX A: THE RATE FUNCTION ACCORDING TO DEBYE{H�UCKEL THEORYThe purpose of this appendix is to indicate reasonable su�cient conditions under whichthe function g(x; c) according to (27) is strictly monotone increasing in x for x � (c=m)+and a �xed real number c, i.e. satis�es (55), if the rate function is described according tothe Debye{H�uckel theory. The precipitation rate function r from (19) then takes the form(compare e.g. [12], [6], [8]) r(c1; c2) = n1 cn1m2 cm2 (A.1)with positive integers n;m and 1 := exp(�m2�(I)) ;2 := exp(�n2�(I)) ; (A.2)�(I) := a1I1=21 + a2I1=2 ; (A.3)where a1; a2 are positive parameters, andI := 12(m2c1 + n2c2 + ĉ): (A.4)24



Note that according to Section 1 we have taken the electric charges of M1;M2 to be m;�n(or �m;n), respectively. The constant ĉ � 0 in the de�nition of the ionic strength I expressesthe weighted sum of concentrations of all further species in solution, which do not take part inthe dissolution/precipitation reaction. For the sake of simplicity we have taken the "e�ectivediameters" of Mi to be the same, otherwise we would have to distinguish between di�erentai2 in the de�nition of � = �i. Due to (14) f(x) := g(x; c) takes the formf(x) = n1 xnm2 �1n(mx� c)�m (A.5)and I(x) = �x+ �; where� := 12m(n+m); � := 12(ĉ� nc): (A.6)As the problem is stated till now, there will be cases where f is not strictly increasing in xfor x � (c=m)+. Thus we have to impose a reasonable restriction on the parameters. Wewill show that it is su�cient to assume4a2 � nm(n+m)a1: (A.7)This condition, which is invariant under linear scalings of x; c and ĉ, i.e. a change of concen-tration units, seems to be ful�lled in general (cf. e.g. [8]).Let K > 0 and consider the equationf(x) = K or equivalently Kg(x) = h(x); (A.8)where g(x) := exp(�(I(x)));with  := mn(n+m); (A.9)h(x) := xn�1n(mx� c)�m : (A.10)Then an equivalent formulation of the assertion is:For K > 0 there exists a unique solution x = xK � (c=m)+ of (A.8) and the solution dependsmonotonically on K, i.e. 0 < K1 < K2 ) xK1 < xK2: (A.11)The functions g; h have the following properties for x � (c=m)+:g and h are strictly monotone increasing and smooth for x > (c=m)+;g((c=m)+) � 1; g(1) = exp(a1=a2); (A.12)h((c=m)+) = 0; h(1) =1;h is strictly convex for x � (c=m)+:Therefore the existence of a solution xK of (A.8) is clear, and h(xK) � K for each solutionxK. If g changes curvature, then there may be several solutions, but the solution is unique,if g is concave for x � h�1(K). In this case also (A.11) is satis�ed, which can be seen asfollows: 25
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