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Abstract—

The goal of this research is to train children seated on
mobile robots to purposefully and safely drive indoors. Our
previous studies show that in about six weeks of training,
infants can learn to drive directly to a goal using conven-
tional joysticks. However, they are unable to acquire the
advanced skill to avoid obstacles while driving. This limits
mobility impaired children from exploring their home envi-
ronment safely, which in turn impacts their cognitive and
social developments in the important early years.

In this paper, we describe results where toddlers are
trained to drive a robot within an obstacle course. Using
algorithms based on artificial potential fields to avoid obsta-
cles, we create force field on the joystick that trains them to
navigate while avoiding obstacles. In this ‘assist-as-needed’
approach, if the child steers the mobile robot outside a force
tunnel centered around the desired direction, the driver ex-
periences a bias force on the hand. The results suggest that
force-feedback joystick results in faster learning than with
a conventional joystick.

Index Terms—Haptic Device, Force-feedback Joystick,
Force Tunnels, Obstacle Avoidance, Driver Training.

I. Introduction

OUR research is ultimately aimed at mobility training
of infants, especially those that are developmentally

delayed. In typically developing infants, the onset of crawl-
ing and walking has long been associated with changes
across developmental domains such as cognition and per-
ception ([10], [11]). Currently, infants born with significant
mobility impairments do not use power mobility devices
until they are three years of age [13] and this impacts their
development. Our goal is to characterize the impact of
early mobility training on perceptual, cognitive, and social
skills of children [12], with our in-house designed intelligent
mobility devices. The impact of early mobility training is
just emerging. Our initial results indicate that perceptual,
cognitive, and social skills in certain populations of special
needs infants benefit through mobility training [14][15].

Although young infants were readily able to learn to
drive our robots, early mobility training with a conven-
tional joystick has indicated that infants are unable to
develop higher-level driving skills, i.e., turning left/right,
avoiding obstacles. This motivates our current research
to study the effects of force feedback joystick on mobility
training.

Today, haptic rendering has become a powerful tool to
augment virtual reality [1]. Force-feedback joysticks are
used in haptics to provide virtual reality [2], attain bet-
ter device control ([3], [4], [5]), and provide human assis-
tance ([4], [6], [7], [8], [9]). Different force effects have been
used in haptics for feeling textures [5], simulating physical
events [4], and perceiving obstacles [3]. A single wall effect

is used to prevent a driver from running into an obsta-
cle, and in the event of collision, vibration is triggered to
simulate this event ([4],[6]). Sometimes, a constant force,
independent of joystick lever position, is given to push a
driver away from obstacles ([7], [8], [3]). A force from the
nearest obstacle is used or a vector sum of repulsive forces
from all obstacles is calculated. These strategies success-
fully provide assistance during movement. However, none
of these studies have focused on skill learning in toddlers
as a result of these strategies.
Several recent studies are concerning about skill learn-

ing under haptic guidance. In [21], researchers used a simi-
lar pre-test–training–post-test paradigm as our experiment
for movement learning using a PHANToM device. In [22],
a one-dimensional force with fading strength was imple-
mented on a steering wheel to train adults to learn a steer-
ing task. The same strategy was also applied to children
with average age 6.6 years old [23]. Independently, our
previous study [24] also demonstrated the effectiveness of
haptic guidance for directional driving on adults and chil-
dren with special needs. It is important to point out salient
differences with our work. (i) Subjects have both control
on the forward and turning velocity. If we prescribe the
robot translational velocity as [23], our child subjects are
frightened without knowing why the robot is moving. (ii)
The force field in our work is a two-dimensional field imple-
mented on a force-feedback joystick, and only acts outside
a cone centered around a nominal direction of a joystick
motion, predicted by an error correcting control law. (iii)
The subjects in our study are toddlers under three years
old, some of whom are special needs children.

Fig. 1. A typical toddler classroom at the ELC with desks, chairs,
and cabinets.

In this study, we train toddlers 26-34 months old to navi-
gate and avoid obstacles, with or without force-feedback, in
an environment (Fig. 3) mimicking the real world. Fig. 1



shows a toddler classroom in the Early Learning Center
(ELC), at the University of Delaware. Children play in
this area and interact with others.

Using a force-feedback joystick, if a human driver moves
the mobile robot outside a force tunnel centered around
the desired direction computed by an algorithm, the driver
must overcome bias forces on the hand in order to continue
to move away from the targeted direction. This force feed-
back from the joystick helps in error correction and training
of drivers. The experiment results show that, although a
few toddlers may be able to learn this behavior with con-
ventional joysticks, the learning is expedited by the use of
force field controllers.

The paper is organized as follows: Section II describes
the experiment setup. Details of an autonomous obstacle
avoidance and navigation algorithm is given in Section III.
Force tunnels on the joystick are described in Section IV.
Section V describes the group study on ten typically de-
veloping toddlers. Training results for a mobility impaired
toddler with spina-bifida are presented in Section VI.

II. Experiment Setup

Fig. 2 shows the various modules of our experiment
setup. The force-feedback joystick is an Immersion Im-
pulse Stick, which can provide 8.5N continuous force and
14.5N peak force. The joystick control is through DirectX,
which can read joystick input and set forces. The mobile
robot is a two-wheel Pioneer3-DX robot equipped with en-
coders. All programs are written in C++ to interface with
an onboard library which has access to current robot pose
and obstacle free area.
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Fig. 2. A schematic of the experimental system setup

The training environment is constructed as shown in
Fig. 3. Five walls represented by connecting the points
(0,0)−(0,6), (2.8,0)−(2.8,6), (0,1.5)−(1.4,1.5), (1.4,3)−
(2.8,3), (0,4.5)−(1.4,4.5) are set up in this area. The child
starts at point (0.7,0). A experimenter stands at the goal
(0.7,6) with a toy to attract the child. The child achieves
this goal by navigation while avoiding obstacles.

A robot could be made to autonomously navigate
through this maze using a number of available control laws.
However, the goal of this research is to train toddlers to
drive the robot inside this maze, i.e., learn this naviga-
tion algorithm, using a force-feedback joystick. We use a

potential field based controller[16] to implement the path
planning and obstacle avoidance. The algorithm allows
quick calculation of the desired driving direction from any
point within the maze to the goal. Our hypothesis is that
the human driver will be able to learn this control law,
i.e., this navigation and obstacle avoidance strategy, over
multiple training sessions via haptic feedback.
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Fig. 3. Training Environment. 9marks the start point and the goal
point. This figure also shows the repulsive potential field.

III. Controller based on Potential Field

Using no-slip kinematics of the wheels, the states of the
robot satisfy the following governing differential equations: ẋc

ẏc
θ̇

 =

 cosθ 0
sinθ 0
0 1

(
v
ω

)
︸ ︷︷ ︸

Bu

(1)

We choose an attractive potential field Ua(xc,yc) due to
the goal and a repulsive potential field Ur(xc, yc) due to
the obstacles, both independent of the robot orientation θ.
Then the total potential function:

U(xc, yc) = Ua + Ur

is also independent of θ. This potential function is selected
from the perspective of achieving only the goal position
and not the orientation of the vehicle at the goal. We
choose U such that it has only one global minimum at
goal pg = [xg, yg]. With these chosen properties, ∂U

∂pc
= 0

if and only if

d = ∥pc − pg∥2 =

√
(xc − xg)

2
+ (yc − yg)

2
= 0

where pc = [xc,yc].

In an earlier work, the gradient of such a potential func-
tion was used to control the rotational velocity of the ve-
hicle [17]. A second study used this function in the devel-
opment of a non-smooth controller [18]. Inspired by these,
we propose the following control law:

u = −(K1B
T +K2F )∇U (2)



where K1 =

(
k1 0
0 k1

)
, K2 =

(
k2 0
0 k2

)
, k1, k2 > 0,

∇U =
(

∂U
∂xc

∂U
∂yc

0
)T

, F =

(
0 0 0

−sinθ cosθ 0

)
.

Now, consider the Lyapunov function V = U ,

V̇ =∇UTBu=−∇UTB(K1B+K2F )∇U

=−k1(
∂U
∂xc

cosθ+ ∂U
∂yc

sinθ)
2

≤ 0

The invariant set [19] is defined by:{
∂U
∂xc

cosθ+ ∂U
∂yc

sinθ = 0

(K1B
T +K2F )∇U = 0

(3)

which gives:
∂U

∂xc
= 0,

∂U

∂yc
= 0

With our assumption, there is only one global minimum.
Hence, it must be at the goal, i.e., d= 0.

A. Selection of Potential Field

We choose the attractive potential field due to the goal
as in [16]:

Ua(pc) = 1
2ka ∥pc −pg∥22

= 1
2ka

[
(xc −xg)

2
+(yc − yg)

2
]

which is independent of the robot orientation θ. Its gradi-
ent is:

∇Ua(pc) =

 ka(xc −xg)
ka(yc − yg)

0


For any obstacle O, and for points po on the obstacle,

define the measure of the distance from the robot to the
obstacle O as:

ρ(pc) = min
po∈O

∥pc − po∥
2
2

Define ρ0, a positive constant, as the radius of influence
from the obstacle. The repulsive potential field is selected
as

Ur(pc) =

{
1
2kr(

1
ρ(pc)

− 1
ρ0
)
2

ifρ(pc)≤ ρ0

0 ifρ(pc)> ρ0

which is also independent of θ. The gradient due to this
obstacle is:

∇Ur(pc) =

{
−kr(

1
ρ(pc)

− 1
ρ0
) 1
ρ2(pc)

∇ρ(pc) ifρ(pc)≤ ρ0

0 ifρ(pc)> ρ0

B. Minima of the Potential Field

This choice of the potential field gives several local min-
ima, as shown by equipotential curves in Fig. 4.
According to the earlier assumption, the potential field

should have a single minimum in the region of interest.
In order to achieve this, we divide the training area into
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Fig. 4. (a) Equipotential curves within the training area, with at
least two local minima around points (0.7, 1.2) and (0.7, 4.2). (b)
Division of the training area into four regions. Three intermediate
goals are added at the point (2.1,1.5), (0.7,3), and (2.1,4.5), marked
by △.

four regions and place three intermediate goal points at
(2.1,1.5), (0.7,3), and (2.1,4.5). Inside each region, the
robot will pursue its designated goal point. Once the robot
reaches close to an intermediate goal (d < d0), the current
goal is switched to the next. This process is repeated until
the robot reaches the final goal point. Using this potential
field based controller, the simulation results are shown in
Fig. 5, where a robot successfully reaches a goal position
starting out from an initial configuration.
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Fig. 5. Simulation result from initial state (xc, yc, θ) = (0.7,0,π/2),
with d0 = 0.26 which is the robot swing radius. This figure shows
only the potential field due to the obstacles.

IV. Creation of Force Tunnels

The control commands for v and ω, computed by Eq.(2),
can be viewed as ideal commands which an autonomous
driving algorithm would have imparted to the robot. How-
ever, in the experiments, the movement commands are
given by the human driver through the joystick. Thus,
given the mapping of velocity commands to the physical
motion of the joystick, we set the instantaneous force tun-
nel for the joystick using these ideal v and ω commands.

A. Mapping of the Joystick Motion

The joystick in the experiment has predominantly two
motions - forward/backward and left/right. In our exper-



iment, we associate pure forward/backward motion of the
joystick to translational motion of the vehicle along the
heading direction. The pure side to side motion of the joy-
stick is associated with rotation of the vehicle. We scale
the forward/backword joystick position using vmax = 0.36
m/s and side to side joystick position using ωmax = 26◦/s.
Hence, given the desired control input v and ω from the
controller Eq.(2), the ideal joystick movement direction, as
shown in Fig. 6, is given by

β = arctan( v
vmax

/ ω
ωmax

)

B. Force Tunnels around Nominal Joystick Motion
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Fig. 6. (i) Force Tunnel shown by a virtual walls around Nominal
Joystick Motion Direction, (ii) Tip force within the cone is zero. Tip
force outside the cone for the tunnel direction β = 0 and half tunnel
width α= 15◦. The damping effect not shown in these plots.

A cone angle of 2α is defined around the tunnel direction
of joystick motion β computed in Section A. In the ‘assist-
as-needed’ paradigm for training, no force field is applied
on the hand, if the driver initiates a joystick motion within
the cone. Fig. 6 (i) shows graphically four regions around
this instantaneous direction of motion.
We define three force effects which qualitatively are:
1. Virtual wall effect - applies a restoring force to bring
the handle of the joystick back to Region 1. This
force is normal to the virtual wall and proportional to
the distance from the wall. The unit vector along the
virtual wall between Region 1 and Region 2a/2b is

w = [cos(β ± α), sin(β ± α)]T (4)

Then the virtual wall effect can be represented by

Fw = kc[(p
T
l w)w− pl] (5)

where pl = [xl,yl]
T is the joystick handle position.

2. Centering effect - applies a restoring force to bring
the joystick handle back to the center, represented by

Fc = −kcpl (6)

kc is selected so that when pl reaches its max value,
kcpl will be the max allowable force input in DirectX.

3. Damping effect - applies force on the joystick handle
in a direction opposite to its displacement. This force
prevents chattering of the joystick. Mathematically,

Fd = −kd[ẋl, ẏl]
T (7)

where ẋl, ẏl are the joystick tip speeds in the joystick
frame. The coefficient kd is selected to be the minimal
value so that the joystick handle does not vibrate.

The haptic forces in the four regions of Fig. 6(i) are:
• Region 1: Damping effect only to stabilize the joystick,
F= Fd.

• Region 2a & 2b: Vector sum of virtual wall and damp-
ing effects, F= Fw +Fd.

• Region 3: Vector sum of centering and damping ef-
fects, F= Fc +Fd.

A haptic force field with the above choice, is shown in
Fig. 6 (ii). The z-coordinate represents the force magni-
tude. The x-y plane represents the joystick workspace.
Please note that this choice of force field varies contin-
uously over the joystick workspace and thus avoids any
sharp and jerky changes in the force.

V. Driving Experiments and Results for
Typically Developing Toddlers

Experiments were conducted with ten typically devel-
oping toddlers, randomly assigned into two groups. The
training group included five toddlers with an average age
30.6 months, and were trained with the force field. The
control group also included five toddlers with an average
age 29.6 months, and were trained with no force field. The
parents of all children signed the consent form approved
by the University of Delaware Institutional Review Board.
The training protocol is as follows. The training consists

of three stages. An experimenter stands at the goal (0.7,6)
and uses toys to encourage the child to navigate to the goal.

• Stage 1 (Pre-training): Two trials without force field
are collected on the first day for both groups. This
serves as baseline data.

• Stage 2 (Training): This stage is divided into three
non-consecutive days since the attention span of chil-
dren is small. During each day, a toddler in the train-
ing group is trained with the force field for three trials.
A fourth trial is collected without the force field. The
control group complete four trials without the force
field.

• Stage 3 (Final-test): In order to show that the toddlers
have actually learned the driving behavior and not the
specific course, we ask the children to drive from end
to start in the absence of the force field. This requires
a different sequence of moves. This is done one week
after Stage 2 is complete.

If the child does not reach the goal in three minutes,
this trial is considered as ‘Failed’, after which a new trial
is started.
Robot position and travel time are recorded and used

for comparisons. The number of obstacle collisions is also
recorded during each trial. We propose two measurements
to access the performance:
1. To compare the performance before, during, and af-
ter training, and between groups, we calculate the de-
viation area from the desired path from simulation
(Fig. 5) by numerical integration shown in Fig. 7(a).
This area is used as a measure for the performance



of both groups, since this desired path is a natural
path that connects the goals in the training algorithm.
Note this measurement will give penalty to redundant
paths, which is a sign of inexpertness in driving, as
shown by Fig. 7(b).
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Fig. 7. (a) An illustration of the deviation from the desired path with
area 1.26m2, shown in yellow. (b) Area 1, 2, and 3 are calculated
once, twice and three times respectively due to the back and forth
driving.

2. To measure if there is any changes of the correcting
force provided during the training, we calculate total
force for each trial from start (t= 0) to finish (t= tf )
as:

W =

∫ tf

0

F (t)dt (8)

where F (t) comes from the force field Eq.(5) and
Eq.(6) at any instantaneous time. This measurement
captures both the correcting force provided by the joy-
stick and the time taken to finish each trial.

Fig. 8 shows the deviation area of the two groups. Fig. 9
shows the travel time data. Fig. 10 shows the total force
calculated by Eq.(8) for the training group. Before any
statistical analysis, all sets of data are tested for normality
by Lilliefors test [20].
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The following observations can be made from the data:
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1. During the baseline, none of the subjects could finish
the task of navigating to the goal. They all failed
during these first two trials (Fig. 11).
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Fig. 11. First Trial of Baseline (Trial 1) of 10 Toddlers.

2. The force field significantly expedited the learning
for the training group (t-test on the number of tri-
als needed to succeed, p = 0.001). When the force
field was turned on, all subjects in the training group
succeeded in reaching the goal. They maintained this
behavior during all following trials. Only after nine or
ten trials could a toddler in the control group succeed.
It should be noted that the force field never actively
push the joystick to the desired direction. Children
need to find their way to the goal on their own.

3. The force field helps the toddler learn to navigate
faster and more accurately. The deviation area of the



training group is significantly smaller than the control
group after the training (Fig. 12, t-test on the last
trial of the Stage 2, p= 0.001). The travel time is also
significantly faster than the control group (p = 0.03).
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Fig. 12. Last Trial of Stage 2 (Trial 14) of 10 Toddlers.

4. For the training group, when the force field was on,
the results were usually better, though not signifi-
cantly. However if we compare the last trial of Day
1, Day 2, and Day 3, there was a significant decrease
between each two days (paired t-test, p = 0.001 and
0.001 respectively). These results indicate that tod-
dlers progressively learned to navigate and maintained
this behavior even when the force field was off.

5. Total correcting force applied on the training group
decrease significantly over the training trials (Fig. 10).
Using linear regression, we find the coefficients are all
negative (Table I).

TABLE I

Linear Regression Results

Toddler Coefficient R2 p
1 -10.51 0.7336 0.0032
2 -4.41 0.8236 0.0007
3 -10.87 0.8019 0.0011
4 -6.74 0.7474 0.0026
5 -5.32 0.6741 0.0067

6. The force field also helps toddlers drive safely by as-
sisting obstacle avoidance. Table II shows the average
number of collisions in Trials 3-16 of the two groups
(p= 0.001).

TABLE II

Average Number of Collisions

Toddler Training Control
1 0 2.64
2 0 3.79
3 0 1.14
4 0 1.79
5 0 2.29

7. Once the toddlers made one successful trial to the
goal, they maintained this behavior, even in the re-

versed course, except for one toddler in the control
group who failed once after he made first successful
trial and in the reversed course. All other children
who succeeded to reach the goal with conventional
joystick also succeeded in the final test (Fig. 13). How-
ever, both the deviation area and time of the training
group were significantly smaller than the control group
(p= 0.005 and 0.005 respectively).
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Fig. 13. Last Trial of Final Test (Trial 16) of 10 Toddlers.

VI. Driving Experiments and Results of a
Toddler with Special Needs

A 2-year old child with spina bifida received force field
training. This child has good control of his hand move-
ment, but lacks the ability to walk. The objective of this
experiment is to test whether this force field can help the
special needs child to learn navigation and drive more ac-
curately. The learning is tested by pre and post training
evaluation experiments in the absence of force field.
This child has been driving a standard power wheelchair

since age one [14]. It is interesting to note that he also was
able to benefit from the force-feedback joystick.
The training protocol is as follows: each day’s training

consists of four sessions. Each session has two trials. Total
training lasts for 4 non-consecutive days. All other condi-
tions are the same as the previous group study.

• Session 1 (Pre-training): This serves to collect the
baseline of the subject. No force feedback is given.

• Session 2 & 3 (Training 1 & 2): The force field is
turned on.

• Session 4 (Post-training): No force feedback is given.
As the group study, two trials without force field guid-

ance were collected for the final test (denoted by Day 5)
two weeks after Day 4 by reversing the course. This will
show that the child has actually learned this driving be-
havior.
The same measure of deviation area is used, as well as

the average time for each session. This time, if the child
does not reach the goal in ten minutes, this trial is consid-
ered as ‘Failed’ and a new trial is begun.
Fig. 14 shows the deviation area between the reference

and the actual paths. Fig. 15 shows the travel time data.
Fig. 16 shows the total force over four days for the special
needs child.



Fig. 14. Error from the reference path over five days of training and
final test for the special needs child

Fig. 15. Travel time over five days of training and final test for the
special needs child

The following observations can be made from these data:

1. The training course was difficult enough that this
child failed the first two trials. Yet he was able to
learn to navigate and avoid obstacles finally.

2. The deviation area from the reference path signifi-
cantly decreased in four days of training (Fig. 14).
At the beginning of the training, the toddler could
not navigate to the goal. On Day 4, the performance
during both pre and post-training had improved dras-
tically (Fig. 17).

3. When the force field was on, the child drove much
better than the pre and post-training trials of the
same day. While the child’s performance improved,
this trend became less significant.

4. One observes that for this case, the travel time de-
creased substantially over four days.

5. Total force applied decreased significantly over four
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Fig. 16. Total force with linear regression results for the special
needs child. Coefficient=−27.94, R2 = 0.6777, p= 0.0001.
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day’s training. Linear regression result shows the co-
efficient is significantly negative (Fig. 16).

6. In the final test, the child successfully navigated to
the goal with similar performance as Day 4.

VII. Conclusion

In this paper, we present a novel force field to train tod-
dler drivers to avoid obstacles while driving a mobile robot.
These skills are necessary to navigate in more typical envi-
ronments of home and classroom. A control law motivated
from autonomous control of mobile robots was used and
the toddlers were trained to learn this behavior using a
force feedback joystick. Experiments were conducted in
(i) a pilot group study and (ii) training of a special needs
child driver with the force field. The results of the group
study show that the force field algorithm helps very young



children learn to navigate and avoid obstacles faster, more
accurately, and with greater safety. The results from the
child with spina bifida support the use of a force-feedback
joystick during practice with a child with mobility impair-
ments.

On natural question to ask is if the toddlers just learnt
the specifics of that path or they learned the behavior of
avoiding obstacles and navigating to the goal via force field.
Also, would the toddlers be able to retain this acquired skill
later after the training is complete? In order to answer
these questions, subjects were retested one week after the
training was complete, but in a different configuration of
maze. The results suggest that the toddlers were able to
learn the behaviors and retain them at least one week after
the training.

In the future, we will extend this novel application of
technology and training to allow young children with spe-
cial needs to explore using power mobility devices in real
world environments such as their homes and classrooms.
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