
Methods for Fault Tolerance in Networks on Chip

Martin Radetzki, Chaochao Feng, Xueqian Zhao, Axel Jantsch

Networks on Chip constitute the interconnection architecture of future, massively parallel mul-

tiprocessors that assemble hundreds to thousands of processing cores on a single chip. Their
integration is enabled by ongoing miniaturization of chip manufacturing technologies following

Moore’s Law. It comes with the downside of the circuit elements’ increased susceptibility to fail-

ure. Research on fault tolerant Networks on Chip tries to mitigate partial failure and its effect
on network performance and reliability by exploiting various forms of redundancy at the suitable

network layers. The article at hand reviews the failure mechanisms, fault models, diagnosis tech-

niques, and fault tolerance methods in on-chip networks, surveys and summarizes the research of
the last ten years. It is structured along three communication layers: the data link, the network

and the transport layers. The most important results are summarized and open research problems

and challenges are highlighted to guide future research on this topic.

Categories and Subject Descriptors: A.1 [INTRODUCTORY AND SURVEY]: General; C.1.2 [Multiple Data Stream Architectures
(Multiprocessors)]: Interconnection architectures; C.1.4 [Parallel Architectures]: Distributed architectures

General Terms: Design, Reliability

Additional Key Words and Phrases: Network-on-Chip, failure mechanisms, dependability, fault
models, diagnosis, fault tolerance, reconfiguration

1. INTRODUCTION

Computer networks and interconnection networks for parallel processing have been subjects of research
since the early days of computing. Since the year 2000, the field of on-chip interconnection networks or
Networks on Chip (NoC) has emerged due to the advent of multi-core CPUs and the foreseeable trend
towards massively integrated many-core architectures. A number of surveys [Ogras et al. 2005; Bjerregaard
and Mahadevan 2006] have been published on NoC in general, and textbooks have become available on the
topic, e.g. [De Micheli and Benini 2006]. Still, a variety of open research questions exists on the more
advanced topics in NoC [Owens et al. 2007; Marculescu et al. 2009]. Among the latest research trends, fault
tolerant NoC design has a prominent place in terms of relevance and attention, as can be judged by inevitable
technology trends and published papers.

The survey at hand assumes textbook-level knowledge of NoC technology and terminology. It aims at
giving a complete overview of all aspects of fault tolerance (including failure mechanisms, fault models,
diagnosis, redundancy and reconfiguration techniques) pertinent to NoC. To assemble as much of the nec-
essary context as possible, we first motivate the need for fault tolerance (Section 1.1), clarify terminology
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(Section 1.2) and give a compact review of the physical processes that lead to faults in Section 1.3. Fur-
ther sections come to the core by investigating methods for fault tolerance along the layered organization of
NoCs, focusing on the data link (Section 2), network (Section 3), and transport layers (Section 4) which are
key in providing reliable data transmission.

1.1 Motivation and Scope

Networks on Chip (NoC) by far constitute the largest cohesive subsystem in manycore architectures. Com-
pared to bus subsystems, they offer reduced hardware overhead, better scalability, and higher data throughput
[Angiolini et al. 2006; Lee et al. 2007]. By adjusting design parameters, NoCs can be flexibly adaptated to
application requirements. To date, NoC prototypes connecting 48 [Intel Labs 2010], 64 [Bell et al. 2008]
and 80 [Vangal et al. 2007; Hoskote et al. 2007] cores have been built. Within the next 10 years, continued
scaling [ITRS 2009] will enable thousands of cores to be integrated with NoCs as the central backbone.

However, size, complexity, and integration density will make future NoCs increasingly vulnerable. The
handling of enormous inter-core data rates requires high circuit activity involving long, high-capacity wires,
and results in significant power dissipation. Heat accelerates circuit aging processes that miniaturized cir-
cuits are prone to. Beyond that, communication in SoC will also suffer from increasingly significant crosstalk
and radiation effects. Furthermore, large distributed structures such as NoCs are especially susceptible to
variations caused by production or environmental influences. The forecast that on a future 100 billion tran-
sistor chip, 20 billion transistors will be malmanufactured and further 10 billion will fail during operation
[Furber 2006] may be pessimistic. Substantial increase in failure rate, however, is evident in future CMOS
technologies [Borkar 2005; 2007; Constantinescu 2003].

Low-level hardening alone will not be effective in tackling these issues while maintaining economically
viable yield. We must learn to build reliable systems from unreliable components without introducing ex-
cessive overhead [Borkar 2005]. As NoCs provide inherently redundant communication pathways, they are
potentially robust against partial failure. To exploit this property, adequate choices of fault models, error de-
tection, diagnosis procedures, fault tolerance and reconfiguration have to be investigated on all layers of the
network. The survey at hand provides an overview of the state-of-the-art in this emerging field of research.
Whereas we assume that the reader is familiar with basic NoC terminology, an overview of fundamental
fault tolerance terminology is given in the next subsection.

Obviously, fault tolerance is a much larger topic and has been studied for many years in various domains.
Other surveys exist e.g. for dependable computing and fault tolerant control systems [Avižienis et al. 2004;
Zhang and Jiang 2008]. We do not intend to cover fault tolerance in general but focus specifically on
Networks on Chip. More precisely, the survey is directed at 2-D, electrical NoCs ignoring 3-D and TSV
(Through Silicon Via) specific issues as well as optical networks. There recently emerged topics are currently
subjects of intensive research and deserve a separate careful review and assessment.

Finally, it is worth emphasizing that this survey concentrates on the fault tolerance of the interconnection
infrastructure alone. Hence, work on fault tolerance or redundancy of processor cores, the use of the NoC
for testing cores or vice versa, or application specific aspects such as fault tolerant mapping and migration of
application tasks and their communication are considered out of scope. A review on the related topic of error
detection and recovery in multicore processors has recently been presented by Gizopoulos et al. [2011].

1.2 Terminology

In fault tolerance research, a cause-effect chain that extends over multiple layers has to be considered. At
the lowest layer, physical failure mechanisms cause elementary devices such as transistors or wires to fail.
At the next higher layer, such failure is modeled as a fault. The set of all modeled faults constitutes the fault
model. It encompasses the effect of faults, the location of faults, and potentially further parameters such as
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faults’ duration and probability. The simplest and most wide-spread fault model of digital circuits represents
outputs of logic gates (or the connected wires) as stuck at certain values (stuck-at-0, stuck-at-1).

1.2.1 Hierarchical fault modeling. A fault may, but need not always, activate an error. An error denotes
the deviation of information from the fault-free case. For example, a stuck-at-0 fault activates an error only
if the correct logic value were 1. Otherwise, the fault does not become manifest. An error may or may not
propagate to a primary output of the module in which it occurs. In the first case, the error is said to cause
a failure of the module. In the latter case, the error is said to be masked, not causing module failure but
possibly remaining latent.

As we proceed further to higher layers, lower-level modules are instantiated as components and connected.
Their failure is again modeled as faults; however, the fault model becomes more abstract, appropriate for the
layer, but more remote from the original physical failure mechanism. Abstract fault models are necessary
because it is intrinsically hard to work directly with models of the physical phenomena due to the enormous
amount of details and the complexity of dependencies and interaction. Whereas low level fault models are
often structural (related to failing components), at higher levels functional fault models that describe failure
of subsystem functions become more prevalent. Again, faults may cause errors, and errors may lead to
failure. This chain is repeated upwards the system’s design hierarchy until the top layer is reached, where
system failure is observed.
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Fig. 1. Network on Chip layers and modules

1.2.2 Hierarchy of NoC layers. To assess fault tolerant Networks on Chip, we adopt the layer organi-
zation according to the OSI reference model of communication protocols (Figure 1). In particular, the data
link layer, network layer, and transport layer are considered in this survey. Higher layers, relating to the
application software and middleware, are not considered here as they assume the transport layer to provide
reliable data transmission. The physical layer corresponds to the transmission of information units (phits),
which is not explicitly considered in this survey because it comprises a rich amount of research work and is
not specific to NoCs. At the data link layer, reliable data transmission and flow control of so-called flits is
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implemented. The network layer is responsible for switching and routing. Finally, the NoC transport layer
provides end-to-end transmission of data packets. A packet consists of one or multiple flits transmitted one
after another, and a flit may be composed of multiple phits.

1.2.3 Fault tolerance through redundancy. On each layer, specific fault tolerance mechanisms are rele-
vant. Therefore we organize the main chapters of this article according to the NoC layer structure. Within
each layer, redundancy is the fundamental mechanism to achieve fault tolerance. Redundancy may be
achieved by redundant components to cope with failing ones (spatial redundancy or modular redundancy),
by re-execution of a failed computation or data transmission with the same component (temporal redun-
dancy), and by adding information for error correction to the data being processed (information redundancy).
The kind of redundancy employed will be used to further distinguish fault tolerance techniques.

1.2.4 Fault classes. Redundancy must be chosen appropriately to tolerate different fault classes. A
widely used grouping is the one into transient, intermittent, and permanent faults [Constantinescu 2003].

Transient faults appear more or less randomly for one or several cycles. Transient logic faults due to
neutron and alpha particles are truly random; their rate is constant during the lifetime of a chip.

Intermittent faults are easy to confuse with transient faults. Constantinescu [2003] proposes three criteria
to distinguish intermittent from transient faults: (1) “Intermittent faults occur repeatedly at the same loca-
tion”; (2) “Errors induced by intermittents tend to occur in bursts”; (3) “Replacement of the offending circuit
removes the intermittent fault”. Intermittent delay faults on wires are due to electromagnetic interference,
either crosstalk or self-coupling, when they depend on the operating conditions such as the temperature.
They also depend on manufacturing variations and imperfections. Thus, their probability is higher on spe-
cific links. All the aging processes discussed below can first lead to intermittent delay or logic faults and
later on progress into permanent faults.

Permanent faults can either be logic faults, where transistors or wires are permanently open or shortcut, or
delay faults, where transistors and wires are too slow causing setup and hold timing violations that eventually
generate an incorrect logic value.

This distinction focuses on the condition of individual wires and transistors. If a fault leads to a functional
error only for specific data patterns, it is still considered a permanent fault and we say it is masked under
certain conditions. For instance cross talk may lead to a delay fault only under a worst case transition pattern
of three or more neighboring wires, e.g. one wire switches from 0 to 1 while both its neighbors switch from
1 to 0. We call this a permanent delay fault which is masked for some input patterns. Similarly, a broken
transistor in a NAND gate leads to a wrong output value only for some input patterns and the error is masked
for others.

In general, spatial redundancy is best suited for handling permanent faults, temporal redundancy can well
cope with transient and intermittent faults, and information redundancy helps with all fault classes. Since
different kinds of faults may occur in an NoC, a combination of redundancy techniques may be required to
address them all. This leads to the field of fault diagnosis. After the occurence of an error has been detected,
fault diagnosis determines—to the degree possible—the location of the underlying fault and classifies the
fault as transient, intermittent, or permanent. Discrimination of fault classes, e.g. [Bondavalli et al. 2000], is
essential to select appropriate countermeasures.

1.2.5 When to deal with faults. Fault diagnosis and fault tolerance may be employed at different stages
in the life of a system. After production, integrated circuits are tested offline, with external test equipment.
Test responses may serve for fault diagnosis and subsequent circuit repair actions. Testing and diagnosis may
also be performed with dedicated logic integrated into the chip itself. This leads to built-in self-test and self-
diagnosis (BIST, BISD) that are performed at power-up, and that may trigger self-reconfiguration actions
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to achieve fault tolerance in the field. Similar actions can be performed online, during circuit operation. In
this case, we distinguish between methods that preempt regular operation and methods that are performed
concurrently, with minimal disturbance of normal functionality. Online reconfiguration is a challenging
topic relevant also for other areas like performance and functional adaptation. A general framework, that
could also be utilized for fault tolerance provision, is presented by Strano et al. [2012]. Since error detection
and fault diagnosis are essential in controlling fault tolerance, a separate subsection is devoted to respective
techniques on the relevant network layers.

A categorization of in-the-field failures from a manufacturers point of view is given by Sanyo Semicon-
ductors [2011]: (1) An early failure originates from manufacturing imperfections and rate decreases over
time. Many early failures can be detected during burn-in tests before the chip is put in operation. (2) Ran-
dom failures have a constant failure rate over time and are due to radiation and manufacturing defects. (3)
Wear-out failures increase over time due to aging processes.

1.3 Physical Failure Mechanisms

MOSFET (metal oxide semiconductor field effect transistor) based circuits can experience malfunction due
to a variety of reasons rooted in the physics of devices and materials. Broadly, they can be grouped into four
categories: Radiation, electromagnetic interference, electrostatic discharge, and aging. All four categories
are affected by process variations and by dynamic variations of temperature and power consumption.

1.3.1 Radiation. The main types of radiation causing soft errors are terrestrial cosmic neutrons and
alpha particles that originate from radioactive impurities in the devices and packaging materials [Borkar
2005; Constantinescu 2003; Dodd and Massengill 2003]. These particles may cause the flipping of bits in
SRAM and DRAM memory cells, which is called Single Event Upset (SEU). When a particle causes a wire
or a logic gate to assume an incorrect voltage level, it is usually called a Single Event Transient (SET). In
the literature the usage of these terms is not entirely consistent, but in the following we use SEU when a
memory cell is directly affected, and SET when a wire or a logic gate is affected.

The probability of such an event to happen depends on the critical charge necessary to flip a bit. With
scaling the critical charge of memory cells shrinks, hence the likelihood of an SEU grows. Little can be
done to protect circuits from cosmic neutrons, but purer materials are expected to keep the alpha radiation
in check. Thus, it is expected that the total Soft Error Rate (SER) due to radiation increases at a similar pace
of around 8% per logic state bit for each technology generation as it has been observed in the past [Hazucha
et al. 2003]. Since the number of state bits per chip grows with scaling, the effect of radiation on the failure
rate per chip is significant as illustrated in Figure 2. In addition to memory cells, logic circuits are also
susceptible to radiation caused transients. In fact the effect on logic grows faster with technology scaling
and is of the same order of magnitude in recent technologies [Shivakumar et al. 2002; Baumann 2005; Zhang
and Shanbhag 2006], although it results in errors less frequently due to masking effects.

1.3.2 Electromagnetic interference. A main source of electromagnetic interference is crosstalk between
long parallel wires. To counteract the increasing delay and resistance of thinner wires, the height of the
wires decreases slowly with technology scaling, if at all. This leads to thin but tall cross sections of wires
resulting in growing coupling capacitance and inductance between parallel wires. As a consequence, the
signal on one wire influences neighboring wires, resulting in increased signal delay, glitches or damped
voltage oscillations [Cuviello et al. 1999]. In addition, self-interference due to the skin effect is of growing
concern with higher frequency and smaller wires, because at high frequency an alternate current is pushed
to the surface of the wire making the resistance, hence the signal delay, dependent on frequency [Walker
2000].
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1.3.3 Electrostatic discharge. A strong electric current can cause a destructive breakdown of a device.
The current enters either through the I/O pins or is induced by strong electric fields. Three types of electro-
static breakdowns are distinguished: (1) Dielectric oxide breakdown; (2) PN junction breakdown; (3) wiring
breakdown. Due to scaling the underlying phenomena have become harder to analyze and control [Yang
2010; Sanyo Semiconductors 2011]. However, protection against these effects is placed at the pins of the
ICs and internal circuitry such as the NoC is not affected.

1.3.4 Aging. Various physical effects lead to degradation of performance and function over the lifetime
of a CMOS device.

Electromigration is the most important mechanism that first leads to increasing delay and then to a malfunc-
tion of wires [Keane and Kim 2011; Constantinescu 2003]. It is a current induced transport of metal atoms.
Since it thins-out the wire at the point where the wire is already thinnest due to higher current density,
initial variation of the wire thickness is aggravated over time. It first causes increased delay and eventually
creates an open or short between previously unconnected nets.

NBTI: There are three main effects that wear out the CMOS transistors. Negative Bias Temperature Insta-
bility (NBTI) increases the threshold voltage of the PMOS transistor over time, because charge migrates
into the insulating gate oxide. It is very sensitive to the temperature (Figure 3) but is partially reversed when
the stress is removed. That means that a higher frequency leads to slower wear out [Zhang and Orshansky
2008; Keane and Kim 2011; Wittmann et al. 2005]. The corresponding effect on the NMOS transistor
called Positive Bias Temperature Instability (PBTI) is less important in practice.

Hot Carrier Injection (HCI): When fast carriers, which are electrons or holes, penetrate the insulating sili-
con oxide layer below the gate, the transistor switching characteristics gradually change. In particular the
threshold voltage increases which leads to slower reaction times and degrading performance [Takeda and
Yang 1995; Keane and Kim 2011].

Time Dependent Dielectric Breakdown (TDDB): Given an operating voltage of 1V and a gate oxide thick-
ness of 1.2nm, the electric field in a CMOS transistor across the gate is about 1V

1.2nm = 8.33 MV
cm . Strong

electric fields (≥ 10 MV
cm ) induce dielectric breakdowns due to crystal defects and heavy metal contamina-

tion in the dielectric material. But even at lower electric fields, trapped charges accumulate in the oxide
and eventually lead to a conducting path causing a failure of the transistor. Since the operating voltage
has scaled less than ideal in recent technology generations, this effect has become more severe. It can be
countered by reducing the contamination and crystal defects [Constantinescu 2003; Keane and Kim 2011;
Miranda and Sune 2004; Wu et al. 2001].

Plenty of recent work has focused on the problems of wear-out and aging phenomena. For instance
Agarwal et al. [2007], Keane and Kim [2011], and Keane et al. [2007] propose ways to measure wear-
out related degradation to be able to adapt circuits to new operation conditions, such as lower frequency.
Mintarno et al. [2011] propose a self-tuning scheme that adapts supply voltage, clock frequency, and external
cooling. These parameters are modified during lifetime of a system based on models for aging.

1.3.5 Process variability. Variability of material impurities, doping concentrations, and the size and
geometries of the structures caused by inaccuracies of the photo-lithographic and etching processes affect
the occurrence and severity of all the above mentioned phenomena. For instance, whether a neutron flips
a DRAM cell depends on how much charge is collected in that cell, which in turn varies across the chip
due to process variability. Similarly, electromagnetic interference and electromigration vary with the size
and detailed geometry of the wires. The same holds for electrostatic discharge and all aging related pro-
cesses. Impurities in the gate oxide facilitates faster build-up of trapped charges, which in turn leads to
more localized electric fields that accelerate the dielectric break down. Thus, minimizing process variability
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plays a key role in establishing a well defined level of quality and reliability. Unfortunately, in the course of
scaling the process variability in relative terms has increased to the point where the worst case of one tech-
nology node is hardly better than the worst case of the previous node, although the average case is improved
significantly [Kuhn et al. 2008; Borkar 2005; Saha 2010].

1.3.6 Dynamic temperature variation. High temperatures and temperature variations during operation
play an important role as well. As illustrated in Figure 3, NBTI is very temperature sensitive. But all other
processes in the aging category are temperature dependent as well [Borkar 2005; Zhang and Orshansky
2008]. In addition, temperature has a direct impact on power consumption and performance. Sub-threshold
leakage current rises exponentially with the temperature [Zhang et al. 2003]. Different parts of the chip
(SRAM, embedded DRAM, interconnect, CPU core, etc.) exhibit different levels of activity and therefore
give rise to different levels of power consumption and heat generation. This leads to strains in the power
supply network and variations of performance and wear-out. Since these temperature variations also lead to
different pace of wear-out in different parts of the chip, these faults are not distributed uniformly but appear
concentrated in clusters.

Due to the combined effect of both, static process variations and dynamic temperature variations we see
on-chip variations of performance of up to 30% and of total power consumption of 50% or more [Borkar
2005].

Table I shows an overview of physical causes and their effects. Survey articles by Constantinescu [2003],
Borkar [2005], and Keane and Kim [2011] provide more detail. Sanyo Semiconductor Co. maintains an on-
line website that explains the physical phenomena behind fault occurrences, gives basic formulas for mean
time to failure (MTTF), and discusses counter acting measures [Sanyo Semiconductors 2011, chapter 4]. A
review and assessment of the impact of scaling on the expected physical phenomena in process technologies
below 65nm is given by McPherson [2006], while the consequences of increased variability are analyzed by
Borkar [2005].

Next we move to the core of the survey by reviewing the techniques developed for detecting and tolerating
faults in Networks on Chip.
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Radiation
Neutrons No Transient logic Yes
α-particles No Transient logic Yes

Electromagnetic
interference

cross coupling of parallel wires No Intermittent delay No
self coupling, Skin effect leading to higher re-
sistance

No Intermittent delay No

Aging

Electromigration Yes intermittent→ permanent
delay and logic fault

No

Bias Temperature Instability (BTI) Yes intermittent→ permanent
delay fault

No

Hot carrier injection Yes intermittent→ permanent
delay faults

No

Oxide breakdown/Time Dependent Dielectric
Breakdown (TDDB)

Yes intermittent→ permanent
logic fault

No

Power density
variation and
heat flux

leakage power variation due to temperature dif-
ferences

Yes Intermittent→ permanent
delay and logic faults

Yes

performance variation due to temperature dif-
ferences;

Yes intermittent delay failures Yes

variations in wear-out effects due to tempera-
ture differences

Yes intermittent and perma-
nent, delays, opens and
shorts

Maybe

Table I. Overview of fault causes and effects.

2. DATA LINK LAYER (FLITS OVER LINKS, FLOW CONTROL, ERROR PROTECTION)

According to the OSI model (Figure 1), the data link layer provides the functionality to transfer data between
switches with error control. This section covers three aspects including the fault models, fault detection, and
redundancy techniques. The data link layer of NoC works tightly with the circuit implementation, thus we
cover some physical level techniques that are applied in NoC design. Nevertheless, further discussions on
the physical layer models and hardening techniques are not the focus of the paper. We firstly explore the
typical fault models (Section 2.1). Then error detection techniques are discussed (Section 2.2) followed by
redundancy techniques (Sections 2.3 - 2.5).

2.1 Fault models

The fault models at the data link layer can be classified into two categories: models for the switch logic and
models for the wires in the link. For each, transient faults and permanent faults are considered respectively.
As for the intermittent fault, only the crosstalk caused delay fault and glitches are concerned, which are
generated essentially from electromagnetic interference under specific transition patterns. The other forms
of intermittent faults, e.g. induced by aging effects, are treated as permanent faults for simplicity because
the countermeasures for permanent faults are also effective to them in fault tolerant NoC designs.

2.1.1 Fault models for the switch logic. Transient faults in the switch logic mainly come from the radi-
ation effects. For the storage elements such as the flip-flops, the effects are modeled as state upset [Frantz
et al. 2006b]. However, the transient effects on the combinational logic signals manifest as voltage distur-
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bances in the form of glitches. This transient disturbance can be characterized by a pulse with the duration
subject to some distribution. Yaghini et al. [2011] assume the pulse duration to be exponentially distributed
and capture the delay by a delay module. The occurrence of the transient faults is thought to be uniformly
distributed. For permanent faults in logic, the stuck-at fault model is widely used, especially in fault diag-
nosis. Stuck-at is a logic level abstraction that assumes that nodes are permanently stuck at either logic 0 or
logic 1.

2.1.2 Fault models for the link wires. The transient disturbance on the link wire can be treated as voltage
noise [Lehtonen et al. 2007b; Fu and Ampadu 2009] to deduce the error probability of the channel, which
is first proposed by Hegde and Shanbhag [2000]. Because the disturbance may come from various sources,
the value of the voltage noise is considered to be subject to a normal distribution with the variance of σ2

N .
Then the error probability ε in the link is modeled in terms of the link voltage swing Vswing and the variance
of the noise voltage. The probability of the link error is characterized by a Gaussian distribution as

ε =
∫

∞

Vswing
2σN

1√
2π

e−y2/2dy. (1)

Crosstalk is considered as one of the main fault sources for link wires, which may lead to glitches and
intermittent delay faults. By analyzing the transition patterns, Zimmer and Jantsch [2003] bring forward
mathematical models to predict the error probability, considering the fault duration and disturbance on mul-
tiple wires. Considering more general transition patterns, Patooghy et al. [2010] propose an analytical model
to predict the delay caused by crosstalk in NoC links. It considers the occurrence distributions of various
transition patterns in a communication link (a bundle of wires), and predicts the delay based on calculating
the numbers of theses transition patterns.

2.2 Error detection

2.2.1 In-operational detection. To detect transient faults, the time redundancy technique is an effective
solution. The basic principle is to sample the target signal several times (usually twice) with some interval
and then compare these samples to identify the faults, as shown in Figure 4. The delayed sample can be ob-
tained by either using delayed clock or utilizing the propagation delay of the logic. Various implementations
and cost reduction of the delay sampling circuit have been studied in [Anghel and Nicolaidis 2000].

Combinational

Circuit

Output Flip Flop

Redundant Latch

Compare

CLK

CLK +

Error

Fig. 4. Error detection scheme based on multi-sampling
[Ravindran 2009].
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Main
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Fig. 5. Pipelined link with error control by Razor flip-flop.

This principle is also applied in Razor flip-flops [Ernst et al. 2003] that not only detect the error but also
restore the value when the error is detected. A 2:1 multiplexer is controlled by the result of the comparator
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to select from the original sample and the delayed sample, as shown in Figure 5 [Tamhankar et al. 2005].
When the link between switches is very long, it is usually implemented as a pipeline to improve the average
throughput. For each stage the buffer can be implemented by Razor flip-flops to detect the transient fault
and the timing violation induced fault on the link. It should be noted that the delay is carefully selected to
guarantee the fault to be properly latched. Typical durations of SETs are characterized by Gadlage et al.
[2010] who show that pulse durations are expected to be below 100ps for 65nm technology.

Coding provides another in-operational detection, known as information redundancy technique. The orig-
inal data is transferred into some code structures with extra information to check the correctness. Generally
the switch contains encoder and decoder at the input and the output ports. Coding schemes such as er-
ror correction codes (ECC) and parity bits have been widely used to catch faults in NoC links and routing
components. This topic will be elaborated in Section 2.4.

2.2.2 Built-in self test (BIST). BIST is extensively used to detect the permanent faults. Cota et al. [2008]
give an review of BIST techniques for NoC diagnosis. BIST based error detection generally comprises the
test data generator (TDG) and the test response analyzer (TRA) in the switch. In order to detect the faults on
the control wires as well as the data path, TRA and TDG can also be placed in the network interface [Cota
et al. 2008]. If TDG and TRA are placed in both of the switch and the network interface, BIST can identify
faults either in switches or in links, as developed by Kakoee et al. [2011a]. Moreover, they implement a fault
diagnosis module (FDM) in each switch to locate the fault. The faulty part can be disabled to isolate the
detected fault, and use the healthy part to continue working [Lin et al. 2009]. Another in-line test method is
proposed by Lehtonen et al. [2010] to test the integrity of all wires on the link. A test pattern generator (TPG)
implemented in the switch can be invoked regularly without interrupting the normal data transmission.

In the following subsections, we focus on the redundancy techniques. Some of them are essentially
coupled with fault detection, e.g. coding and time delayed sampling. Practical fault tolerant designs usually
use hybrid redundancy, which combines several types of redundancy comprehensively. For example, error
detection code (information redundancy) detects the error and notify the source node to retransmit (time
redundancy), where the signal for notification is protected by triple modular redundancy (TMR, spatial
redundancy) to ensure correctness.

2.3 Time redundancy techniques

Time redundancy is achieved by repeating the computation, sampling or retransmission. At the data link
layer, three types of time redundancy are widely used, namely multi-sampling and correction, hop-to-hop
(H2H) retransmission and split-link transmission.

2.3.1 Multi-sampling. Multi-sampling is a typical time redundancy technique to detect and correct the
faults, especially effective for transient faults. Thus it is widely used to detect the faults in combinational
logic and wires [Nicolaidis 1999; Anghel and Nicolaidis 2000; Elakkumanan et al. 2006; Mitra et al. 2006].
If the data is sampled twice with some time interval, then the fault can be detected because transient faults
disappear after some time and do not occur in different samples (see Section 2.2 and Figure 5). Three or more
times of sampling can also correct the fault by majority voting, where a transient fault is masked directly.
For instance, Frantz et al. [2007] combine multi-sampling with TMR to sample the signal in the link three
times. Then the majority value is selected as the correct output. In [Eghbal et al. 2010], the multiplexer in
the switch is tripled combined with time redundancy. The output of the main multiplexer is read for three
times thus the potential fault can be detected and corrected.

2.3.2 Hop-to-hop retransmission. Retransmission, also known as Automatic Repeat Request (ARQ),
has been proposed and used for decades to provide error control in communication networks. The ARQ
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technique at the data link layer in NoCs is implemented as the hop-to-hop (H2H) retransmission. It is often
coupled with error detection and correction technique to implement so called Hybrid ARQ (HARQ). Once
an error is detected, then a negative acknowledgement (NACK) or a request is sent to the source node for
retransmission. For on-chip interconnects, Fu and Ampadu [2009] study various HARQ schemes in terms
of energy efficiency, delay and area cost. Kim et al. [2005] propose five different hybrid retransmission
schemes to cope with NoC link errors, and the buffer requirement and latency cost are evaluated. Different
from end-to-end (E2E) schemes which check the data only at the destinations, H2H schemes check the data
at each switch on the path. More detailed difference of these two retransmission types can be found in
articles by Murali et al. [2005] and Park et al. [2006]. We focus on the H2H retransmission here, which
explores fault tolerance based on flits.

The basic principle of H2H retransmission is illustrated in Figure 6 [Murali et al. 2005]. The switch
contains a decoder to implement error detection and correction coding. A retransmission buffer stores the
transmitted flits. If an error is detected but cannot be corrected in the next hop, the control signals will be
set to require retransmission and the flit stored in the retransmission buffer will be issued subsequently. To
guarantee reliable control of the retransmission, the control signals, e.g. the Negative Acknowledgement
(NACK), are protected by triple modular redundancy. Retransmission is able to tackle multi-bit faults,
because the clean data is always maintained as long as the faults are detected. Figure 6 just shows the general
diagram of H2H retransmission, the practical implementation and cost may vary in different designs.

Sender Network

Interface
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Packet buffer
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Network

Interface

Credit signal

Data

ACK/NACK

Core Core

Switch A

Decoder

Retrans.

Control

Trans. buffer

Retrans. buffer
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Retrans.
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Trans. buffer

Retrans. buffer
Mux

TMR

Fig. 6. The basic principle of H2H retransmission. The flits are buffered in a retransmission buffer. Once an error is detected, the
NACK signal is sent back from the next hop and is used by the retransmission control logic to start the retransmission process and
configure the multiplexer at the output port.

Park et al. [2006] propose a HARQ scheme which combines H2H retransmission with the forward error
correction (FEC) at the receiving node to handle link faults. By a novel design of the retransmission buffer,
they implement a minimal-overhead flit-based H2H retransmission scheme. The depth of the retransmission
buffer is designed to equal the time (the number of clock periods) in which the NACK signal arrives from
the next node. Note that the retransmission buffer should be protected as well as the control signals in the
link. The error in the retransmission buffer may cause endless retransmission because the original data is
erroneous. For a single soft error, it can usually be corrected by the correcting unit at the next switch. Kim
et al. [2005] propose to simply duplicate the buffer if the cost is bearable. As for the multi-bit upset in the
retransmission buffer, Park et al. [2006] suggest ignoring it to reduce cost because it is highly unlikely to
occur.

2.3.3 Split-link transmission. The third type of time redundancy technique is the split-link transmission,
which utilizes part of the link to continue communication when a permanent fault occurs in the link. It is
a sort of graceful degradation based fault tolerance. The flits are split into several parts and transmitted
through the healthy wires in a faulty link. At the receiver, the segments of the flits are reassembled to
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restore the original data. Lehtonen et al. [2007b] propose the split-link transmission to tackle the intermittent
and permanent faults. The flits are split into two parts and the transmission switches to split mode when
a permanent fault is detected by coding. A similar work is also developed by Yu and Ampadu [2010].
However, the scheme only splits the wires into two fixed parts, and fails to work if both parts contain faulty
wires. One solution is to split the link into more parts in cost of time and hardware, as discussed by Palesi
et al. [2010].

A more general solution is developed by Vitkovskiy et al. [2010] to cope with arbitrary number of per-
manent faults at arbitrary positions. It is a technique that combines retransmission and split-link with the
capability of self diagnosis. When the permanent faults are detected, the source node is notified to sent the
test vectors to diagnose the positions of faults and the maximum number of adjacent faults. Then rotated
flits are retransmitted and reassembled to restore the correct data. This scheme can tolerate an error rate
up to 50%. It should be noted that split-link transmission dramatically increases the hardware cost to cope
with the permanent faults in the link by up to 35% [Palesi et al. 2010], 33.6% [Vitkovskiy et al. 2010] and
even 75% [Lehtonen et al. 2007b]. Complex control logic and additional transmission cycles are required.
However, split-link transmission guarantees the continuous working of the chip in presence of permanent
faults, thus improves the yield. Moreover, it is also effective in dealing with the process variation induced
link degradation [Hernandez et al. 2009].

2.4 Information redundancy techniques

The information redundancy at the data link layer is embodied as using coding schemes to detect and correct
the error. We first introduce the coding schemes for the communication between switches, that aim to protect
the data from the faults in the link and switch circuits. Then the topics on power efficiency and hardware
cost reduction are discussed.

2.4.1 Code schemes for NoCs . We consider three types of targets to be protected by information redun-
dancy at the data link layer, namely the link wires, the storage elements and critical control signals in the
switch. The input buffers at the switch ports are the most important storage components because they hold
packets. To ensure the correctness of the packet before going to the routing and arbitration logic, the input
buffer at each input port can be protected by codes with different protection granularity. Generally the whole
packet is encoded. However, the header information of the packet usually needs more careful protection than
the payload data. Unequal coding meets this requirement and limits the cost to the same level as single-error
correcting (SEC) code [Dutta and Touba 2007]. Control signals can be protected against transient faults by
exploiting the inherent information redundancy [Yu et al. 2011; Yu et al. 2012]. The valid patterns are rec-
ognized through the analysis of the combination of control, request and response signals. Then the invalid
combinations are flagged as errors.

The coding schemes to protect the data on the link are implemented by adding an encoder at the output
of the port and the received data is decoded at the input to detect and correct the errors. The most popular
codes are SEC codes such as the Hamming code. A set of SEC codes can be combined with interleaving
techniques to correct adjacent multi-wire errors [Yu and Ampadu 2008; 2011]. Most of the time, both the
link and the switch buffers are protected to achieve better fault tolerance [Frantz et al. 2006a; Dutta and
Touba 2007; Yu et al. 2010], which can be easily implemented because the same coding technique is shared.

Forward error correction (FEC) can be coupled with the crosstalk avoidance code (CAC) to achieve so
called joint fault tolerance. CAC encodes the wires of NoC to forbid some transition patterns to reduce
crosstalk and energy dissipation. The combination of FEC and CAC can reduce the transient faults as well
as correct the data errors [Pande et al. 2006]. The simplest choice is adding parity bits to the CAC code to
provide error detection and correction, such as duplicated-add-parity (DAP) code, modified dual rail (MDR)
code and boundary shift code (BSC). Ganguly et al. [2007] combine the Hamming code with DAP or BSC
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to achieve crosstalk avoidance and double error correction. Moreover, a triple-error-correction scheme with
crosstalk avoiding is developed by Ganguly et al. [2009]. Different from simply combining FEC and CAC,
Zhang et al. [2009] propose a selected crosstalk avoidance code (SCAC) which combines CAC and error
correction code together through codeword selection from an original CAC codeword set. SCAC is proved
to be single error tolerant and crosstalk avoiding and is cost and power efficient.

2.4.2 Considerations on power efficiency. Power efficiency is always one of the main concerns when
selecting and designing the coding schemes, because information redundancy requires extra circuitry. Differ-
ent coding schemes require different hardware cost and implementation complexity. This results in various
tradeoffs between fault tolerance capability and power efficiency. The major part of power dissipation is due
to the interconnection wires [Jantsch et al. 2005; Vitkovski et al. 2008] while logic in the switch consumes a
minor part. Various coding schemes result in different circuit implementation complexity, thus add different
capacitive loads and switching activities to the link wires which lead to differentiated power dissipation. The
results from literature indicate that error detection codes (e.g. ED, PAR, CRC) with retransmission achieve
better power efficiency than correcting codes (e.g. SEC, SECDED) [Bertozzi et al. 2002; 2005]. Retrans-
mission applies simpler decoding with less complexity, and it can provide stronger correction capability, e.g.
burst error tolerance.

Power efficiency may be improved by two classes of coding techniques: joint coding schemes and
strengthening the capability of simple codes. A natural thought is to combine the correcting code with low
power code (LPC). However, low power coding schemes seem not to be effective due to the significant delay
overhead, which eventually increases the power consumption when normalized to the same performance
[Vitkovski et al. 2008]. In contrast, error protection codes have the potential to decrease power consump-
tion by operating the network at a lower voltage, which decreases the signal swing. Sridhara and Shanbhag
[2005] propose and evaluate various joint schemes in terms of power, area and reliability. They propose to
use a nonlinear source coder (CAC and LPC) to reduce the transition activity before applying linear codes
to protect the data. The power can be reduced by up to 33% compared with the scheme with only Hamming
code. The other direction is to use a simple code while exploiting techniques to strengthen the error tolerant
capability to cope with more errors, as developed in [Yu and Ampadu 2008]. The data is split into blocks to
be interleaved, while a SEC code is applied for each block. Then an adaptive error control method is used
to select the ECC scheme dynamically. This technique is reported to reduce the power consumption by up
to 19%.

Reduction of the power dissipation may also be achieved by comprehensively exploring information re-
dundancy at various layers, as the E2E protection is revealed to be more power efficient than the protection
at the data link layer [Jantsch et al. 2005]. Murali et al. [2005] also derive similar result when investigate
retransmission based protection. E2E retransmission has smaller power consumption than H2H retransmis-
sion under various setups except when the link lengths are very small and large packet-buffering is required
by E2E scheme. Yu and Ampadu [2012] improve the power efficiency significantly by applying a dual-layer
ECC coding scheme. The end-to-end ECC and hop-to-hop ECC are dynamically adapted by an switching
protocol according to various noise conditions.

2.4.3 Hardware cost improvement. The hardware cost is another critical issue of information redun-
dancy especially for on-chip design. Several classes of techniques can help reduce the coding induced
overhead. The first class is to choose the codes which can make use of the code space as much as possible
to reduce the codeword length, and those with high coding rate to reduce the hardware cost. The codewords
with less 1s are preferable for linear codes to simplify the coding circuits.

The second is to use simple codes as much as possible to reduce the cost. Codes that detect/correct not
more than two random errors (SEC/DED) are usually selected to reduce the cost of coding circuits. In the
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work of Zimmer and Jantsch [2003], the data is split into blocks and SEC is applied for each block. The
scheme is proved to be effective in handling adjacent multi-wire errors. SEC is competent in correcting
more than one error when it is combined with the interleaving technique [Yu and Ampadu 2008]. The cost
is improved compared with applying other codes to fulfill the same error correcting requirement. Another
thought is developed by Dutta and Touba [2007], who use an unequal coding scheme to protect different
parts of the packet. It has similar costs as SEC codes while providing better error detecting and correcting
capability, thus the cost is relatively reduced.

The third class is to reuse the coding circuits as much as possible. For linear code and parity check code,
the coding circuits usually involve several levels of XOR gates to implement the linear transformation and
parity check. By detailed analysis on the characteristics of the generating matrix, sharing and reuse of the
XOR-tree is possible when generating the check bits. By circuit sharing, the area cost of SEC is reduced by
up to 30% [Yu and Ampadu 2008]. Based on the analysis of the switch circuit and signal response patterns,
exploiting the inherent information is another promising technique to dramatically reduce the cost, because
least redundancy is introduced [Yu et al. 2011; Yu et al. 2012].

2.5 Spatial redundancy techniques

Spatial redundancy, also known as structural redundancy, covers a wide range of techniques to detect, correct
and mask errors. It is based on the replication of the protected target and provides direct and effective fault
tolerance in cost of hardware. Spatial redundancy can be classified into three groups: static redundancy,
dynamic redundancy and hybrid redundancy [Dubrova 2008]. Static redundancy masks the fault passively
while dynamic redundancy firstly detects the faults before acting to correct it. Hybrid redundancy combines
static and dynamic methods. The widely used triple modular redundancy is a static method and can mask
a single error by more than 200% area cost counting the voter. Concerning the imperfection of the TMR
voter, triple duplicated voters can be adopted. More details of modular redundancy techniques are provided
by Shooman [2002] and Dubrova [2008].

On the data link layer, spatial redundancy is generally used to secure the function of link wires and to
guarantee the correctness of control signals. TMR and spare wires are widely adopted techniques. Important
control signals can be protected by TMR, such as the NACK signal in H2H retransmission [Murali et al.
2005; Lehtonen et al. 2007b]. Besides, TMR is also used to harden the logic, e.g. the multiplexer of the
switch crossbar [Eghbal et al. 2010], to guarantee correct switching in case of faults. Another thought to
enhance reliability is to add hardware redundancy from the very beginning. Kakoee et al. [2011b] double
all the physical links between switches to enhance the NoC connectivity. Their work reports up to 10 times
higher probability that the NoC is still fully connected in the presence of up to 100 faulty links in an 8× 8
NoC.

Spare wires can be prepared to replace the faulty wires once the permanent faults are detected. It is a
dynamic redundancy method, and the number of spare wires decides the capability to tolerate faults. To
realize the dynamic configuration, the fault detection unit and the link configurability are required. The fault
detection can be fulfilled in various ways as introduced in Section 2.2. However, the faulty wires should be
specified before reconfiguration. Lehtonen et al. [2007b] and Lehtonen et al. [2010] utilize Hamming code
to locate the faulty wire and use a configuration vector to set up the connectivity of the wires by tristate gates.
The faulty wires can also be diagnosed with the method proposed in [Vitkovskiy et al. 2010] as introduced
in Section 2.3.

Though spatial redundancy brings encouraging capacity for fault tolerance, the overhead is usually large.
Tradeoffs can be considered in two directions. On one hand, carefully defining the redundancy granularity
helps. Taking TMR as an example, the cost of TMR is heavily affected by the partition granularity and
the protection level as analyzed by Constantinides et al. [2006]. They propose a decomposition scheme to
ACM Computing Surveys, Vol. V, No. N, January 2013.

Accepted for Publication in ACM Computing Surveys 14.01.2013



· 15

achieve tradeoff between cost and fault tolerance. On the other hand, spatial redundancy can be coupled with
the other redundancy techniques to reduce the cost. This strategy is widely adopted, such as incorporating
with retransmission, coding and so on.

2.6 Summary

Fault tolerant design at the data link layer is to cope with the faults in the link wires and the logic such as the
input/output buffers and the flow control logic. Each of the three types of redundancy (time/information/spatial)
can be used to either detect or correct the errors induced by these faults, however at different costs. In prac-
tice combinations of techniques have to be used such as [Lehtonen et al. 2007b; Yu and Ampadu 2011]
which apply coding, retransmission, spare wires and split-link transmission together to provide a complete
protection against transient, intermittent and permanent faults.

Generally, transient and intermittent faults can be countered with error coding and multi-sampling; and
permanent faults can be countered with error correcting code, fault detection and rearranging of spare wires
and spare resources. For time redundancy techniques the overhead mainly comprises extra latency while
for spatial redundancy the hardware costs rises dramatically due to the replicated modules and the recon-
figuration logic. As for coding techniques, the power and area overhead varies and heavily depends on the
coding scheme and the implementation. The retransmission technique coupled with simple error detection
codes is revealed to achieve better power efficiency than error correcting codes under the same reliability
requirement of mean time to failure (MTTF).

3. NETWORK LAYER (PACKET SWITCHING AND ROUTING)

The network layer is concerned with packet routing and switching (cf. Figure 1). Corresponding fault
models and fault diagnosis are discussed in Section 3.1. Since any packet retransmission would be handled
as part of a flow control protocol either end-to-end (transport layer, Section 4) or switch-to-switch (data link
layer, Section 2), time redundancy techniques are not pertinent on network layer. The remainder of this
section therefore concentrates on information redundancy (Section 3.2) and spatial redundancy (Section 3.3)
techniques.

3.1 Faults and their diagnosis

Switches and links are the primary NoC components on network layer. Therefore, the most prominent fault
models applied to interconnection networks and also in NoC research relate to these components. A link
fault models the failure of a link; in case of bidirectional links a distinction between unidirectional and
bidirectional faults can be made. A switch fault captures the failure of a switch, and can alternatively be
modeled as a failure of all incident links. However, complete failure of just a few switches can have severe
impact on network performance, whereas a physical defect inside a switch is likely to affect only a part of
its functionality [Dalirsani et al. 2011]. To make use of the remaining functionality, more fine-grained fault
models have been introduced, which will be discussed below. A system-level fault model that captures the
functional effect of faults in higher-level categories such as misrouting, flit loss, flit duplication, etc., has
been proposed by Aisopos et al. [2011].

Diagnosis of link and switch faults has been widely researched already in the field of general intercon-
nection networks. We discuss here NoC-specific novel work only. A method for power-up diagnosis of
NoC switches and links in a mesh topology has been devised by Raik et al. [2007]. Directed test packets
are injected at the network boundaries to systematically diagnose each individual element. The probe send
algorithm [Mediratta and Draper 2007] floods the network with test packets to explore its fault-free subset;
any component not contained therein is assumed to be faulty. The drawback of these methods is that any
regular network operation is stalled until diagnosis is finished, thus reducing availability and performance.
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Port stuck-at faults model the failure of individual switch ports, thereby enabling switch degradation by
deactivating the defective port only, instead of the complete switch. Based on this fault model, concurrent
online diagnosis of packet misrouting due to defects of the switch control logic has been developed by Alaghi
et al. [2007]. Another method [Grecu et al. 2006] equips regular data packets with a parity bit to diagnose
switch and link faults concurrent with regular operation.

Crossbar faults [Kohler and Radetzki 2009] model the failure of individual connections from an input
port to an output port, thus covering buffers and control logic as well as the crossbar switch. They facilitate
switch degradation on a finer granularity, compared to the port fault model. A technique for diagnosing
switch-internal crossbar faults with CRC-protected data packets has been presented by Kohler et al. [2010].
Error counters serve to discriminate transient faults from permanent faults because fault-adaptive routing is
effective only against permanent (or long-lasting) faults.

3.2 Information redundancy techniques

The use of information redundancy on network layer must be differentiated from the application of error
detecting or correcting codes to flits and packets, which belong to the link and transport layers, respectively.
The technique specific to the network layer consists in replicating packets and routing them via multiple
paths to increase the likelihood that at least one copy arrives correctly at the destination node. This approach
is also known under the terms of probabilistic routing or stochastic communication [Bogdan et al. 2007].

Flooding is the most data intensive of the stochastic communication approaches. In its pure form, each
switch copies each received packet to all of its output ports. This means that in d routing steps with k-
port switches, kd copies are produced. This exponential growth may lead to a high probability of delivery
for a given packet, but limits the capability of the network to accept other packets. To make stochastic
communication applicable in real scenarios, where fault tolerance must be traded off against effective data
throughput, refined techniques have been investigated.

Gossip flooding [Dumitras and Marculescu 2003] performs packet replication with a given probability,
p. For p = 1, it is identical with flooding. Figure 7 shows the number of network cycles after which
a packet sent by switch S first appears at a given link. By choosing a smaller p, packet replication and
its induced overhead can be limited. Error detection on switch-to-switch basis allows to drop corrupted
packets so as to avoid their further replication. By comparing packets or unique packet IDs, switches may
identify identical packets and limit their further replication. Packets that make no or little progress towards
their destination can be identified with a time-to-live (TTL) field that is counted down, triggering packet
deletion when reaching zero. Directed flooding [Pirretti et al. 2004] reduces the overhead furter by favoring
productive outputs, i.e., outputs that bring the packet closer to its destination, and assigning a lower packet
replication probability to non-productive ones. The extreme case is p+ = 1 for productive, and p− = 0 for
non-productive outputs. In a mesh, as shown in Figure 8, this leads to a wavefront of packets (dashed lines)
traveling in the rectangular region between the sender and destination nodes, S and D. In combination with
identification of identical packets, the upper bound on the number of packets is linear with the distance d.
However, the approach is not effective if packet source and destination share the same x or y coordinate.

Random walk [Pirretti et al. 2004] limits the overhead further to a constant value, c. c packet copies are
created and sent out in a seed phase only, either by their original sender or through a limited initial flooding
phase. Other switches perform no further replication but route packets with some degree of randomness, as
shown in Figure 9. To achieve effective fault tolerance, routing has to ensure that these copies take disjoint
paths, because otherwise a fault in the common part of paths could eliminate all copies. This property can
be guaranteed by employing path-disjoint routing algorithms to the original and its copy [Patooghy and
Miremadi 2008], where two separate virtual networks are employed to avoid deadlock that could result from
interference of the two routing methods. Song et al. [2009] suggest to learn from random walks by filling
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routing tables based on acknowledgements of beneficial, randomly round routes.
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The least data overhead achievable by any of these techniques amounts to 100% as one copy of a packet
is the least redundancy that can be generated on the granularity of packets. Especially when just a small
number of bits are affected by a fault, the use of error correcting codes or retransmission mechanisms, as
discussed in Sections 2 and 4, may be more efficient. However, the latter mechanisms fail if permanent faults
occur that exceed the correcting capability. For example, the complete failure of a link cannot be tolerated.
In such cases, informationally redundant routing on network layer provides better resilience as it exploits
the path redundancy of NoCs, i.e., the presence of multiple, at least partly disjoint paths between a packet’s
source and its sink. This resilience comes at the cost of overdesigning the network so that it can sustain
significant redundant traffic without becoming saturated, which would cause unacceptable latency penalties.

3.3 Spatial redundancy techniques

Path redundancy is a feature that comes for free in many NoC topologies, and it can be employed to provide
spatial redundancy without replicating hardware modules. For example, the most prominent topology, the
k-ary 2-mesh, offers (∆x+∆y)!

∆x!∆y! minimal paths between a sender and a receiver ∆x and ∆y hops apart in x and
y dimension, respectively. This redundancy can be utilized to switch to an alternative path dynamically if
the standard path fails. Thereby, path redundancy is exploited without the overhead of statically replicating
all packets (cf. Section 3.2). A different kind of overhead is incurred, though, since diagnosis of faults
and routing reconfiguration to enable alternative paths require some extra logic compared to a plain NoC
implementation without consideration of faults.

However, the NoC routing mechanism must support the use of and transition to an alternative path. This
implies that a deterministic (non-adaptive) routing mechanism such as popular dimension order routing
cannot support fault tolerance through spatial redundancy. Moreover, fault tolerant routing must in general
support non-minimal routes. For example, consider ∆x = 0 or ∆y = 0, which leave just a single minimal path
in a mesh. Topological change and the use of alternative paths also run the risk of breaking the invariants of
any deadlock-free routing designed for the fault-free case. Deadlock avoidance or recovery in presence of
faults therefore has to be addressed. The new routing scheme originating from adaptation to a fault should
preferably be guaranteed deadlock free. Beyond that, it is also necessary to avoid deadlocks that can result
from the interplay between the old and the new routings in a transition phase, while the network is being
reconfigured. A theory and a method for the latter problem have been presented by Duato et al. [2005] and
Lysne et al. [2005], respectively.
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Fault tolerant routing is among the most active areas in recent NoC research. A multitude of routing
algorithms have been proposed so that further structuring is required to gain access to this wide field. In the
following subsections, we investigate fault tolerant routing algorithms according to the degree of globality
in the employed fault information. We start with offline techniques (3.3.1) that can gather and process
information with arbitrarily complex techniques. Any online fault adaptation must take into account the
resource limitations imposed by the need to perform all processing in the NoC itself, in a distributed way.
This can be achieved by delimiting the region of an NoC in which faults are allowed to influence the routing
at a given NoC switch. For example, a remote fault may not have to be considered in a given part of the
NoC. Subsequently, we investigate routing algorithms that consider purely local fault information of the
switch itself and its immediate neighborhood (3.3.2). Some more knowledge about faults is implied by the
assumption of properly shaped regions in which faults are fully contained (3.3.3). The introduction of a fault
lookahead (3.3.4) allows making better informed choices. Finally, we investigate the global distribution of
fault information (3.3.5).

3.3.1 Offline routing adaptation. Offline techniques for diagnosis and routing adaptation can be applied
in the process of testing fabricated chips, in order to reconfigure partially faulty chips to become usable.
Another use case is in the start-up phase of a NoC based system, during which a built-in self-test with
subsequent reconfiguration may be performed. Thus, offline techniques are effective against permanent
faults; however, they cannot react fast enough to deal with transient or intermittent ones. After computing
routing changes offline, they must be stored in the NoC. This typically requires the use of some sort of
routing table. Keeping storage requirements low and offline adaptation efficient are the main challenges in
this field.

Techniques to reduce the size of routing tables for irregular mesh-based NoCs have been proposed by
Bolotin et al. [2007]. A turns table keeps information only for those destination addresses that require a
packet to take a turn at a given switch. The approach makes use of the fact that packets are more likely to
pass straight through, and defines this as the default in absence of a table entry. The authors propose a second
scheme, XY deviation table, which assumes XY routing as the default, implements it with combinational
logic, and stores only irregularity-induced deviations with routing table entries. An alternative representation
of routing deviations from a basic scheme is proposed by Rodrigo et al. [2010]. A small number of derouting
bits are sufficient to store routing deviations that are independent of the destination address. This principle
is used by a series of routing implementations classified as Logic Based Distributed Routing (LBDR).

Another technique for storage-efficient routing tables is region based routing as proposed by Flich et al.
[2007] and Mejia et al. [2009]. From known routing restrictions imposed on a basic routing scheme, available
routing paths are computed and regions that can be reached with the same routing are identified. The routing
information for each region is then merged and stored efficiently in a region-based table. Region based
routing is often combined with segment based routing [Mejia et al. 2006] as the underlying routing algorithm.
This offline technique has been applied to meshes and tori. It partitions the network into segments in which
restrictions can be placed independent of other segments. These restrictions are employed to avoid faulty
network elements and to break cycles that could otherwise cause deadlock.

An approach that updates regular routing table entries based on rerouting rules is described by Fick et al.
[2009]. The occurrence of a fault effectively disables certain routing turns, which means that other routing
restrictions originally introduced to avoid deadlock become superfluous. The identification and deadlock-
free choice of routing turns to be re-enabled are based on a heuristics.

3.3.2 Strictly local adaptation. Local adaptation techniques make changes local to a single switch in
order to recover it fully or partly from from faults. This approach assumes a fault model on a finer granu-
larity than switches. Most work on fault tolerant routing in off-chip interconnection networks, on the other
ACM Computing Surveys, Vol. V, No. N, January 2013.

Accepted for Publication in ACM Computing Surveys 14.01.2013



· 19

hand, takes a faulty switch fully out of service. This distinction is reasonable as faulty switches can be
replaced with little effort if they are discrete components, whereas an on-chip switch that is taken down will
permanently limit communication performance until the end of the chip’s lifetime.

The dynamic adaptive (DyAD, [Hu and Marculescu 2004]) routing method employs routing adaptation to
avoid congested switches. When there is no congestion, minimal routing is performed based on a determin-
istic subset of odd-even routing. Only in case of congestion, the odd-even scheme’s adaptivity is employed
to choose the less congested of multiple routing alternatives at the cost of potentially non-minimal paths.
The same principle could be employed to avoid faults, but fault tolerance would be limited by the degree of
adaptivity available.

A large range of NoC switch designs, from unprotected ones to switches equipped with online repair
and recovery capabilities, have been investigated by Constantinides et al. [2006] with respect to cost and
reliability. Fick et al. [2009] equip a switch with the capability to replace a defective submodule, e.g. a
FIFO buffer for incoming packets, by sharing a corresponding, intact submodule with another port. Faulty
crossbar connections can be avoided by using a special escape bus. This way, many faults can be contained
locally in the switch at the cost of some performance degradation. Only if the number or locations of
faults exceed the built-in fault tolerance, offline routing modifications described above (cf. Section 3.3.1)
are triggered. Similar to the escape bus concept, switch internal default backup paths have been proposed
[Koibuchi et al. 2008]. These are employed to form a deadlock-free, ring topology backup network with
two virtual channels. Concatto et al. [2009] describe another approach featuring redundancy of multiplexers
and sharing of FIFOs to circumvent faults on the switching path. Temporal and spatial redundancy of
multiplexers as means against SEU have been investigated by Eghbal et al. [2010]. Crosspoint redundancy in
NoC crossbar switches is proposed by Grecu et al. [2006] in order to increase yield. Yu et al. [2011] propose
a self-correcting arbitration mechanism capable of tolerating transient errors. The approach described by
Kim et al. [2006] is similar in using modular redundancy without creating overhead through extra module
instances. Functionality is borrowed from adjacent switches to recover from the defectiveness of a switch’s
own submodules.

Based on the model of crossbar faults (cf. Section 3.1), routing can be adapted to avoid faulty parts of
the data path inside of its own [Kohler and Radetzki 2009]. This comes at the cost of sending a packet on a
detour, which is enabled in a deadlock-free way by employing deflection routing as the underlying routing
scheme. Potential livelock due to packets sent on an infinite series of detours is avoided by increasing packet
priority and thus reducing the risk of detour with increasing packet age. Local rerouting to circumvent link
faults has also been proposed [Alaghi et al. 2008], in some cases combined with packet replication. This
work does not elaborate, however, on the matter of preventing deadlock or livelock.

An approach to consider reliability through fault tolerance jointly with quality of service is described
by Kakoee et al. [2011b]. A dual physical channel NoC switch is designed to separate QoS traffic from
best effort traffic without the control overhead introduced by virtual channels. The redundancy of physical
channels is also exploited to uphold communication when one of the channels fails.

Kohler and Radetzki [2009] describe the hardening of critical fault tolerance infrastructure (storage and
communication of fault information) against faults of its own. Error-detecting codes (parity block codes)
are employed when information can be recovered; otherwise error-correcting codes (Hamming) are used.
A two-dimensional scheme with row and column parity bits is proposed by Eghbal et al. [2010] to protect
routing tables against SEU of their storage elements.

3.3.3 Fault regions. By providing each switch with information of the fault status of its immediate
neighbours (to which it is adjacent), a more sophisticated routing around faults can be implemented. The
basic idea is to identify faulty regions and to modify the routing of intact switches on the border of these
regions so that packets are routed along the borderline. By proper combination with (and modification of)
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BulletProof [Constantinides
et al. 2006]

application of generic FT techniques (TMR,
spares) on switch and component level

X X X X - -

Vicis [Fick et al. 2009]
internal resource sharing X - - - - -
escape bus - X - - - -

RoCo [Kim et al. 2006]
external resource sharing - - X X - -
bypass path X X - - - -

DBP [Koibuchi et al. 2008] default backup path to from ring topology X X X X n/a -
Concatto et al. [2009] redundant MUXes, sharing of FIFOs X X - - - -

Eghbal et al. [2010]
temporal and spatial MUX redundancy - X - - - -
row and column (2D) parity scheme - - - - X -

Grecu et al. [2006] crosspoint redundancy - X - - - -
Yu et al. [2011] self-correcting arbitration - - X - - -
Alaghi et al. [2008] routing that avoids use of faulty links X - - - - -

Kohler and Radetzki [2009]
routing restricted to using intact components X X n/a - n/a -
error detecting / correcting code - - n/a - n/a X
sanity check (permutation property of routing) - - n/a X n/a -

Kakoee et al. [2011b] dual (redundant) physical channels in switch X X X X X -

Table II. Overview of fault tolerance techniques local to individual switches.

deadlock-free distributed routing regimes, the presence of resource dependency cycles and thus deadlocks
can be prevented at design time. Most of the work in this category assumes a 2D or higher-dimensional
mesh as the underlying topology. The efficiency of the different approaches varies widely depending on the
definition of fault regions because fault regions usually contain intact switches which have to be deactivated
in order to avoid deadlock.

The smallest possible fault region consists of a single switch. A classic theorem by Glass and Ni [1993]
states that n− 1 faults can be tolerated in an n-dimensional mesh with a variant of negative first routing.
This does not preclude the possibility of tolerating a larger number of faults with other methods. Zhang
et al. [2008] propose the formation of cycle-free contours around individual faulty nodes in a mesh. X first
routing is employed as the basic routing regime. Packets are routed around the fault location along the
contour in which two turns are prohibited to avoid deadlocking cycles. The work is based on a single fault
assumption, at least in the experimental investigations.

A notable number of works investigate routing around rectangular regions in a mesh. Bobda et al. [2005]
employ XY routing as the basic routing technique. Adaptivity is achieved by surrounding modes that allow
a packet to switch from Y back to X direction upon reaching or leaving the region boundary. A dedicated
stamp bit in the packet header is set to ensure that a packet does not turn back and oscillate when on a
detour. Schäfer et al. [2005] use the adaptivity of the odd-even turn model to route around rectangular
blocks and suggest a block placement method. The motivation for both works lies in the need to integrate
larger IP blocks that disturb a regular 2d mesh topology in a heterogeneous NoC. While the same technique
is applicable to fault regions in principle, the need to enclose faults in rectangles may lead to the deactivation
of many intact switches if more than a single switch fails.

Virtual channels have been used to ensure absence of deadlock while routing around multiple rectangular
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fault regions. The relevant body of work in this field includes many pre-NoC era papers on fault tolerant
routing in interconnection networks. Boppana and Chalasani [1995] modify e-cube (dimension order, DOR)
routing for routing along fault rings and fault chains that enclose rectangular fault regions, and employ four
virtual channels. VCs increase adaptivity by allowing multiple deadlock-free DOR rounds, one per VC.
Research on reduction of VC requirements has culminated in the work by Fukushima et al. [2009] which
requires no VCs at all. With three virtual channels, Chen and Chiu [2001] and Duan et al. [2009] allow fault
regions to have certain non-convex shapes such as L or T shape, using variants of dimension order routing.
Xinming and Xuemei [2010] suggest the use of four virtual subnetworks for routing around rectangular fault
regions in a dual-torus topology termed PRDT(2,1).

Wu and Wang [2002] allow multiple fault regions of even more complex shape, namely rectlinear-monotone
polygonal fault blocks. These are the union of overlapping rectangular fault regions and allow to enclose
multiple faults in a shape smaller than a single large rectangle. Disjoint fault regions are also supported,
but they must be more than two hops apart, otherwise they are joined into a single, larger region. The odd-
even turn model is used as the basis for deadlock-free routing. Switches not bordering to fault regions use
the degree of freedom available in the odd-even regime to target minimal (Manhattan) routing. If the packet
reaches an obstacle, the packet is routed along its boundary either clockwise or counter-clockwise depending
on which of these two options involves no forbidden turns. More recently, another turn model based routing
has been proposed [Jovanovic et al. 2009], claiming to reach all nodes that are not completely blocked by
faulty ones while ensuring deadlock-freeness without virtual channels.

3.3.4 Routing with fault lookahead. Fault regions tend to contain nodes that are healthy and connected.
Their deactivation can result in an unnecessarily severe performance degradation. This downside comes
from the favorable property that only the nodes at the boundary of a fault region need to have knowledge
of the fault. A lookahead to faults farther away, as proposed by Feng et al. [2010a], enables more complex,
even concave fault regions. These fault regions include less healthy nodes. The exact shape of the regions
has been studied for a lookahead of two hops. An extension to longer-ranging lookahead and the systematic
construction of the corresponding fault shapes would be of interest, at least from a theoretical perspective.
Practical issues, e.g. the additional wires needed to communicate fault information over more than two hops,
are arguments against an extension of the lookahead. In any case, a set of permitted fault region shapes is
defined in which faults have to be included. The process of covering a given set of faults with minimal fault
shapes is not yet defined and can likely not be performed online.

Table III gives an overview of properties of the locally informed fault tolerant approaches from Sections
3.3.3 and 3.3.4. It uses the acronyms DOR (dimension order routing), WH (wormhole switching), VCT
(virtual cut-through), and SAF (store-and-forward). Question marks denote information that is not explicitly
stated in the paper.

3.3.5 Global topology exploration. Conceptually, a fault lookahead as wide as the network diameter
can be implemented, which would give each node complete information of the status of all other nodes.
Techniques for global topology exploration aim at the same goal with less overhead for status communica-
tion. Distance vector routing [Malkin and Steenstrup 1995], invented for macroscopic networks, exchanges
information on the delivery time of packets between adjacent switches. Each switch manages a routing ta-
ble whose information is filled based on the information in its immediate neighbors’ routing tables and the
latency of the hop to each neighbor. Thereby, delivery time is computed transitively in a distributed fash-
ion. The concept has been employed in the NoC context [Schönwald et al. 2007] where switches exchange
distance information (hop count as a replacement of time) in-band with a special type of flits. Latency is
minimized by a force directed wormhole routing algorithm for load balancing and avoiding faulty links and
switches. Apparently, deadlocks are not accounted for; evaluation relies on a pattern of three faulty switches
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Approach Topology Fault

model
Fault toler-
ance

Virtual
channels

Routing Switching

Glass and Ni [1993] n-mesh node n−1 nodes none negative
first

WH

Zhang et al. [2008] 2-mesh node 1 node none X first WH?
Boppana and Chalasani [1995] 2-mesh node,

link
rectangles 4 e-cube WH

Xinming and Xuemei [2010] dual
2-cube

node rectangles 4 vector
routing

?

Chen and Chiu [2001] 2-mesh node non-convex 3 e-cube WH
Duan et al. [2009] 2-mesh node,

link
non-convex 3 DOR

”FTR4WM”
WH

Fukushima et al. [2009] 2-mesh node rectangles none DOR ?
Wu and Wang [2002] 2-mesh node polygones none odd-even WH?
Jovanovic et al. [2009] 2-mesh node connected none odd-even WH
Feng et al. [2010a] 2-mesh link non-convex none deflection SAF

Table III. Overview of locally informed fault tolerant routing (? = not explicitly stated in paper).

that may not cause deadlock. In NoC context, Ali et al. [2005] state that distance vector routing can cause
a ”count-to-infinity” problem when delays are added up in a cycle. A refined algorithm, link state routing
[Moy 1995], avoids this problem by constructing a network graph in each node to gain a complete view
of the network. This requires processing capability that would typically not be implemented in hardware.
Therefore, link state routing is more suitable to be implemented as software in CPU cores, which makes it
most suitable for source routing (cf. Section 4).

Q routing [Boyan and Littman 1994], inspired from machine learning techniques, follows a similar ap-
proach in distributing delivery time or hop count information over the network. However, routing tables are
updated only gradually. A learning factor α limits the gradient at which values in the routing tables can
change. This slows adaptation but may make the routing more robust against short-term fluctuations, similar
to an attenuated control loop. Q routing has first been employed in NoCs by Majer et al. [2005] to route in
dynamically changing networks on reconfigurable fabric, but not considering faults explicitly. Feng et al.
[2010b] take faults into account by a Q routing algorithm with learning factor α = 1, which is equivalent to
distance vector routing. Switches exchange distance information off-band, with dedicated signals. A hierar-
chical routing table is proposed to avoid the overhead of fully implemented global routing tables. The table
of a given switch holds information of switches in the same quadrant of a mesh network only, and has one
entry for each of the other three quadrants. The algorithm is able to tolerate all faults as long as the network
is still connected. Deadlocks are avoided through the deflection principle.

Most work in fault tolerant routing, even when able to explore an unknown toplogy, assumes a regular
mesh as the fault-free basis, which may be distorted by faults. Recent work [Radetzki 2011] supports an
arbitrary connected topology and takes the design-time knowledge of a given topology into account in order
to transmit and store the fault-induced deviations only. This reduces the storage requirements of routing
tables significantly by subtracting the redundant design-time information on the base topology. Moreover,
the fact that relative distance information is transmitted allows hierarchical routing tables to be optimized
individually for each switch instead of assuming a global segmentation into, e.g., quadrants.

Another class of topology-agnostic methods (see [Flich et al. 2012] for a survey of this class of routing
algorithms) explores an unknown or altered topology by flooding the network with exploration packets / flits
to build a spanning tree, as first proposed by Schroeder et al. [1991]. Deadlock-free routing can then be
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ensured by routing packets in this tree, upwards hops strictly before downwards hops (up*/down* routing).
In a fault tolerant variant, Immunet [Puente et al. 2008], a switch that detects a fault starts the exploration
process, thereby becoming the root of the spanning tree. By means of a depth-first tree traversal, a deadlock-
free, ring topology virtual network is constructed. This safe network serves as an escape channel open to
packets that cannot be routed in the main virtual channel due to fault effects. Ariadne [Aisopos et al. 2011]
features a refined distributed route-finding process during which each node broadcasts a route-finding packet
along the spanning tree following the up*/down* scheme to program routing tables in all other nodes. In this
process, shortcuts to bypass higher-layer nodes may be established that transform the spanning tree into a
directed acyclic graph. Route finding pre-empts regular operation, however, and despite shortcuts significant
traffic is aggregated towards the root node.

3.4 Summary

With global fault-adaptive routing, be it determined online or offline, it is typically possible to utilize any
remaining connectivity of an NoC affected by faults. This superior error correcting capability comes at the
cost of limited scalability with increasing network size. Distribution of routing determination as enabled by
stronger locality (fault regions or lookaheads) enhances scalability but suffers higher potential performance
degradation, e.g. due to suboptimal routes or unreachability of healthy nodes. Strictly local adaptation of
individual switches is the least costly of all alternatives, but can hardly achieve guarantees with respect to
properties such as performance or deadlock-freeness.

Compared to these structural redundancy techniques, various forms of informationally redundant routing
impose a significantly higher overhead by replicating each packet at least once. In the case of point-to-
point communication, random walk is the only realistic option. Flooding can be an alternative in broadcast
scenarios or when unknown topology shall be explored. However, with the exception of some LBDR variants
[Rodrigo et al. 2008], broadcast or multicast routing in conjunction with fault tolerance has received very
little attention yet in the NoC context. In view of the importance of efficient one-to-many communications,
e.g. for cache coherency or collective MPI (message passing interface) operations, their fault tolerant design
still offers open research opportunities.

A general weakness of most works on network layer lies in missing (or at least undescribed) diagnosis
capabilities. The design of fault tolerant routing for assumed network level faults is of little value without
a diagnosis of these faults. Of course, established structural diagnosis techniques exist for digital circuits
on gate level. However, deduction of network faults from structural faults is a challenging open problem.
Functional diagnosis techniques for network faults may be an alternative worth investigation.

4. TRANSPORT LAYER (END-TO-END COMMUNICATION)

The transport layer, as shown in Figure 1, provides end-to-end communication services between network
terminals. Fault tolerant techniques are needed to support reliable end-to-end communication for NoC. Fault
tolerant schemes on the transport layer can be classified as time redundancy techniques (automatic repeat
request (ARQ) schemes), information redundancy techniques (forward error correction (FEC) schemes),
hybrid ARQ/FEC schemes [Ejlali et al. 2007] and spatial redundancy techniques. In this section, we briefly
introduce the fault model for this layer first, then describe how to detect and locate errors, followed by four
fault tolerant techniques.

4.1 Fault models

For the transport layer, three types of faults (transient, intermittent and permanent faults) affect either the
correctness of the delivered data, the correctness of the destination address or completely loss of packet(s).
Most literature about end-to-end error detection and protection use implicit fault models that basically as-
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sume that some of the bits in a packet are corrupted by transient or permanent faults. A functional fault
model refers to the structural faults in the multiplexer of the router datapath [Raik et al. 2007]. For the
crossbar multiplexer, tests for each address value are performed to fully cover the structural faults. Transient
faults which lead to packet corruption or loss are handled by Ali et al. [2007]. These fault modes can be
summarized as coarse granularity fault models that care about whether the end-to-end path contains faults
or not. They abstract from specific fault locations or mechanisms.

4.2 Error detection and location

In the end-to-end communication, error control codings for error detection and correction can be used to
encode the packet. An encoder is added to the sender network interface (NI) and a decoder is added to the
receiver NI. For error detecting codes (e.g. parity codes or Cyclic Redundancy Check (CRC) codes), the
sender NI has one or more packet buffers in which it stores the packets that are transmitted. The receiver NI
sends an NACK or an ACK packet back to the sender, depending on whether or not it has detected an error.
Disadvantages of this scheme are that it can only handle transient faults and it cannot locate the position of
the fault. If the fault is permanent or intermittent, it is likely that the retransmitted data is affected by the
same fault. Because the checking takes place only at the receiver NI, it is impossible to locate the position
of the fault precisely. For error correction codes (e.g. a single-error-correcting double-error-detecting code,
SECDED), the receiver NI can correct both transient and permanent faults. However, only limited number
of faults can be handled and it gets overwhelmed when permanent faults accumulate over time.

To locate faulty links in the network, Raik et al. [2007] extend the use of test configurations for diagnostic
purposes. The diagnosis algorithm applies three test configurations: (a) straight paths, (b) turning paths,
and (c) resource connections to cover the entire network, as shown in Figure 10. Configuration (a) lets the
packets pass straight through the network and covers the faults in all straight connections in the switches.
Configuration (b) takes advantage of the deterministic XY routing to test the turning paths. Configuration (c)
is needed to cover the links to resources. These functional test configurations can locate faults in individual
links between switches and the connectivity inside switches. These three test configurations can achieve high
fault coverage for the crossbar switch and the I/O registers. However, during the test the network cannot run
applications and the authors do not provide a strategy to determine when to run this test.

R R R R

(a) (b) (c)

Fig. 10. Test configurations in [Raik et al. 2007]: (a) straight paths; (b) turning paths; (c) local resource connections.

A probabilistic method to locate the defective wire has been proposed by Shamshiri et al. [2011]. The
network interface of the destination node observes the error pattern on each packet using an end-to-end Error
Correcting Code (ECC), code that is a four interleaved error-locality-aware code for 64-bit wide links. The
network interface of the destination node observes the error pattern on each packet. Whenever a destination
node observes a potential permanent error on a bit position, it sends a control message to a host processor
indicating the bit position of the error(s) and the source and destination of the erroneous packets. The host
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processor is one of the cores of the mesh that acts as a master and dispatches tasks to other cores. The host
processor uses a scoreboard to collect information about the error patterns. When the number of erroneous
bits under the same column of the scoreboard is greater than a threshold, a permanent error can be deduced on
a wire at the corresponding position along the path. To illustrate this probabilistic diagnosis method, Figure
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Fig. 11. An example of the probabilistic end-to-end diagnosis method[Shamshiri et al. 2011].

11(a) shows a 4× 4 mesh with three packets routed with XY routing: B, G, and R. Figure 11(b) shows an
exemplary error pattern observed on packet G. Figure 11(c) shows the suspected bit positions observed at
the destination of each packet in this example. Figure 11(d) shows the contents of the scoreboard after these
three erroneous packet transfers. Using the scoreboard, the host can observe that wire 12 of link 8 is more
likely to be defective because it was a suspected wire twice.

4.3 Time redundancy techniques

ARQ is a time redundancy error-control method for data transmission which uses acknowledgements and
retransmissions to achieve reliable data transmission. In end-to-end ARQ schemes, an error detection code is
used to encode the packet at the sender NI, and the receiver NI decodes the packet and sends an acknowledge
(or not-acknowledge) signal/packet back to the sender. A packet buffer is needed to buffer packets which
must be retransmitted due to errors. When the sender receives the not-acknowledge signal/packet, it retrans-
mits the packet again. To account for errors on the ACK or NACK signal/packet, a time-out mechanism for
retransmission is typically added in the sender NI. If the sender does not receive an acknowledgment after
a predefined time, it retransmits the packet until receiving an acknowledgment or exceeding a predefined
number of retransmissions. Figure 12 illustrates the end-to-end ARQ architecture. If the ACK or NACK is
transmitted via dedicated wires, for handling errors in the dedicated control signals, hardware redundancy
such as triple modular redundancy (TMR) can be used.

A simple and cost-effective end-to-end packet-based communication protocol to address transient faults
for NoC has been proposed by Ali et al. [2007]. In the Go-back-n retransmission policy the receiver gener-
ates a single ACK for a pre-defined set of packets that it receives, hence reducing the amount of traffic as
compared to acknowledging every packet. The buffers are only maintained at the sender’s side where pack-
ets are kept until an ACK arrives. If a packet is corrupt or missing, the receiver requests for a retransmission
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Packet buffer

Switch B
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Decoder

Credit signal

Fig. 12. End-to-end ARQ architecture [Murali et al. 2005].

and discards all the incoming packets until it receives the required packet. The advantage of this scheme is
that the receiver receives packets in sequence, so no reordering and buffering of packets is required at the
receiver side. A timeout mechanism is implemented both at the sender and receiver. The timeout depends
on the maximum time it takes for the n packets to receive the receiver plus the time the ACK packet needs
on the way back. Figure 13 illustrates three cases of a packet affected by a transient fault.
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Fig. 13. Three cases of the End-to-end ACK protocol [Ali et al. 2007].

4.4 Information redundancy techniques

For an FEC (Forward Error Correction) scheme, the sender uses an error correction code to encode packets
and the receiver decodes packets and corrects errors without any retransmission request. FEC techniques
utilize information redundancy to achieve fault tolerance in end-to-end communication. The two main cat-
egories of FEC codes are block codes and convolutional codes. Block codes [Huffman and Pless 2003]
with polynomial decoding complexity work on fixed-size packets. Practical block codes can generally be
decoded in polynomial time to their block length. Convolutional codes [Viterbi 1971] with linear decoding
complexity work on bitstreams of arbitrary length. They are most often decoded with the Viterbi algorithm
[Forney 1973], though other algorithms are sometimes used. Hamming codes are one of classical block
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codes which are mostly used in on-chip end-to-end communication. Lehtonen et al. [2007a] analyzed dif-
ferent error correcting coding methods (Hamming, BCH and RS codes) for NoC in terms of error correction
capability, circuit area and power consumption.

Jantsch et al. [2005] have concluded that transport layer error protection is more power efficient than both
no protection and link layer protection. In this work, end-to-end error protection is added for the payload
and the header is still protected on the link layer. For the payload stronger codes can be used to compensate
for the accumulation of errors over multiple hops. The header should be protected at each link since if the
address is corrupted, the packet will not be delivered correctly.

Three end-to-end error recovery schemes are compared in [Murali et al. 2005]. Parity code, CRC code
and single-error-correcting multiple-error-detecting code (SECDED) are used to encode the packet in end-
to-end communication. To account for errors on the ACK or NACK packets, a time-out mechanism for
retransmission is also used at the sender. To detect reception of duplicated packets, packet sequence identi-
fiers are used. In the coding scheme, the receiver corrects any single bit error on a packet, but for double and
some multiple bit errors, it requests end-to-end retransmission of data from the sender NI. From the energy
perspective, compared with link level error control schemes, this paper has concluded that for networks with
long links or hop counts, end-to-end error control schemes are more power efficient.

Both ARQ and FEC schemes can suffer from errors in the header flit. If the destination address of a packet
is corrupted during the transfer, the packet might be routed to a wrong destination. Moreover, if the source
node address is corrupted, the ARQ technique cannot send the retransmission request to the correct source.
Thus, it is very important to avoid corruption of the header information. Both in [Jantsch et al. 2005] and
[Murali et al. 2005], the header is encoded individually and checked at each hop traversal.

4.5 Hybrid time/information redundancy

In hybrid ARQ/FEC (HARQ) schemes, the sender encodes packets using an error correction code. When
the receiver can correct a detected error, it does not request a retransmission. However, when the receiver
detects an error that it cannot correct, it requests the sender to resend the packet. This process is repeated
until the packet is error free.

Ejlali et al. [2007] compared the ARQ, FEC and hybrid ARQ/FEC schemes (HARQ) in terms of perfor-
mance, fault tolerance and energy efficiency. The work considers only the energy consumption of on-chip
wires and error control circuit, and does not take the energy consumption of the buffers in the NI into ac-
count. For the environments with relatively low noise power, ARQ is the most preferable choice, however,
as the noise power increases, HARQ proves more advantageous than the other schemes. For relaxed time
constraints, ARQ is better than FEC. However, when tight time constraints are required, ARQ is not effective
at all and FEC is the most preferable choice. If FEC and HARQ provide the same performability (the metric
to measure the performance and reliability of communication schemes) and consume the same energy, FEC
is more preferable because of its simpler implementation.

Another HARQ scheme has been proposed by Rossi et al. [2007], depending on the particular application,
the error control scheme can be configured by the user in three different operating modes: correction mode,
detection mode, and mixed mode. For each configuration mode, packet header and payload are encoded
with different error control policies (varying from the end-to-end to the router-to-router control policy),
considering SEC Hamming codes, SEC/DED Hsiao codes and Symbol Error Correcting codes. When the
proposed scheme is configured in the correction mode, an error correcting code can guarantee that corrected
packets are always forwarded, thus incurring minimum latency. In the detection mode, the decoding part for
error correction is disabled. The retransmission scheme guarantees data integrity by assuring that the data
used by the receiver are correct. In the mixed mode, different parts of the transmitted packets are protected
by means of different error control approaches. For instance, errors affecting the header flit can be corrected,
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while errors in the payload flits can be detected and retransmitted.

4.6 Spatial redundancy

Source routing can be used to achieve spatial redundancy on the transport layer, by selecting another route
when links or routers on a given route are identified as erroneous. Kim and Kim [2007] have proposed a fault
tolerant source routing for Network-on-Chip (called SRN). SRN is composed of two mechanisms of Route
Discovery and Route Maintenance, which work together to allow nodes to discover and maintain source
routes to arbitrary destinations in NoC. When a node S finds no route to a destination D in its Route Cache, it
will initiate the Route Discovery protocol to dynamically find a new route to D. For Route Maintenance, each
node transmitting the data is responsible for confirming that the packet has been received by the next hop
along the source route. The data is retransmitted until this confirmation of receipt is received. Another spatial
redundancy technique sends packets across multiple non-intersecting paths to protect against permanent link
failures [Murali et al. 2006]. The non-intersecting nature of the paths makes sure that a link failure on one
path does not affect the packets that are transmitted on the other paths.

The Network Interface (NI) itself can also be protected by providing spare resources and allowing for
reconfiguration. Fiorin et al. [2011] propose a fault tolerant NI architecture to handle the faulty behavior in
NI itself. The LUT, FIFOs and FSM in NI are protected with error correcting and detecting codes and the
remaining components are implemented with TMR techniques.

If a router or NI fails, the attached processing element cannot send or receive packets. The multi network
interface (multi-NI) architecture connects at least two NIs to each processing element [Rantala et al. 2009].
Koupaei et al. [2011] propose a reconfigurable NI with two local ports, a main local port and a backup local
port. The NI can be reconfigured to tolerate certain NI internal faults and a broken primary local port.

Besides multiple NIs, an alternative end-to-end fault tolerant solution is to use a secondary verified net-
work to transfer data checksums for error detection and recovery. Parikh and Bertacco [2011] propose a
solution (ForEVeR) which combines formal methods and runtime verification to ensure functional correct-
ness in NoCs. ForEVeR uses a secondary network which can be referred as a redundancy resource to transfer
notifications and for recovery data packets to achieve fault tolerance.

4.7 Summary

In this section, we have reviewed the fault tolerant techniques which refer to the time redundancy, informa-
tion redundancy, hybrid time/information redundancy and spatial redundancy for transport layer of NoCs.
Table IV summarizes the fault types that the fault tolerant techniques for transport layer can handle. Time
redundancy technique utilizes retransmission between sender and receiver NIs to handle transient faults. Er-
ror correcting codes are used for encoding packets in information redundancy technique. Due to the limited
error correcting capability, information redundancy technique can only handle transient faults and partial
permanent faults. The hybrid scheme overcomes the limit of the information redundancy and provides more
reliable end-to-end transmissions. Redundant NIs and fault tolerant source routing belong to the spatial re-
dundancy technique to process permanent faulty links and routers. Future research is needed to pay more
attention to the realistic fault models which reflect real fault conditions in CMOS technologies of 20nm and
below. In addition, locating errors accurately in end-to-end communication is a difficult and challenge work
for future research.

5. CONCLUSION AND OUTLOOK

Networks on Chip are a special class of interconnection networks. Research on fault tolerant NoCs can
therefore benefit from findings in this more general field. However, the constraints imposed by on-chip
implementation pose a number of special challenges that justify NoC fault tolerance as a genuine area of
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Table IV. Summary of fault tolerant techniques for transport layer
Fault tolerant techniques Fault type Related work
Time redundancy transient faults [Ali et al. 2007]
Information redundancy transient faults and limited permanent faults [Murali et al. 2005] and [Jantsch et al. 2005]
Hybrid ARQ/FEC scheme transient faults and limited permanent faults [Ejlali et al. 2007] and [Rossi et al. 2007]
Spatial redundancy permanent faults [Fiorin et al. 2011], [Koupaei et al. 2011]

[Murali et al. 2006], [Parikh and Bertacco 2011]
[Rantala et al. 2009] and [Kim and Kim 2007]

research. In particular, NoC solutions are typically implementented largely in hardware, and replacement
of faulty parts is not an option. A considerable body of new research addressing these special concerns
has emerged recently. In particular, NoC time and information redundancy techniques appear to be well
researched on data link layer, and a large number of fault tolerant NoC routing approaches have already
been published.

Despite these remarkable achievements, a fault tolerant NoC system solution has not emerged yet. Most
current research considers fault tolerance and fault diagnosis in isolation from each other, and delimits the
solution space to a single layer. All proposals assume, explicitly or implicitly, a fault model. Still, the state of
the art regarding fault models is not satisfactory. Different abstractions of faults are needed at the different
levels but the link between these abstraction levels and the physical processes is not well established or
understood. Fault models are often motivated by the ease of use in analyzing a specific technique but lack
a clear and quantitative connection to the physical failure mechanisms. An obvious difficulty is the secrecy
of manufacturing data that would be required to establish accurate, quantitative fault models. Foundries do
not make this data available, which means that academic research can only guess and make assumptions.
The semiconductor industry could help the research by releasing useful fault models that, without revealing
secrets, could serve as benchmarks against which proposed techniques are measured.

Yu and Lemieux [2005] and Breuer et al. [2004] offer discussions about the granularity at which re-
dundancy and fault tolerance techniques are most efficient. Corresponding research would be a valuable
contribution to the field of NoCs. Cross layer approaches are likely to provide better trade-offs of fault tol-
erance versus other design criteria such as area cost, performance, and power. For example transient faults
could be captured at the link layer, permanent faults at the network layer, and rare faults that still escape are
dealt with at the transport or even application layer. In view of the well established body of individual net-
work fault tolerance methods, future work should increasingly address the investigation of such trade-offs
rather than proposing more isolated partial solutions. Moreover, every proposed method for tolerating or
correcting errors should be integrated with a corresponding fault detection and diagnosis technique, because
they cannot be assessed in isolation and have value in combination only.

Hence, fault tolerant NoC design has to become more goal-driven, with clearly specified objective func-
tions and constraints. Currently, differing goals such as maximum reliability or graceful performance degra-
dation exist, but few works specify their goal explicitly and in measurable terms. This complicates signif-
icantly any comparison of competing approaches or the selection of a most favorable one for a given goal.
Moreover, whereas initiative has been taken to define standardized benchmarks for fault-free NoCs [Grecu
et al. 2007], the evaluation of fault tolerance methods diverges widely. The inclusion of standardized fault
scenarios in benchmark suites would further advance comparative research. Evaluation may also have to go
beyond simulation in order to make firm quality of service guarantees in presence of fault tolerance, which
has hardly been investigated yet.

Another critique relates to the size and topology of networks evaluated by current research. Most work
investigates 8x8 meshes at best; the assumption of even smaller NoCs is not uncommon. However, NoCs
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of this size, including processing cores, can still be produced fault-free with viable yield with current tech-
nology, making fault tolerance art for art’s sake at this scale. Researchers should think ahead multiple
technology generations, predict realistic failure and soft error rates, and evaluate networks of relevant sizes,
which will be in the order of 16x16 two technology generations (four years) from now, and 32x32 = 1024
nodes by 2020. Obviously, scalability and possibly the need to introduce hierarchy will become much more
important concerns. Also, the mesh is not the most popular topology in industry today; ring structures and
irregular networks are more common. The implications of topology for a fault tolerance technique should
receive more attention with focus on industrially relevant structures.

Due to advances in 3-D stacking, TSV (Through Silicon Via), and packaging technology, researchers have
studied 3-D NoC structures. Also, optical and mixed electro-optical NoCs have received significant attention
and will require specific fault tolerance solutions. Researchers should include these novel structures in their
considerations when conceiving holistic solutions for fault tolerance.

In summary, even though a number of open issues and challenges still exist, there is an impressive body of
insight and techniques available. Thus, when the research on fault tolerance in NoCs becomes more holistic,
goal directed, and better linked to the physical failure causes, we can be optimistic that practical solutions
will emerge, that produce fault tolerance at reasonable cost delivering NoCs with a desired level of resilience
even if device behavior becomes more and more stochastic.
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