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IEEE 802.11 is the de facto standard for medium access over wireless ad hoc network. The collision avoidance mechanism (i.e.,
random binary exponential backoff—BEB) of IEEE 802.11 DCF (distributed coordination function) is inefficient and unfair
especially under heavy load. In the literature, many algorithms have been proposed to tune the contention window (CW) size.
However, these algorithms make every node select its backoff interval between [0, CW] in a random and uniform manner. This
randomness is incorporated to avoid collisions among the nodes. But this random backoff interval can change the optimal order
and frequency of channel access among competing nodes which results in unfairness and increased delay. In this paper, we propose
an algorithm that schedules the medium access in a fair and effective manner. This algorithm enhances IEEE 802.11 DCF with
additional level of contention resolution that prioritizes the contending nodes according to its queue length and waiting time.
Each node computes its unique backoff interval using fuzzy logic based on the input parameters collected from contending nodes
through overhearing. We evaluate our algorithm against IEEE 802.11, GDCF (gentle distributed coordination function) protocols
using ns-2.35 simulator and show that our algorithm achieves good performance.

1. Introduction

Ad hoc network is a collection of dynamic, self-configured,
and radio equipped nodes without any infrastructure. Ad
hoc networks require every intermediate node to act as
routers, receiving and forwarding data to every other node.
This type of network is prevalently deployed in various
scenarios wherein instantaneous connectivity becomes the
need of the hour, either in emergency situations like a
disastrous evacuation situation or in a casual get-together for
presentations.

IEEE 802.11 MAC is the predominant protocol used over
ad hoc networks for medium access. Binary exponential
backoff algorithm (BEB) has been used by IEEE 802.11 DCF
for collision avoidance. Whenever a node wants to transmit
a packet, it starts sensing the medium. If the medium is
idle for distributed interframe space (DIFS) period, then the
node generates a backoff counter which is set for a random
value between [0,CW]. After that, the backoff counter is

decremented by one for every idle slot. If the channel is
busy, the backoff counter is paused until the next DIFS free
period. When the backoff counter reaches zero, the node
starts transmission.Here theminimumandmaximumvalues
of CW are called CWmin and CWmax with the default values
of 31 and 1023, respectively. CW is initially set to CWmin and
after every unsuccessful transmissionCW is doubledwith the
maximum limit of CWmax. Upon a successful transmission,
CW is reset to CWmin.

Bianchi [1] analyzed the saturated throughput using
Markov chain model and showed that the throughput
increases with the smaller number of active nodes and small
CW. When the number of active nodes increases smaller
CW can lead to high collision. Larger CW improves the
fairness among flows but reduces the overall throughput.
Random BEB algorithm of IEEE 802.11 failed to improve
the fairness and throughput over heavily congested ad hoc
networks. Many algorithms have been developed to tune the
contention window (CW) according to the congestion status.
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These proposals targeted for improving either throughput or
fairness or both.

The algorithms proposed in the literature can be put
under two categories. They are overhearing-based and non-
overhearing-based solutions. In overhearing-based solutions,
each node collects information such as rate, channel utiliza-
tion, and buffer status from neighbors and adapts to the new
contention window (CW) according to some policy. But it is
well known that contention loss occurs mainly due to hidden
terminals, whereas overhearing is limited to neighbors.These
methods fail to consider the status of hidden terminals.
Nonoverhearing solutions enable the nodes to utilize their
local information like number of idle slots, busy slots, Tx
failures, and so forth, to tune its contention window (CW).
However, nodes within the same transmission range assess
the channel in the same way. It does not help the nodes to
have differentiation and get fair channel access.

The proposed solutions realize the channel congestion
status either through overhearing or local information and
tunes contentionwindow size according to some policy. After
tuning, they tend to select the backoff interval randomly
between [0,CW]. In one way, this random selection helps to
avoid collision between the nodes that are using the sameCW.
But, in another way, this randomness badly changes the order
and frequency of medium access among nodes due to the
zero lower bound. Random selection even leads to collisions
under heavy load. This scenario affects the throughput
and fairness by increasing the delay and collisions. Instead
of random selection, node differentiation based on their
individual parameters can optimally order themediumaccess
among competing nodes. Optimal scheduling of the medium
access is a challenging task over ad hoc networks due to its
distributive and dynamic nature. Every node needs to collect
information about the status of contending nodes to schedule
itself to access the medium. The collected information is
dynamic and vague due to the ever-changing topology of the
network.

In this paper IEEE 802.11 binary exponential backoff
algorithm is used for selecting contention window size (CW).
To the best of our knowledge, this is the first time we
introduce an algorithm that computes the backoff interval
within the CW limit such that it schedules the medium in
a fair and efficient way without involving much overhead. It
also controls the contention by ordering the nodes according
to its waiting time. We make use of fuzzy logic to compute
the unique backoff interval between [0,CW]. Fuzzy logic is
a simple problem solving methodology that accepts vague or
ambiguous input values and makes us arrive at a definite and
crisp output using simple if. . .then. . .rules.These rules should
reflect the exact behavior of the system.

Each node collects the input parameters queue length and
waiting time from contending nodes through overhearing
and stores them in a neighbor table. Every node is also
responsible for advertising its input parameters (queue
length—myqlen and waiting time—mywt) through request
to send (RTS) message. When a node overhears this RTS
message, it gains knowledge about its neighbors. This learn-
ing starts from training phase and continues. During trans-
mission each node has to choose a count between [0,CW]

and set it for the backoff counter by comparing its own input
parameters with the collected information.This dynamic and
vague information is applied to the membership functions
to derive fuzzy variables. These fuzzy variables are fed to
the fuzzy inference engine to get fuzzy output. Finally,
defuzzification helps to derive at the crisp and unique backoff
counter value between [0,CW].

The rest of the paper is organized as follows. In Section 2
we describe the related work and in Section 3, we brief about
fuzzy logic and the steps involved and the key elements of our
design in detail. We evaluate our performance against IEEE
802.11 and GDCF in Section 4 and finally we conclude our
paper in Section 5.

2. Related Work

BEB algorithm of IEEE 802.11 [2] suffers from severe perfor-
mance degradation under heavy traffic over wireless ad hoc
network. It is well accepted that contentionwindowplays vital
role in improving the aggregate throughput and fairness. In
this section, we review the proposals that tune the backoff
interval with the goal of achieving good throughput or
fairness or both. In [3], authors derived an analyticalmodel to
find optimal 𝑃 value that reaches the theoretical throughput
limit for P-persistent IEEE 802.11 protocol. To perform this,
each node must have known the exact number of stations
in the network and it depends on feedback information.
To overcome this drawback, asymptotically optimal backoff
(AOB) has been proposed by authors [4] to dynamically
tune CW size according to the channel contention level.
They probabilistically postpone transmission based on slot
utilization factor. They show that their algorithm achieves
theoretical capacity. In [5], authors tune the contention
window based on the bit error rate of the medium. Both of
the above methods need to estimate the number of active
stations.

The authors of [6] use linear programming algorithm to
optimize the minimum contention window size based on
the channel condition (signal to noise ratio) and number
of competing stations. Authors choose the access mode and
CWmin with analytical approach to optimize the throughput.
They depend on network feedback to collect the channel
condition status. Virtual backoff algorithm (VBA) [7] was
developed using sequencing technique to reduce the number
of collisions, thereby improving the throughput. However,
VBA works well only in steady state where the number of
nodes is fixed. VBA suffers from collisions in a dynamic sce-
nario. In [8], authors analytically derive contention window
size based on slot utilization and optimize the throughput in
both saturated and nonsaturated conditions. It utilizes only
local information like busy slots and free slots and does not
require estimating the number of active stations.The authors
of [9] propose an algorithm GDCF wherein they perform
gentle decrease of contention window to reduce collision
probability. They do not reset the contention window size
after every successful transmission. Instead, they find optimal
counter c and the contention window is halved after c
consecutive successful transmission. This method reduces
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the collision when the number of nodes is large. Nodes need
to know the number of nodes in the network to find optimal
value of c. Authors improve both fairness and throughput
using this algorithm.

In [10], authors propose a control theoretic approach to
tune contention window based on the locally available infor-
mation. By comparing the average number of consecutive idle
slots between two transmissions against the optimal set point,
this method tunes CW and achieves optimal throughput
and fairness. This method uses local information, but it also
depends on the number of active stations. In [11] authors
achieve fairness and weighted fairness among nodes using
proposed increase with synchronized multiplicative decrease
that supports background transmission. In [12], channel
capacity is distributed among contending nodes through
overhearing. This helps in improving the fairness among
nodes. MadMAC protocol in [13] achieves both fairness and
throughput using limited local information like number of
experienced collisions and carrier sensing information. In
[14], authors use fuzzy logic to tune the contention window
based on the fuzzy parameters such as busy degree of the
medium and number of neighbor nodes. This approach
reduces collision probability and improves throughput and
also fairness. Simplified backoff algorithm (SBA) [15] uses
only local information like success, collision probability to
tune CW. There are only two possible sizes for CW called
CWmin (31) and CWmax (1023). CW is assigned to CWmin
and CWmax during light load and heavy load, respectively.
Authors claim to improve fairness and throughput. But this
algorithm increases the delay due to the large CW. All of the
above algorithms concentrate on tuning contention window
according to the congestion level of the medium and they
finally select the backoff interval randomly between [0,CW].

In [16], authors change the lower bound and upper
bound of the backoff interval based on the number of one-
hop neighbors and number of transmission attempts. They
prove that their algorithm reduces the number of collisions.
Authors of [17] enable the nodes to change the upper and
lower bounds based on the current network load and past
history. In [18], authors introduce different subranges for
backoff interval with respect to different network contention
levels. Although these methods change their lower and upper
bounds, final selection is done randomly within the new
bound.

In this paper, we use BEB to tune the CWaccording to the
current contention level. After tuning the CW, we introduce
a newmethod of assigning backoff interval between [0,CW].
The individual parameters of each node like waiting time
and queue length are taken into account to compute the
backoff interval. These parameters help us to allocate a fair
and effective medium access among the nodes. We ensure
that unique backoff value is assigned to each node so as
to avoid collision. Fuzzy logic is a simple and promising
approach that extracts crisp and definite output from vague
and ambiguous input parameters. Fuzzy logic has been
widely used in wireless communication across various layers
for computing, control, and decision making [19]. In [20]
authors use fuzzy logic to calculate backoff interval to reduce
contention over vehicular ad hoc networks. They control the

current backoff interval using the past interval and success
ratio of the node. Authors of [21] used fuzzy logic controller
for early detection and prevention of congestion at the router
buffer. They used delay rate and average queue length as
input parameter and produced packet dropping probability
as the crisp output. Authors of [22] have active router queue
management based on conditions derived from Lyapunov
stability theory.They used fuzzy congestion controller for the
same.

In our method, each node collects input parameters from
contending neighbors.The collected information is processed
along with node’s own attributes and applied to membership
functions to get fuzzy input parameters. By applying these
fuzzy variables to the rules base, we can derive the backoff
interval as crisp output.

3. System Architecture

Problem with IEEE 802.11. In IEEE 802.11, the following steps
are executed whenever a node wants to transmit a packet.

(i) Node senses the medium.
(ii) If the medium is idle for distributed interframe space

(DIFS) period, then

(a) the node generates a backoff counter randomly
between [0,CW];

(b) the backoff counter is decremented by one for
every idle slot;

(c) if the channel is busy, the backoff counter is
paused until the next DIFS free period;

(d) when the backoff counter reaches zero, the node
starts transmission.

Each node uses BEB algorithm to find out the current
contention window size (CW). The value of CW reflects
the contention status of the channel. The minimum and
maximum values of CW are called CWmin and CWmax with
the default values of 31 and 1023, respectively. IEEE 802.11
updates CW as follows.

(1) CW is initially set to CWmin.
(2) After every unsuccessful transmission CW is doubled

with the maximum limit of CWmax.
(3) Upon a successful transmission, CW is reset to

CWmin.

We note that the backoff value is randomly chosen
between [0,CW] irrespective of the value of CW. Lower
bound 0 changes the optimal order and frequency of channel
access among nodes [16–18]. Previous studies have revealed
that it greatly affects the average delay and throughput of
the individual nodes. For larger number of nodes with heavy
traffic, the number of collisions is more which leads to larger
value of CW resulting in unfairness [23]. BEB never considers
the traffic status (like waiting time or queue length) of the
contending nodes for allocating the medium. The number
of collisions can be reduced when the contending nodes are
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assigned with unique backoff value according to its traffic
status.

Proposed Design. Our proposed algorithm enhances IEEE
802.11 DCFwith additional level of contention resolution that
prioritizes the contending nodes according to its queue length
and waiting time. Each node learns about the contending
nodes and computes a unique backoff interval between
[0,CW] for itself. Contention window size (CW) is updated
using IEEE 802.11 BEB. Each node needs to compute unique
backoff interval by comparing its own data with the input
parameters collected from contending nodes. In a dense
network with larger nodes and heavy traffic, the collected
input can be huge and vague. We make use of fuzzy logic at
each node to find out its order for accessing medium.

Our system architecture is shown in Figure 1. It is clear
that our fuzzy logic algorithm replaces random backoff

selection and enhances IEEE 802.11. We specify that our
algorithm can be incorporated alongwith the existing backoff
algorithms [4, 6, 7, 9] too. In the next section, we explain our
fuzzy logic algorithm in detail.

3.1. Fuzzy Logic. Fuzzy logic is a promising approach that
produces a definite output from vague parameters. The
following steps are involved in our algorithm and are shown
diagrammatically in Figure 2.

(1) Collect the input parameters.
(2) Apply the input parameters to the triangularmember-

ship functions and retrieve the degree of membership
on each fuzzy input variable—fuzzification.

(3) Apply the fuzzy values to each rule in the rule base and
retrieve the fuzzy output from fuzzy inference engine
using Mamdani’s method.
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TransmitRTS:
(i) If the medium is Free for DIFS period then

(a) If the backoff counter is in freeze state then do continue with old backoff counter
(b) else if node is in training Phase then

(i) Generate Backoff counter randomly between (0, CW)
(c) else if node is not in training phase then

(i) Apply local data, input from NT to Fuzzy logic algorithm and find out backoff
between (0, CW).

(ii) Decrement backoff counter by one for every idle slot.
(iii) If the back off counter reaches zero,

(a) Store current queue length and waiting time of this node
(b) Start transmission.

(iv) else if the channel is busy, the backoff counter is paused until the next DIFS free period.
ReceiveRTS:
(i) Receive RTS and increment RTS count by one.
(ii) If RTS count is greater than 15 then training phase is set to false
(iii) If the packet is destined to current node

(a) update neighbor table and process the packet.
(iv) If the packet is not destined to current node.

(a) update the neighbor table and NAV (Network Allocation Vector) timer.
(b) drop the packet.

Algorithm 1: Steps to be followed while transmitting and receiving RTS.

(4) Defuzzify the fuzzy output to retrieve the crisp output
using center of gravity method.

Each step is discussed in detail in the following section.

3.1.1. Collecting Input Parameters. Every node is in the train-
ing phase for specific time period after joining the network.
When a node wants to transmit a packet during training
phase, it executes random BEB for choosing backoff interval
between [0,CW]. Each node is responsible for advertising
its local data (queue length—myqlen and waiting time—
mywt) along with request to send (RTS) message. Nodes
that overhear or receive RTS will store the queue length
and waiting time of this neighbor in its neighbor table
(NT). This NT is dynamically updated every time while
receiving or overhearing RTS to reflect the current status of
the contending nodes. After the training phase, nodes start
using our fuzzy logic algorithm to compute unique backoff
interval that is explained in the next section. Updating of
NT continues even after training phase. We should ensure
that the duration of the training phase is sufficient for each
node to overhear information from its neighbors. We have
set the training phase based on the number of RTS messages
overheard or received. It is set to 15 in our simulation. The
steps executed by a node during transmission or reception of
RTS packet are shown in Algorithm 1.

In our work, queue length and waiting time have been
identified as the input parameters for medium scheduling.
Input parameters play an important role in improving the
performance of the algorithm.The objective of our algorithm
is to have fair and quick ordering among the nodes to
access the medium. Competing nodes that are possessing
the same contention window size must be given the medium
access based on their waiting time. It can definitely improve

the fairness and delay. If the node with larger queue length
suffers from getting to the media access, it can cause unex-
pected long delay for the packets waiting in the queue which
leads to unnecessary timeout at the respective TCP sources.
So, we have taken waiting time and queue length as two
input parameters to our fuzzy logic based algorithm. Every
node advertises the following information through its RTS
message.

Waiting Time. Waiting time is defined as the interval between
the time at which the current packet entered the queue and
time at which it leaves front of the queue.

Queue Length. Queue length is defined as the number of
packets waiting in the interface queue for transmission. It is
measured when the current packet leaves the node and it
reflects the total number of packets waiting for medium
access.

Whenever a node overhears or receives RTS message
from its one-hop neighbors, it updates the collected informa-
tion in the neighbor table (NT) as shown in Table 1.

3.2. Fuzzification. Fuzzification is the process of converting
the crisp or scalar input into fuzzy input parameters. Waiting
time (mywt) and queue length (myqlen) of the current node
are applied as the crisp input to the fuzzification phase.
Fuzzy set of our crisp input waiting time takes three values
{less, average, more} and fuzzy set of queue length takes the
fuzzy values {short, moderate, long}. Fuzzification process
applies every crisp input parameter into the membership
function of each value of the fuzzy set and finds out degree
of membership. It yields us the percentage of membership of
the crisp input in each fuzzy value of corresponding fuzzy set.
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Table 1: Neighbor table.

Neighbor ID Queue length Waiting time
1 QL1 WT1

2 QL2 WT2

3 QL3 WT3
...

...
...

𝑛 QL
𝑛

WT
𝑛

Triangular membership function has been defined for
each fuzzy value {short, moderate, long} of queue length
in (1). It is used to measure the degree of membership of
the given queue length for each fuzzy value. The triangular
membership diagram for queue length is shown in Figure 3.
In the following equation, myqlen represents the queue
length of the local node when the current packet is in front
of the queue:

𝜇
𝑠
(myqlen)

=

{{{{{{{{{{{{{

{{{{{{{{{{{{{

{

1 if myqlen ≤ min𝑄
𝑙

((min𝑄
𝑙
+max𝑄

𝑙
) /2) −myqlen

((min𝑄
𝑙
+max𝑄

𝑙
) /2) −min𝑄

𝑙

if min𝑄
𝑙
> myqlen <

(min𝑄
𝑙
+max𝑄

𝑙
)

2

0 if myqlen ≥
(min𝑄

𝑙
+max𝑄

𝑙
)

2

𝜇
𝑚
(myqlen)

=

{{{{{{{{{{{{{{{{{{{

{{{{{{{{{{{{{{{{{{{

{

myqlen −min𝑄
𝑙

((min𝑄
𝑙
+max𝑄

𝑙
) /2) −min𝑄

𝑙

if min𝑄
𝑙
≥ myqlen <

(min𝑄
𝑙
+max𝑄

𝑙
)

2

1 if myqlen =
(min𝑄

𝑙
+max𝑄

𝑙
)

2

max𝑄
𝑙
−myqlen

max𝑄
𝑙
− ((min𝑄

𝑙
+max𝑄

𝑙
) /2)

if
(min𝑄

𝑙
+max𝑄

𝑙
)

2
> myqlen ≤ (max𝑄

𝑙
)

𝜇
𝑙
(myqlen)

=

{{{{{{{{{{{{{

{{{{{{{{{{{{{

{

0 if myqlen <
(min𝑄

𝑙
+max𝑄

𝑙
)

2
myqlen − ((min𝑄

𝑙
+max𝑄

𝑙
) /2)

max𝑄
𝑙
− ((min𝑄

𝑙
+max𝑄

𝑙
) /2)

if (
(min𝑄

𝑙
+max𝑄

𝑙
)

2
) ≤ myqlen < max𝑄

𝑙

1 if myqlen ≥ max𝑄
𝑙
.

(1)

In (1), min𝑄
𝑙
and max𝑄

𝑙
represent the minimum queue

length andmaximum queue length among contending nodes
and they act as the boundary value between fuzzy values.The
scalar value of myqlen is compared with min𝑄

𝑙
and max𝑄

𝑙

and a degree ofmembership between 0 and 1 under each fuzzy
value is obtained. Min𝑄

𝑙
and max𝑄

𝑙
are calculated from the

neighbor table as shown in the following equation and this
calculation is done when a node needs backoff counter value
just before transmission:

(min𝑄
𝑙
= minimum (QL

1
,QL
2
,QL
3
, . . . ,QL

𝑛
)) ,

(max𝑄
𝑙
= maximum (QL

1
,QL
2
,QL
3
, . . . ,QL

𝑛
)) .

(2)

In (2), 𝑛 represents the number of neighbors of current
node. QL

𝑖
represents the queue length in neighbor 𝑖. An

example for finding out the degree of membership is shown
in Figures 3(a) and 3(b). The membership function accepts
the queue length of the current node (myqlen) and finds
out its degree of membership for each fuzzy value {short,
moderate, long}with respect to its contending nodes (min𝑄

𝑙

and max𝑄
𝑙
). In this example, myqlen = 14; min𝑄

𝑙
and

max𝑄
𝑙
are assumed as 10 and 32, respectively. These values

are applied to (1) and the degree of membership for {short,
moderate, long} is found to be {0.64, 0.36, 0}. The member-
ship functions for waiting time can also be derived in the
same manner.

3.3. Fuzzy Inference Engine. Fuzzy inference engine maps the
fuzzy input parameters into fuzzy output parameters with
the help of rule base. Here, fuzzy input parameter means
the fuzzy values that have nonzero degree of membership
(e.g., short, moderate from the previous example of Figures
3(a) and 3(b)) from each input parameter. The fuzzy set
of our output (medium access) takes four linguistic values
{immediate, fast, moderate, slow}. The triangular member-
ship diagram for the fuzzy output is shown in Figure 4. 𝑥-
axis represents the crisp value (backoff) of the fuzzy output.
The input parameters to the fuzzy inference engine are shown
with an example in Figure 5.

The rule base is the set of rules that reflects the exact
behavior of the system. In the rule base, fuzzy value of queue
length and waiting time are related to fuzzy value of our
output medium access. The rule base is constructed and
shown inTable 2.The row represents the possible fuzzy values
of waiting time and column represents the fuzzy value of
queue length. Each cell represents the fuzzy value of the
output parameter medium access which will be mapped to
crisp output called backoff interval. The rule is of the form

if (queue length is long and waiting time is more),
then medium access is immediate.

Since the rule involves two input parameters, we need
to evaluate the antecedent of each rule and obtain the
membership value for the same. We use conjunction to
connect the two parts of the rule. So, we can derive the
consequent of each rule by applying the “and” operator to the
antecedent.

We recorded the value of input parameters at a specific
node during the experiment andwe have shown that example
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Figure 3: Membership diagram for queue length. (a) and (b) Degree of membership for short and moderate with input myqlen = 14,
min𝑄 = 10, and max𝑄 = 32.
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diagrammatically for better understanding. It is drawn in
Figure 6. We have derived all possible rules of the rule base
for the given example. The degree of membership for each
fuzzy value of the inputs is applied in the consequent and

Table 2: Rule base for medium access (backoff interval).

Myqlen
Short Moderate Long

Less Slow Moderate Fast
Mywt Average Slow Moderate Immediate

More Moderate Fast Immediate

antecedent is found by applyingmin operator to the two parts
of the consequent.

3.4. Defuzzification. It is the process of mapping the fuzzy
output parameters into the crisp output. Our fuzzy out-
put parameter “medium access” takes four linguistic values
{immediate, fast, moderate, slow}. The crisp values for these
fuzzy set are derived from the CW. Maximum crisp value
associated with each fuzzy value of medium access are
{0, (CW/4), (CW/2) − 1, 3/4 ∗ CW}. The degree of mem-
bership for each value has been obtained as the result of
evaluating the rules. These membership values are applied to
the centroid method of defuzzification to retrieve the crisp
output. The formula for the centroid method is shown in (3).
Here 𝑥 represents the maximum crisp output value at which
the degree of membership is 1 for this fuzzy output and 𝜇(𝑥)
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Figure 5: Input to fuzzy inference engine.

is the membership value of the fuzzy output evaluated from
the rule. It is diagrammatically shown in Figure 7:

Backoff =
∫𝑥 ⋅ 𝜇

(𝑟)
(𝑥) 𝑑𝑥

∫ 𝜇
(𝑟)
(𝑥)
. (3)

4. Performance Evaluation

In this section, we present the simulation results of our
proposed system. Our fuzzy approach can be used along with
any of existing backoff algorithm to generate a unique backoff
interval within CW limit where CW is dynamically updated
by backoff algorithm based on channel status. We have
incorporated our fuzzy logic algorithm with (i) IEEE 802.11
BEB and named it IEEE802.11 + fuzzy and (ii) GDCF [4] and
named it GDCF + fuzzy. Fuzzy approach is implemented as
part of MAC 802.11 layer on each node. We have shown the
comparison among IEEE802.11, IEEE802.11 + fuzzy, GDCF,
and GDCF + fuzzy for various parameters. The simulation is
done using ns-2.35 simulator. We have considered two sce-
narios. In the first scenario 50 nodes are randomly deployed
within the area of 500 ∗ 500. The second scenario is deployed
over 1000∗1000with 50 nodes. In the third scenario we have
tested our protocol by varying both the number of nodes and
number of flows over 2000m ∗ 2000m area. We have tested
our performance for varying loads by changing the number
of TCP (transmission control protocol) connections which
uses FTP application. The simulation scenario is described
in Table 3. We have considered the following parameters for
performance evaluation.

4.1. Average Throughput. Throughput is defined as the num-
ber of bits received per second by the destination. Average
throughput gives us the mean value of throughput for the

Table 3: Simulation setup.

Channel bit Rate 1Mbps
PLCP data rate 1Mbps
Backoff slot time 20 𝜇s
CWmin 31
CWmax 1023
SIFS 10𝜇s
DIFS 50 𝜇s
Data packet size 8000 bits
RTS packet size 160 bits + 20 bits additional overhead
Number of nodes 10 to 100

destination nodes scattered in the network. We measure
throughput in terms of kilobits per second. Average through-
put of the fuzzy algorithm is better than IEEE 802.11 andGCF.
We have plotted the average throughput of scenario 1 and
scenario 2 in Figures 8 and 9, respectively. In scenario 1 the
nodes are closely placed which results in severe contention
and limited spatial reuse. We also observe that throughput
does not follow a uniform increase or decrease. In scenario 3,
overall throughput is high due to spatial reuse in 2000∗2000.
It is shown in Figure 10. Our method performs better than
IEEE 802.11 and also GDCF.

4.2. Average End to End Delay. End to end delay is defined as
the time period taken for the packet to reach the destination
from the source. Average delay gives us the mean delay
of the packets transmitted in the end to end path. It is
measured in terms of miliseconds. We observe that fuzzy
based approaches outperform the others. Contentionwindow
size reflects the contention status. CW size will be more
when the contention is heavy and less during low traffic.
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Figure 6: Evaluating the rule base with input parameters myqlen = 14, mywt = 0.92msec, CW = 31, min𝑄
𝑙
= 10, max𝑄

𝑙
= 32,

minWT = 0.02msec, and maxWT = 1.18msec.

After assigning the CW, nodes are ordered based on their
waiting time and queue status. Due to the proper ordering
in accessing the medium, every packet is transmitted in a
quick manner without much waiting that leads to reduced
end to end delay. Approximately our fuzzy methods show

50% reduction in delay in both scenarios as shown in Figures
11 and 12.

4.3. Packet Delivery Ratio. Packet delivery ratio (PDR) rep-
resents the ratio of the packets received to the packets
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Figure 9: Average throughput for 1000 ∗ 1000 scenario.

transmitted. It is plotted in 𝑦-axis. Packet delivery ratio
reflects the percentage of successful transmission. PDR of
fuzzy based approaches is high than IEEE 802.11 and GDCF.
It is diagrammatically shown in Figures 13, 14, and 15.
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Figure 10: Average throughput for varying nodes.

105
0

200

400

600

800

1000

1200

Av
er

ag
e d

el
ay

 (m
s)

15
Number of TCP flows

20 25 30 35 40 45 50

IEEE 802.11 GDCF
IEEE 802.11 + fuzzy GDCF + fuzzy

Figure 11: Average end to end delay for 500 ∗ 500 scenario.

4.4. Number of Collisions. Number of collisions is a factor
to measure contention in the network. Collisions are more
when there is a heavy contention among the nodes to access
the medium. It gets increased under increasing loads. These
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Figure 13: Packet delivery ratio for 500 ∗ 500 scenario.
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Figure 14: Packet delivery ratio for 1000 ∗ 1000 scenario.

collisions result in unsuccessful transmission that makes the
node double the contention window size. Larger contention
window size reduces the throughput and increases the delay.
The number of collisions in our algorithm is reduced by
allocating backoff interval based on nodes buffer status.
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Figure 15: Packet delivery ratio for variable nodes and traffic.

0
2000

N
um

be
r o

f R
TS

, C
TS

 co
lli

sio
ns

4000
6000
8000

10000
12000
14000
16000

105 15
Number of TCP flows

20 25 30 35 40 45 50

IEEE 802.11 GDCF
IEEE 802.11 + fuzzy GDCF + fuzzy

Figure 16: Number of RTS, CTS collisions for 500 ∗ 500 scenario.

Nodes with smaller buffer and smaller waiting time make
themselves wait, thereby reducing the contention.

The number of collisions also denotes the interferences
happened while transmitting two packets at the same time.
Collisions also reflect the uniqueness of our fuzzy approach.
It is an important factor that determines the uniqueness
of backoff interval value generated from our algorithm. It
is calculated using the number of collision drops while
transmitting request to send (RTS) or clear to send (CTS).

We represent the number of collisions on 𝑦-axis. Here,
we observe that the number of collisions happening in the
network is less than random backoff generation algorithms
of IEEE 802.11 and GDCF. It is diagrammatically shown in
Figures 16, 17, and 18.

5. Conclusion

The collision avoidance mechanism of IEEE 802.11 DCF
makes it inefficient and unfair especially under heavy load.
IEEE 802.11 BEB algorithm makes every node select its
backoff interval between [0,CW] in a random and uniform
manner. But this random backoff interval can change the
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Figure 17: Number of RTS, CTS collisions for 1000∗1000 scenario.
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Figure 18: Number of collisions for varying traffic and nodes.

optimal order and frequency of channel access among com-
peting nodes which result in unfairness and increased delay.
We proposed an algorithm that enables each node to compute
its unique backoff interval using fuzzy logic based on the
input parameters collected from contending nodes through
overhearing. Every node in the network finds its order to
access the medium. Our algorithm makes sure that nodes
waiting for a long time with more packets get to the medium
quickly and nodes with small number of packets and less
waiting time get to the medium later. We control the channel
contention by ordering the nodes according to their waiting
time. Our future work would be to test the performance for
dynamic and mobile scenarios and to work on the issues
related.

Conflict of Interests

The authors declare that there is no conflict of interests
regarding the publication of this paper.

References

[1] G. Bianchi, “Performance analysis of the IEEE 802.11 distributed
coordination function,” IEEE Journal on Selected Areas in
Communications, vol. 18, no. 3, pp. 535–547, 2000.

[2] IEEE Standard for Information Technology, “Telecommunica-
tions and information exchange between systems- local and
metropolitan area networks—specific requirements—part 11:
wireless LAN Medium Access Control (MAC) and Physi-
cal Layer (PHY) specifications,” Tech. Rep. ANSI/IEEE Std
802.11:1999, 2003.

[3] F. Cal̀ı, M. Conti, and E. Gregori, “Dynamic tuning of the
IEEE 802.11 protocol to achieve a theoretical throughput limit,”
IEEE/ACM Transactions on Networking, vol. 8, no. 6, pp. 785–
799, 2000.

[4] L. Bononi, M. Conti, and E. Gregori, “Runtime optimization of
IEEE 802.11 wireless LANs performance,” IEEE Transactions on
Parallel and Distributed Systems, vol. 15, no. 1, pp. 66–80, 2004.

[5] D.-J. Deng, C.-H. Ke, H.-H. Chen, and Y.-M. Huang, “Con-
tention window optimization for ieee 802.11 DCF access con-
trol,” IEEE Transactions on Wireless Communications, vol. 7, no.
12, pp. 5129–5135, 2008.

[6] S. Y. Chang and H.-C. Wu, “Novel Adaptive dcf protocol using
the computationally-efficient optimization with the feedback
network information for wireless local-area networks,” IEEE
Transactions on Wireless Communications, vol. 8, no. 6, pp.
2827–2830, 2009.

[7] P. V. Krishna, S. Misra, M. S. Obaidat, and V. Saritha, “Virtual
backoff algorithm: an enhancement to 802.11 medium-access
control to improve the performance of wireless networks,” IEEE
Transactions on Vehicular Technology, vol. 59, no. 3, pp. 1068–
1075, 2010.

[8] K. Hong, S. K. Lee, K. Kim, and Y. H. Kim, “Channel condition
based contention window adaptation in IEEE 802.11 WLANs,”
IEEE Transactions on Communications, vol. 60, no. 2, pp. 469–
478, 2012.

[9] C.Wang, B. Li, and L. Li, “Anew collision resolutionmechanism
to enhance the performance of IEEE 802.11 DCF,” IEEE Trans-
actions on Vehicular Technology, vol. 53, no. 4, pp. 1235–1246,
2004.

[10] Q. Xia and M. Hamdi, “Contention window adjustment for
IEEE 802.11 WLANs: a control-theoretic approach,” in Proceed-
ings of the IEEE International Conference on Communications
(ICC ’06), pp. 3923–3928, July 2006.

[11] Y. Jian and S. Chen, “Can CSMA/CA networks be made fair?”
in Proceedings of the 14th Annual International Conference on
Mobile Computing andNetworking (MobiCom ’08), pp. 235–246,
ACM, San Francisco, Calif, USA, September 2008.

[12] S. Chen and Z. Zhang, “Localized algorithm for aggregate fair-
ness in wireless sensor networks,” in Proceedings of the 12th
Annual International Conference on Mobile Computing and
Networking (MOBICOM ’06), pp. 274–285, ACM Press, New
York, NY, USA, September 2006.

[13] T. Razafindralambo and I. Guérin-Lassous, “Increasing fairness
and efficiency using the MadMac protocol in ad hoc networks,”
Ad Hoc Networks, vol. 6, no. 3, pp. 408–423, 2008.

[14] J. Chen and W. Wu, “Dynamic contention window selection
scheme to achieve a theoretical throughput limit in wireless
networks: a fuzzy reasoning approach,” in Proceedings of the
60th IEEE Vehicular Technology Conference (VTC ’04), vol. 5,
pp. 3196–3200, September 2004.



The Scientific World Journal 13

[15] T. Razafindralambo and I. Guérin Lassous, “SBA: a simple
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