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Abstract— With the exciting progress of wireless sensor net- indoors activities and improve their lifestyle and healthter,
work (WSN) research, we envision that in 5-10 years, the world another specialized WSN (perhaps built and sold by a differen
will be full of low power wireless sensor devices. Due to the inde- company) may be deployed to better monitor both indoors

pendent design and development, together with the unexpected d outd . tal diti h ¢ t
dynamics during deployment of co-existing networks and devices, and outdoors environmental condiions such as tempefature

the limited frequency spectrum will be extremely crowded. Plus, &r quality and hazards such as fire. It may be impractical to
existing electric appliances like microwaves make the congestion shut down the previous system and create a single new system,

even worse. This paper proposes to develop new suites of WSNor to reload the older system with new software that resalts i
protocols along three complementary dimensions: (1) to achieve a single new integrated system. Having these multiple WSNs

high communication throughput within a single WSN, (2) to ist and int ¢ lesslv is likelv to b
achieve multi-frequency functionality among overlapping but co-exist and Interact seamiessly IS lik€ly 10 be a necessary

cooperative WSNs and (3) to resolve the crowded spectrum issuefeature in the future and can result in major additional fiene
caused by any reason, such as random transmitting devices, othe to patients. Similar application examples can be described

nearby sensor networks, or even co-existing electric appliances. embedded systems in environmental and military domains.
The rest of the paper is organized as follows: Section Il
presents a solution to achieve high communication perfor-
Wireless sensor network (WSN) is an exciting new tectmance within a single WSN. Sectidn Il explains multi-
nology with application to environmental monitoring, agfi frequency support for overlapping but cooperative WSNs.
ture, medical care, smart buildings, factory monitoringl anSectioni IV analyzes how to handle the crowded spectrum issue
automation, and numerous military applications. A WSN cataused by any reason, including co-existing sensor network
also be considered as the underlying infrastructure thabei devices as well as electric appliances. Finally, conchsiare
an integral part of future ubiquitous and embedded comgutigiven in Section V.
applications. We project that in 5-10 years, (i) many indial
WSNs will be very sophisticated and operating at high levels Il. ACHIEVING HIGH THROUGHPUT
of utilization, and (ii) there will exist many thousands, if Media access control (MAC) is an essential part of the
not millions, of sensor networks. When this latter situatiocommunication stack, and a number of MAC protocols [1] [2]
materializes, WSNs will overlap and co-exist. One significaffi3] [4] [5] [6] have been proposed in WSN context, to achieve
problem is that the majority of WSN research work todakigh throughput. While these designs demonstrate goodrperfo
is focused on single frequency systems. To deal with highance in single-channel scenarios, parallel transmissittin
performance WSNs and with the projected situation of largevicinity through multiple channels is not considered, uo f
numbers of deployed sensor networks will require multther improve the throughput. Since the current sensor dsvic
frequency systems. In this paper, we present new suitespobvide very limited single-channel bandwidth, 19.2Kbps i
protocols for multi-frequency WSNs along three complememMICA2 [7] and 250Kbps in MICAz [8] and Telos [9], it is
tary dimensions. They are: (1) to achieve high performanaeperative to design multi-channel MACs that can achieve a
for both broadcast and unicast communications within alsindhigher throughput through parallel communications. Pibs,
WSN, (2) to support overlapping, but cooperative WSNs, ar@iC2420 radio [10] used in MICAz and Telos motes already
(3) to handle noise and the crowded spectrum caused by gmgvides multiple physical channels, paving the way fortiul
reason, such as random transmitting devices, other neadiannel sensor network MAC designs.
sensor networks, or even co-existing electric appliances. When switching from WSN to general wireless ad hoc
By incorporating the collection of new solutions, we envinetworks, multi-channel MAC designs are not new and have
sion excellent throughput performance for sophisticabtéglhh been well studied. However, due to the reasons discussed be-
workload WSNs. The WSNs will also be robust to noise, thew, these protocols are not appropriate for resourceaiesd
crowded spectrum and even to certain degrees of jammisgnsor network applications. The first reason comes from
attacks. We also anticipate a new ability to deploy multipldifferent hardware assumptions. A typical sensor device is
overlapping and cooperative WSNs in different time frameasually equipped with a single radio transceiver, which can
These cooperative WSN systems will be able to seamlessigt conduct simultaneous transmission and reception, dut c
interact to improve overall performance of many appliaagio work on different channels at different times. On the camtra
For example, in assisted living facilities the first depldyemany MAC protocols in general wireless ad hoc networks
WSN system may be a specialized WSN to monitor patientsissume more powerful radio hardware. For instance, pristoco
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[11] [12] are designed for frequency hopping spread spettriwe make here is that while MMAC is a good multi-frequency
wireless cards, and protocol [13] assumes the busy-totieyabiMAC protocol for general wireless ad hoc networks where
for the hardware. Also, some protocols [14] [15] [16] [17Pata packets are usually large, it is not suitable for WSNs
require the hardware to be capable of carrier sensing where data packets are much smaller.
multiple channels simultaneously. Second, WSNs have verySince multi-channel MAC designs for general wireless ad
limited communication bandwidth and the MAC layer packdioc networks are not adequate for WSNs, the key question
size is very small, 3050 bytes, compared to the 5t2bytes is: what are the essential design considerations for multi-
used in general wireless ad hoc networks. Due to such snaiannel MACs in WSNs to achieve higher throughput? In what
data packet sizes, the RTS/CTS control packets in IEEE 802fbllows, we analyze two core aspects: frequency assignment
[18] no longer constitute a small overhead that can be ighorand media access design.
So protocols [19] [20] [21] that use RTS/CTS for frequency Frequency Assignment:Since RTS/CTS frequency nego-
negotiation, and protocols [22] [23] that are based on IEB#tion constitutes too high an overhead for bandwidth téahi
802.11 are not suitable for WSN applications, even thougimd small packet size sensor networks, frequency assignmen
they perform well in general wireless ad hoc networks. stands out to be a more promising design choice. During fre-
To further understand the cost that RTS/CTS control packefsency assignment, neighboring nodes are allocated efiffer
incur in general wireless ad hoc networks versus WSNs, requencies for unicast packet reception, for supportifig o
choose MMAC [19] as a case study. MMAC is a typical multiparallel communication to achieve high throughput. A naive
channel MAC protocol proposed for general wireless ad hdi@guency assignment design is to let each node overhear its
networks. In MMAC, periodically transmitted beacons d&id neighbors’ frequency choices, and then choose one of tisé lea
time into beacon intervals, each of which starts with a smalsed frequencies for its own data reception. A more sophisti
ATIM window. During the ATIM window, nodes that have cated design needs to consider the hidden terminal problems
packets for transmission negotiate frequencies with ietstin - [18], as well as the in-situ reality that the radio interfere
nodes, using a default frequency. After the ATIM windowsange may be greater than the communication range [26]. In
nodes switch to the negotiated frequencies and use IEER], we present a collection of frequency assignment selsem
802.11 for data communication, i.e., exchanging RTS/CTtBat demonstrate different merits in different applicatsce-
before sending out DATA packets. We implement MMAC imarios, together with corresponding performance comgaris
GlomoSim [24] with the same experiment set up as in [19]. Media Access Design\When nodes within a vicinity are
assigned different frequencies for unciast packet regepthe

Packet arrival rate per flow is 10 packets/sec question of broadcast support is raised. A simple choice is t
1400 ‘ P — interpret a broadcast transmission as multiple unicasisira
1200 RG, Beacon imeral = 100me % | missions. Since WSNs usually maintain high node densities

1000 | MMAC, Beacon Interval = 150ms = to trade for enhanced system lifetimes, parsing a broadsast

multiple unicasts actually involves a very high commurnimat

overhead and makes it a poor choice. A better design we
suggest is to assign a default broadcast channel for allsnode
to receive broadcast packets, while at the same time maintai
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Packet Size (bytes) There are two geperal 'schemes to integrate broadca}st and
Fig. 1. Effect of Packet Size on MMAC unicast communications, in such a multi-channel, but singl

transceiver context. First, periodic beacons can divideeti

As demonstrated in the result (Figure 1), when the packato fixed-length beacon intervals. During each intervakre
size is large, the MMAC protocol with 3 frequencies and aode can choose to send/receive a broadcast/unicast packet
beacon interval of 100ms (the default configuration suggestBy assigning different priorities for broadcast and unicas
in [19]) impressively achieves almost twice the throughpiut communications, together with carefully designed casé@rse
IEEE 802.11. This result is consistent with that presented and backoff schemes, communication correctness can be guar
[19]. However, when the packet size decreases, both MMAdhteed, and also the throughput can be maximized. Integesti
and IEEE 802.11 obtain diminished performance. The reas@aders can refer to [25] for details.
is that the overhead of RTS/CTS control becomes moreSecond, without the presence of time synchronization, a
prominent when the data packet size is smaller. When thtaggle snooping technique can be used instead to provide
packet size is as small as 32 bytes, IEEE 802.11 has ewdficient broadcast support from the root. The basic idea is
a slightly higher throughput than MMAC. Also, Figure 1to let a receiver carrier sense on the broadcast and unicast
demonstrates that while using a shorter beacon intervah$p0 channels, in an alternating fashion. Whenever it overhears a
helps to some extent, MMAC with 3 frequencies still can natignal, it stops toggling between the broadcast and unicast
even outperform |IEEE 802.11 with a single frequency, whathannels, and stays on the current channel to receive the
the packet size is as small as 64 or 32 bytes. While madata packet. This can either be a broadcast or unicast packet
detailed analysis can be found in [25], the main observatiddso, the transmitter needs to prepare a longer preambie tha



normal, which can cover the time period when the receivethere K is the number of available networks within that
stays on the other channel for carrier sensing. Due to theespbocation at that time, and < K < M.
limits, the specific design details are not presented here. When a new network is deployed in a space, where existing
networks are running, each node in the existing networks
1. CROSSNETWORK COOPERATION is called to temporarily switch through the following two
. ) . cooperation steps to get its frequency reassigned, and then
In the near future, we envision that multiple WSNs will bg i1 back to its normal operation.

deployed together within the same physical location, servi Differentiated QoS Computation: Each node first con-
ducts neighbor discovery. Different networks are iderdifie

different purposes. In this case, detecting co-existirtg/orks
Wth different group IDs, shortened as “gID”, which is a

and conducting possible MAC layer cooperation among th
become very critical for reducing cross-network interfexe standard field for all TinyOS [7] messages. During neighbor

and improving aggregateq through.put. In this mUItI'nemordiscovery, each node beacons the following information: 1D

. . . : ) ID and \. With this information, each node computes its local
guencies to different nodes at different times, achievimg t% b

. " . 0S control parametey, according to Formula]1.
maximum parallel transmission, at any time and for an

. . ) . . Chained Frequency Decision:With neighbor information
l(;):;gzh' Three major properties should be provided by thc':sollected, each node makes two decisions: 1) What portion of

S Di . Flexibilitv: | inal work frequency range to choose from and 2) What frequency to use.
pace- Jm%nsgn 'te’)’(l ity nt a Sdm? e'nT wor 'cas;e, The chained decisions proceed in the increasing order of gID
We use a ‘node densily concept, and Its value vanes ofy, o, o nodes tie with gID, the node with the smaller node
location to location. In the multi-channel scenario, wednt

duce another concept “network density”, which is defined 1D wins. During the whole process, each node (nagi&eeps

g o e following rules in mind:
the number of networks within a communication range. Its

value also varies from location to location. The frequency 1) Nodea checks all neighbors from which it has not heard
assignment should be differentiated according to differen ~ frequency decisions. /D, is the smallest one among
network densities and node densities. the neighborhood, and also no neighbor has the same

Time-Dimension Flexibility: The application traffic pattern gID and a smaller node ID, node starts its fr,eque_n_cy
varies from time to time, in both single-network and multi- decision. Otherwise, it waits for its neighbors’ decisions

network contexts. The environmental noise also varies from2) During nodea’s frequency decision, it first decides the
time to time. Plus, new networks are introduced and old ~ Portion of frequency range to choose from. The range
networks fade out dynamically. All these dynamics raise the ~ Starts where the most recently overheard neighbor stops,
need for dynamic frequency adjustment. and the length of the range is, x V.

QoS Control: QoS control is desired when the available ) j\éVh)en the Zequerr:cykrar:rg];e 1S de;]udec;j fS“Ch&ﬁr_{:a*th t
physical bandwidth is not able to fully support all traffiofin frea], nodea checks the overheard frequencies tha
all co-existing networks, for all locations and for all time have been chosen by neighbors from the same network
So, a) parameter is offered for users to set different priority ~ ((hey carry the same gID). Node randomly chooses
values for different networks. At any location at any timagle one of the least loaded frequencies among the range
network is assigned the bandwidth, according to the rasio it [S/rea, Efrea].

A value over the sum of all values whose networks co-exist ) i

within that specific location. The ratio depends on the numb8: Dynamic Frequency Adjustment

of competing networks, varying from location to locatiordan = since traffic patterns vary with time, the spectrum usage
from time to time. must be monitored during runtime. When the spectrum usage

To achieve the forgoing three properties, there is a nepdfound heavily imbalanced, dynamic frequency adjustment
for both static frequency assignment and dynamic frequeniey triggered, reassigning nodes from crowded frequencies

adjustment. to lightly loaded frequencies. Iffre(«) denotes nodex’s
frequency andl'ra(a) representsy’s traffic load, the traffic
A. Satic Frequency Assignment load for a frequencyK'T'ra;) and the traffic load for a network

Letnet;, 1 < i < M, represent thé/ co-existing networks (V17a;) can be calculated as follows:

in the environm_ent, and_ lefre;, 1 < _i < N, denote the FTra; = Z Tra(a), NTra; = Z Tra(a) (2)
N non-overlapping physical frequencies. Each netwoek;
is assigned a comparative priority;. Within any location i
and at any time, each networket; competes with locally Also, the spectrum imbalance level can be computed as:
co-existing networks, and is supposed to usepercent of bLevl — max{FTra;} 3
available frequency spectrum: ImbLevl = min{ FTra;} ®)

fre(a)=fre; a€Enet;

Aj 1) When a node (nodex) detects that the imbalance level

W= Zf i ImbLevl is greater than a thresholnbLeviry,., it triggers



the dynamic frequency adjustment, which repeats the foellov 94127102 FEB 11, 2006
MKR 2.4685 GHz

ing process until the imbalance level is below the thresholt % ., s AT 10 dB -32.12 dBn  WARKER
notifying a node from the busiest channel to switch to thetlea  reak R T v
busy channel. The busiest channel is identified as the chan 13’ —
that has the maximun¥'Tra;, and is denoted agrep,s,. a0/ A s
Among nodea’s neighbors that use frequengy-ey,s,, there REF LEVEL ‘Microwave: -

may be multiple candidates from multiple networks. Amonc - e s PEAK
these candidates, nodes from a comparatively raggeessive | Y 45 [“'\/5 |
network should be considered first, which is identified a Miciz  Presehter Ak o -
having a comparatively large¥5: value. If again, multiple o j """"" STy SRR ot T
candidates exist within this network the node with the bigh Sgcgg. AL L] e & - NEXZE§§
Tra(o) value stands out. Having located this neighbor, nod : i T I

« informs it to switch to the currently least loaded frequency [ . o T

the one that carries the smalldsi'ra; value. CENTES TR 3700 T00.0 Wz
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node individually decides whether the local spectrum usage

balanced. In some extreme cases, there may be a node ﬁl&@ Interference from Both Electronic Devices and EiecAppliances

has extraordinarily heavy bandwidth requirements contpare

to others. No matter what frequency this node uses, that ' .

frequency becomes overloaded. Instead of pushing thege “figm 2.4GHz and ends at 2.4835 GHz, i. e, the first 8

potatoes” around, individual nodes can detect them logatigi columns in the figure. It is obvious that the interferencerfro

keep the imbalance brought by them within the local regior@n existing microwave covers almost half of the 2450 MHz
PHY spectrum. Plus, within the other half of the frequency

IV. THE CROWDED SPECTRUM range, the interference from the Logitech presenter shows

With the explosive application of 802.11b, 802.15.1 andP frequently, which are the evenly distributed pulse sgna
802.15.4, we vision that the human world will be full of(@bout -52dBm). The main observation we make here is that
electronic devices and most of them work on the same € spectrum crisis is a coming challenge we have to face.
overlapping frequency spectrum. The original 802.11 saathd  One solution for this crowded spectrum is to introduce more
released in 1997 operates within the 2.4 GHz ISM band atdlicensed frequency band, which the Federal Communica-
divides it into 78 channels (1 MHz distance). The 802.11b al§ions Commission is in charge of in the United States, and
uses the 2.4 GHz ISM band and divides it into 14 channdience is beyond our scope and ability. A second solution is to
(5 MHz distance). IEEE 802.15.1 divides the 2.4 GHz ISMse spread spectrum techniques. For example, MICAz devices
band into 79 1-MHz channels and IEEE 802.15.4 divides d@dopt direct sequence spread spectrum (DSSS), in which the
into 16 5-MHz channels. When these electronic devices, sudhta signal gets multiplied twice by the PN sequence, whae t
as wireless keyboards, wireless PDAs, wireless cell phoimerference signal gets multiplied only once [10]. To asse
headsets and wireless sensor networks, are bought home RB&S’s strength in real situations, we measured the paeket r
used in the same building, it is obvious that the 2.4 GHz ISKeption ratio, when a pair of MICAz motes are deployed close
band will be congested and overloaded. to the Sharp microwave used in Figlire 2. The MICAz motes

What is worse, the widely used electric appliances likere configured to operate on frequency 2.45GHz, which is
microwaves, can also generate very strong interference. Swely covered by the microwave’s interference. The okthin
obtain a better understanding of the crowded spectrum,ein tiesult shows that the packet reception ratio varies from 46%
presence of electronic devices as well as electric apg@ncto 81% when the microwave is on, but keeps a straight 100%
we measured the 2.4GHz ISM band spectrum usage withwhen the microwave is off. This experimental observation
HP 8593E Spectrum Analyzer. A Sharp Carousel microwaveiiforms us that DSSS addresses the crowded spectrum issue
used as a representative electric appliance, which isayjsi@ in some degree, but is still far from enough.
home care sensor network application. Also, a Logitech-cord We also conducted another experiment by configuring the
less 2.4GHz PowerPoint presenter is used as a representdCAz motes to work on frequency 2.42GHz, where the
electronic device, which is typical for an office environrhenPowerPoint presenter generates a strong signal as plotted
Figure 2 plots the result. in Figure[2. Our measured result shows that the presence

As shown in Figure 2, the small sinusoidal curve withimf the PowerPoint presenter almost has no impact on the
2.4GHz and 2.41GHz (adjacent to bottom left), indicates thmacket reception of the MICAz motes. This is because that
power level of the sensor network signals we deployed withthe interference from the presenter is not strong enougth, an
the measured environment. The large mountain like cuntbat DSSS multiplies the useful signal twice, but the noise
which lies between 2.43GHz and 2.47GHz (in the middle$jgnal only once using the PN sequence. To get a broader
reflects the microwave’s interference. According to the BEEEand deeper analysis, we need to conduct more systematic and
802.15.4 specification [27], the 2450 MHz PHY range startefined experiments in the future.



Another solution on the research side is try to make the begtectrum crisis, and also puts forth initial efforts to tesdhis
use of the existing unlicensed spectrum by taking advardfigecrisis through three complementary dimensions.

frequency diversity. Unfortunately, the state-of-the-sensor
network research has not paid attention to the future spactr 1]
crisis. No existing PHY or MAC design has seriously taker#
this into consideration, and to the best of our knowledge, wg]
have not seen any proposed protocol that targets the spectrl[%]
management for these co-existing electronic devices aw el
tric appliances. In addition, these devices and appliants [4]
not be capable of communicating with each other, which is
essentially different from the cooperating networks aredy |5
in Section[Ill, where cross-network communication exists.
This research vacuum motivates us to design a self-adapti(@
spectrum management service, named SAS.

[71

MAC T — Events
Unicast Send Send Done i . . [8]
Broadcast Send Packet Received — Gommands [9]

Clear Channel Assessment

SAS

(10]

Send Done
Packet Received
Prepare for Reception

Broadcast Send
Clear Channel Assessment

(11]

PHY

(12]

Fig. 3. SAS Middleware Architecture

[13]

To provide a general frequency diversity service, SAS

extracts out the “Toggle Transmission and Toggle Snooping’
techniques, from our previous multi-frequency MAC [25
designed for WSNs. This general service works transpare
between the MAC and PHY layers, as shown in Figure 3. The
SAS design and implementation explore the answers to thél
following research questions:

« How to parse and serve requests from the single-chanfe&l
minded MAC layer, within the multi-channel context in
SAS? For example, how to parse the MAC layer’s cafrg)
rier sense requests in the multi-channel implementation?
In addition, what is the performance enhancement tih¢!
SAS middleware brings to the upper layer CSMAs and
TDMAs? What is the cost it pays? [20]

« Besides the interfaces for general services, SAS can
also provide extra functions for upper layer protocolg;
that seek special treatment. These extra functions are
added, for the purpose of supporting cross-layer designs
which are widely adopted in WSNs to squeeze out evézr?]
higher efficiency from the resource-restrained devices.
With extra functions from SAS, what design changes cd#?l
the upper layer protocols make to get better performance?
For instance, is the exponential backoff still the beg4]
way for CSMA, when SAS releases the frequency switc[r215]
details? If not, what is the best backoff scheme?

V. CONCLUSIONS [26]

By observing the current WSN research and applications,
together with preliminary experimental measurementss thpy;
paper presents a vision of a crowded wireless sensor network
environment in the near future. This paper presents therampmi
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