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Abstract- Data mining has been increasing as oribeo€thief key features of many security initiaiv®ften, used
as a means for detection of fraud, assessing sskedl. Data mining involves the use of data analysols to
discover unknown, valid patterns as well as reteiips in large data sets. Decades have seen &vengsswth in
the use of credit cards as a transactional medata mining become even more common in both theafeiand
public sectors. Data mining has been used widelpdastries such as Banking, Insurance, Medicirtk Retailing
to reduce costs, enhance Research and increase Seddit cards are much safer from theft tharaghand also a
promising area for buying and sales. Credit Cardggeowing as a popular medium of transaction. &fee, Fraud
Detection involves monitoring the behavior of usmistomers in order to estimate, detect or avoidesimable
behavior in future. In this paper, we investigated factors and various techniques involved in itregrd fraud
detection during/after transaction as well.
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1. Introduction
Data mining uses Data Analysis tools to discoveknomvn, hidden and valid patterns as well as ratatiips in
large data sets. Data mining tools include mathealaglgorithms, statistical models, and machinariag
methods such as algorithms which improve perforrmaagtomatically through learning such as Neuralwséts
and Decision Trees. Data Mining consists of coitectaind management, analysis and prediction ofesponding
data sets. Data mining can be performed on dataegtesented in quantitative, textual or multirmédirms. On the
other hand, Data mining applications can use aearigparameters to observe the data. Data minipicagions
include association rules, sequence or path asalgtassification methods, clustering and foreogstis well.
Credit Card Fraud (CCF) is a typical task when gisiarmal procedures, so the development of thetaradd fraud
detection model has become of significance whethtre academic or business community recentlys&heodels
are mostly statistics-driven or artificial inteigt-based which have the hypothetical advantagestinmposing
random assumptions on the input variables [1]. Tynr&formation on fraudulent activities informatids a main
goal and a good strategy for banks and industgegedl. As banks have many and huge databases.smeetimes,
it is difficult to gain access to databases. Valedtusiness information can be extracted from dimiees where data
has been stored for time being. Credit card fraetgation is the process of identifying those tratisas that are
fraudulent and partitioned these database intoctagses of legitimate (genuine) and fraudulentsations. Credit
card frauds can be further broadly classified it@e categories, that is, traditional cardatesl frauds (fake,
application, stolen, account takeover and cardeit), merchant related frauds and Internatidis (site cloning,
credit card generators and false merchant sitgs) [2
Credit estimation is one of the essential and cemphsks for credit card companies, mortgage corepabanks
and other financial institutes as well. Credit caatso offer a number of ancillary benefits unatzi from cash or
checks. False credit judge ment causes huge fialalosises. Credit cards also allows consumers iy gaterest-
free balances for approximately two months as #idhwlder can carry the balance interest-free nit during the
credit cycle but also even for a “grace periodtvaénty or more days after the credit period endls [3
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Data Mining Techniques used in Credit Card Fraud Detection
I. Clustering

Among various data mining techniques, Clusterin@ idata mining technique that makes significanuseful
cluster of object(s) that have similar characterigsing automatic technique. Apart from classifwa, clustering
technique also defines the classes and put ohjedtseem, although in classification, object(s) assigned into
predefined classes [4]. For example: In a librbgoks have ample variety of topics available. @nging task is
how to keep those books systematically that readars take numerous books on a particular topic owith
disturbance. Hereby, by using clustering techniguecan keep books that have some similaritynia duster or
in one shelf and label them with a meaningful nathim case readers want to take books on a tdptshe would
only go to that shelf instead of looking the contplin the whole library. Clustering is the methgdvihich like
records are grouped (cluster) together. Geneitalyaccomplished by giving the end user a higieleiew of what
is going on in the database. Clustering is soneinsed to be alike as segmentation, in which masketing
people would tell you is more useful for comingwigh a birds eye view of the business.

Bolton & Hand (2002) suggest two clustering techniques for bimal fraud detection. Peer Group Analysis
(PGA) is a system that allows identification of agnts that are behaving in a different way fromeathat one
moment in time whereas they were behaving the samgously [5]. Those accounts are then flaggesuispicious
activity.

Fraud Analysts (FA) have then to investigate thosses. The approach of the Peer Group Analysis JP&GRat if
accounts behave the same for a certain perioanef éind then one account is behaving consideraffgretitly, this
account must have to be notified. Another analystdinique as, Breakpoint analysis uses a difféngpbthesis.
The approach is that if a change of card usagetified on an individual basis, the account habednvestigated.
In other words, we can say that, based on thedctiosis of a single card, the break-point analgsis identify
suspicious behavior. Signals of suspicious behaaferindication of sudden transaction for a highoant and a
high frequency of usage [6]. Clustering helps iouping the data into similar clusters that helpsasy recovery of
data. Cluster analysis is a method for breaking datvn into connected components in such a wayptht#erns and
order becomes observable.

Alike classification, clustering is the associatiohdata in classes. Yet, in different classifioatiand clustering,
class labels are unknown and it depend on theeclogt algorithm to determine acceptable classesst@ling is
also known as unsupervised classification becéselassification is not dictated by given clagsela. There are

many clustering approaches that are based on theigle of maximizing the likeness between objdnt& same
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class (also known as intra-class similarity) anaimizing the similarity between objects of diffetastasses (also
known as inter-class similarity).

Conversely, there are some problems occurringusteting are:

(a) Outline handling is difficult; the elements dat naturally lie into any cluster.

(b) Dynamic data in the database means that clogerbership may change over time.

(c) Interpreting the semantic meaning of each elusan be difficult.

I.1. Classification of clustering algorithms

Classification may refer as gathering of differgqtes of clustering algorithms. Clustering algarnithmay also vary
based on whether they produce overlapping or nemlapping clusters. Non-overlapping clusters canibeed as
Extrinsic Clusters or Intrinsic Clusters.

Extrinsic technique/algorithms categorize the itémsupport in the classification process. Clustgglgorithms are
the traditional classification supervised learnaigorithms that uses a special input training ®et.the other side,
intrinsic algorithms/techniques do not use ay prizategory labels but depend only on the adjacemeyrix
containing the distance objects.

Clustering

Hierarchica Partitional Categorical Large DB

Agglomerative Divisive Sampling Compression

Fig: Classfication of clustering algorithms

[.1.2. Clustering with Neural Networks

Neural Networks (NNs) that use unsupervised legrrittempt to find features in the data that charams the
desired output. They look for clusters of like dafhese types of NNs are often called Self-Orgagialeural
Networks (SONN). There are two types of unsupedviearning: nhoncompetitive and competitive.

With the noncompetitive learning, the weight betawe®o nodes is changed to be proportional to battput
values. That is,

Aw =ny' y* [7]

With competitive learning, nodes are allowed to pete. This approach usually assumes a two-layeirNkhich
all nodes from one layer are connected to all nade$e other layer. Thus, this provides a groupifiguples
together into a cluster.

[.1.3. CLUSTERING LARGE DATABASES

Clustering techniques should be able to adapteaddtabase changes. A clustering algorithm shaad:h

(i) Require no more than one scan of the database.

(ii) It should have the ability to provide statd#is is sometimes referred to as the ability tmbkne.

(iii) It should be suspend able, stoppable andmesable.

(iv) It should process each tuple only once.

Il1. Neural Networks

A Neural Network (NN) is a collection of “procesgimodes” transferring activity to each other viamections.
Neural Networks (NN) have been successfully appied broad range of supervised and unsupervissathitey
applications. Neural Network (NN) learning algonith that are capable to form logical models and tleanot
require extreme training times. Neural Networks JNbpologies/architectures, has been formed by rozgsy
nodes into layers and associate these layers obmewith modifiable weighted interconnections. Hwer, with a
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nonlinear mapping relation from the input spaceutput space, Neural Networks (NN) can learn from given
cases and then summarize the internal principletata even without knowing the potential data pples [8]. On
the other side, Neural Network (NN) can easily féarize its own behavior to the new environmenthmhe
corresponding results of formation of general céjpalof evolution from present situation to themenvironment.
In this approach, NN use multi-layer neural netwarkdel and Back Propagation (BP) algorithm) runstlos
network. Back Propagation learns by iterativelygessing a data set of training tuples comparingnitevork’s
prediction for each tuple with the real known targa@ue. Weights are modified so as to minimizerttean squared
error between the network’s prediction and the @darget value for every training tuple. These ifications are
made in the backwards direction, that is, from dbgut layer through each hidden layer down tofits¢ hidden
layer. ANN (Artificial Neural Network) refers togroup of non-linear, statistical modeling technigjaerived from
the structure of the human brain. ANN can be usadadeling of any complex transactional patterchshat they
are well suited to the credit card fraud detecpooblem [9]. Basic element of a Neural Network (NBl)a neuron
which accepts many inputs, sums them, appliesrafeafunction and then generates correspondingtresher as
a model prediction or as input to other neuron$Neural Network is a structure of many neurons cotetein a
regular way. The most well-known Neural Networkedisre Feed-Forward Neural Networks (FFNN), which i
also known as multilayer perceptrons.

Neural networkswith supervised learning

The Feed-Forward Neural Networks (FFNN) can be tse@dpresent a random non-linear mapping, beiogiged

that we have data exemplifying mappiag Input-Output (I/O) pairs. Main problem of supendskearning is to
adapt the neural network weights so that the impajpping corresponds to the Input-Output samplestwhie

being provided. For estimation, the density of fmtavior in batch mode, we should retrieve tha fam the last
x days and adapt the mixing proportions to maxintiee probability of past behavior. This could beneldor each
subscriber individually [10]. Though this approadems first suited for the work being assigned, tequires too
much interaction with the billing system to be ugegractice.

Neural Network as a Classifier

However, Neural Network (NN) when seen as a clegslias some weaknesses and strength as well. INeura
Network (NN) weakness involves:

(a) Long training time

(b) Require a number of parameters typically bestmnined empirically, that is the network topology

(c) Poor interpretability: Difficult to understanide symbolic meaning behind the learned weightsandhidden
units" exists in the network.

NN has its own strengths:

(a) High tolerance to noisy data

(b)Ability to classify untrained patterns

(c)Well-suited for continuous-valued inputs andpuuts

(d)Successful on a wide array of real-world data

(e)Algorithms are inherently parallel

(f)Techniques have recently been developed foesteaction of rules from trained neural networks

Neural Networks
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Fig: - Framework for Neural Network(s)

[11. Bayesian Classification:

Another Data Mining technique used for identificatiof suspicious activity in between large datageBayesian
Classification. As there are no such determinigtie which allows us to identifa subscriber as a fraudster,
Bayesian networks can be used as an expert sydtHmThis refers that an expert of the problem diontkiaws a
graph according to assumed causal impacts betwaéables.The resultant conditional distributions can then
injected by the expers well. Once a Bayesian netwoik set up, we can conclude probabilities for unknow
variablesby inserting evidence in the network and propagagridence through the network using propagation
rules. While, a statistical classifier performs labilistic prediction that means classifier preslictass membership
probabilities.There is Baye’s Theorem which interprets Bayesietwarks and classifier as well. Bayes classifier
has some benefits and characteristics as well:

(i) Performance: Simple Bayesian classifier, Naive Bayesian classhHas comparable performance with decision
tree and selected neural network classifiers

(ii) Incremental: Each training example can incrementally incre#sakase the probability that the particular
hypothesis is correct prior to knowledge of pastarbations.

(iii) Standard: Even when Bayesian methods are computationallgxitifie, Bayesian Classifiers can provide a
standard of optimal decision making against whitteomethods can be measured. Bayesian belief neallows

a subset of the variables for being conditionallyeipendent.

V. Fuzzy Darwinian Detection of Credit Card Fraud

Nowadays, Fraud is a big problem today. Genetigmamming evolves fuzzy logic rules capable of dfsiswy
credit card transactions into “suspicious” and “suspicious” classes. When took notice of creditl ¢teansactions
alone, with million(s) of purchases every monthsisimply not possible to check every one indieitijy Whenever
many purchases are made with stolen credit cargsyhavoidably results in losses of significarhsuThrough the
multimodal and multi criteria, search space is gdidy fithess functions. These fitness functions te results
formed by the Rule Parser [12]. Fuzzy expert systieat takes more than one rules and interpret theaning
when they are applied to each of the previouslyified data items in turn. This system should bgatde of two
different types of fuzzy logic rule interpretatiotmaditional fuzzy logic and membership-preservingzy logic..
Depending on the method of interpretation that ltesen selected by the user the meaning of the apsnadthin
rules and the method of defuzzification is diffaren

V. RELATED WORK
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Fraud detection tools

Fraud detection can be classified as ‘supervisedumsupervised’. Supervised methods uses databfkaown
fraudulent/legitimate cases from which model hasnbeonstructed which yields a suspicion score &w gases
when some different score for which past behavias lbeen analyzed. (Hand, 1981; McLachlan, 1992)
demonstrated traditional statistical classificatiorethods such as linear discriminant analysis avgistic
discrimination that have proved to be effectivelador many applications but more powerful toolsp(Ry, 1996;
Hand, 1997; Webb, 1999) such as neural networkshtha also been extensively applied.

Supervised learning algorithms are Rule-based mdsttiwat produce classifiers using rules of the form

If {certain conditions},

Then {a consequent}

Some of the examples of such algorithms include BAY(Clark and Niblett, 1989), FOIL (Quinlan 199Gjda
RIPPER (Cohen 1995), Tree-based algorithms sud®A®T (Briemanet al, 1984) and C4.5 (Quinlan 1993) that
produce classifiers of a similar form. Combinati@fisome or all of these algorithms can be usetieta-learning
algorithms which improve prediction in fraud detentthat is, Charet al (1999). When building a supervised tool
for fraud detection major consideration includessthof uneven class sizes and different costsifi@rent types of
misclassification [13]. On the other side, theresmbe some consideration for the costs of invetitiga
observations and corresponding benefits of identfyraud.

Unsupervised methods, are used when there areioogets of legitimate and fraudulent observatiamailable.
Some techniques that are being employed are usaialtynbination of both profiling and outlier detentmethods.
There exists model in which baseline distributibattrepresents normal behavior, then attempt tctie¢mark that
show greatest different behavior from this existimoggm. Benford's law (Hill 1996) said that the dilstition of the
first significant digits of numbers drawn from astaange of arbitrary distributions would have saredain form.
Until currently, this law was regarded as merelgnathematical curiosity with no noticeable usefuplagation.
Nevertheless, Nigrini and Mittermaier (1997) andyii (1999) show that Benford’s law can be usediébect
fraud in accounting data. The assertion behinddfidetection using tools such as Benford’s law & fabricating
data which is conventional to Benford's law isidifft [14]. Fraudster(s) familiarize new preventiand detection
measures as well so that fraud detection needs &mlaptive over time. Still, legitimate accountrasaay regularly
change their behavior over a longer period of tand it is significant to avoid false alarms.

V1. CONCLUSION

Efficient and well-organized credit card fraud dtiien system is an greatest requirement for ang smuing bank.
Credit card fraud detection has drawn quite a lotinterest from the research community and a nuntdfer
techniques have been proposed to counter/identfyitccard fraud. The Fuzzy Darwinian fraud detattsystems
improve the system accuracy, while neural netwargrove the method time to detect particular fraemned as
suspicious activity. Since the Fraud detection Hté-uzzy Darwinian fraud detection systems in t®rof true
positive is 100% and shows good results in detgdiiaudulent transactions on the other side, theatenetwork
based CARDWATCH shows good accuracy in fraud diete@nd Processing Speed is also high but it igduinto
one-network per customer. The Fraud detectionafatesing Clustering is very compare to other methd@sb usage
of credit cards become more and more popular imyefield of the daily life, credit card fraud hasdome much
more rampant. Therefore, there is a need for impgpsecurity of the financial transaction systemsm automatic
and effective way, by building an accurate andcadfit credit card fraud detection system. As, this key task for
the financial institutions. In this study, we gativarious methods that were used to build fraueéaetg models.
Currently, due to the security issues, only a f@praaches for credit card detection are availabl@ublic. In
between them, neural networks approach is a vepylpotool. Though, it is difficult to implement t&use of lack
of available data set.
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