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Abstract— As the useof real-time multimedia applications increases,
bandwidth available to TCP connectionsis oppressedby “gr eedy” UDP
traffic and their performanceextremelydeteriorates. In order that both
TCP andUDP sessionsfairly co-existin the Internet, UDP sessionsshould
properly react against congestionas TCP. In this work, we implement a
“TCP-friendly” rate control mechanismsuitableto videoapplicationsand
investigateits applicability to a real systemthrough observation of the
videoquality at the receiver. It is shownthroughour experimentalsystem
that we can achievehigh-quality and stable video transfer while fairly
sharing the network bandwidth with TCP by applying our rate control at
a control interval of 16 or 32 times aslong asRTT.

I . INTRODUCTION

Since the current Internetdoesnot provide QoS (Quality
of Service)guaranteemechanisms,eachapplicationchooses
the preferabletransportprotocol to achieve the requiredper-
formance.As theuseof real-timemultimediaapplicationsin-
creases,a considerableamountof “greedy”UDPtraffic would
dominatenetworkbandwidth.As a result,theavailableband-
width to TCPconnectionsis oppressedandtheir performance
extremelydeteriorates.

In orderthatboth TCPandUDP sessionsfairly co-exist in
the Internet, it is meaningfulto considerthe fairnessamong
protocols. In recentyears,several researcheshave beenfo-
cusedon the investigationof the “TCP-friendly” rate con-
trol [1-10]. “TCP-friendly” is definedas“a non-TCPconnec-
tion shouldreceivethesameshareof bandwidthasaTCPcon-
nectionif they traversethesamepath” [7]. TheTCP-friendly
systemregulatesits datasendingrateaccordingto thenetwork
condition,typically expressedin termsof the round-trip-time
(RTT) andthepacketlossprobability(denotedas� ), toachieve
thesamethroughputthata TCPconnectionwould acquireon
thesamepath.

Control mechanismsproposedin [1-8] achieve the TCP-
friendlinessaccordingto its definition,but thoserequirecare-
fully chosenparametersto achieve the fairnessamongTCP
and UDP connections. Especiallywhen thosemechanisms
are to be appliedto the real-timevideo transfer, characteris-
tics of videoapplicationsshouldbetakeninto accountto pro-
vide thehigh quality videotransferwhile satisfyingtheTCP-
friendlinessin the real-timemultimediaapplications. In ad-
dition, as a result of ratecontrol, the video sendingrate in-
herentlyfluctuatesand the resultantvideo quality frequently
changesin the caseof pseudo-TCPmechanismswhich em-
ploy the AIMD control to imitate the TCP’s behavior, [1-3].
On theotherhand,althoughthestablevideopresentationcan
be accomplishedwith equation-basedones[4-8], they cannot
adequatelyadaptto changesof networkcondition.

Wehave beendevotedinto investigationof theapplicability

of TCP-friendlyratecontrolto real-timeMPEG-2videocom-
munications,and proposedan effective control mechanism,
called MPEG-TFRCPin [9, 10]. Our mechanismemploys
theequationproposedin [6] andthuscanbecategorizedinto
theequation-basedapproach.However, our approachdynam-
ically adjuststhevideosendingrateaccordingto thenetwork
condition.Theeffectivenesswasevaluatedthroughsimulation
experimentsandit wasshown that thehigh quality andTCP-
friendly real-timevideo transfercanbe accomplished.How-
ever, in theexperiments,theidealnetworksystemenvironment
wasassumed.Thatis, wedid not takeinto accountseveralfac-
torswhich mayaffect theeffectivenessof ratecontrol. Those
includethefluctuationof controlintervalsor thequalitydegra-
dationduringplaybackof a videosequence.

In this paper, we implementseveralTCP-friendlyratecon-
trol protocolson an actualvideo transfersystem.Our imple-
mentedmechanismsarebasedon theMPEG-TFRCP. First we
demonstratethe applicabilityof MPEG-TFRCPto a real sys-
temthroughevaluationof theperceivedvideoquality andob-
servation of the traffic on the link. Thenwe considerthe im-
provedversionsof MPEG-TFRCPby carefullyexaminingthe
rateandcontrolinterval determinationmethods.

The paperis organizedasfollows. In SectionII, we intro-
duceour MPEG-TFRCPandexplain how it is implemented.
Then we compareseveral TCP-friendly rate control mecha-
nismson our implementedvideo applicationsin SectionIII.
Comparisonsareperformedin termsof the ratevariation,the
packetlossvariationandtheperceivedvideoquality. Finally,
we summarizeour paperandoutlineour future work in Sec-
tion IV.

I I . IMPLEMENTATION OF MPEG-TFRCP

In this section, we introduce our MPEG-TFRCP(TCP-
friendly ratecontrol protocol for MPEG-2video transfer)[9,
10]. In orderto transfera videosequencewith highandstable
quality while fairly sharingthenetworkbandwidthwith TCP,
our MPEG-TFRCPbehavesasillustratedin Fig. 1; at theend
of thecontrolinterval ����� whosedurationis �
	���
 , thesender
estimatesthenetworkconditionandthe throughputof a TCP
session,from informationgatheredwithin theinterval, andfi-
nally determinesandregulatesits sendingrate � 	 for thenext
interval � .
A. MPEG-TFRCP mechanism

In MPEG-TFRCP, a senderdividestheMPEG-2videodata
into packetswhoseheadercontainsthe timestampandthese-
quencenumberasin RTP (Real-timeTransportProtocol)and
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Fig. 2. Relationshipamongquantizerscale,videorateandvideoquality

sendsthemto a receiver. On receiving thepacket,thereceiver
sendsbackanacknowledgementto inform thesenderof asuc-
cessfulreception. Then, the senderobtainsRTT, RTO (Re-
transmissionTimeOut)andthepacketlossprobability � .

At the endof the interval ����� , the senderdeterminesthe
sendingrate � 	 for thenext interval � . If thepacketlossprob-
ability � is non-zero,thesenderestimatesthe throughputof a
TCPconnectionwhich traversesthesamepathfrom theequa-
tion proposedin [6]. Then � 	 is set at the estimatedTCP
throughputexpecting the fair shareof network bandwidth.
Whenthenetworkis under-utilizedandthereis nopacketloss,
the senderonly doublesthe ratebecausethe estimatoris not
applicable.Thealgorithmis summarizedas

� 	��
�����

����� ��� "! �$#�%'&)(+* �-,�.  �/�0 � * � ! .21
� � 0
, if �4365 (1)

1879�:	��;
�, if � � 5 (2)

whereMTU standsfor themaximumtransferunit size,� is the
packetlossprobability, RTT and

� #
arefor theroundtrip time

andtheretransmissiontimeout,respectively.
The durationof eachinterval is 32 times as long as RTT

in theMPEG-TFRCP. ConsideringtheMPEG-2videocoding
algorithm, the durationis further roundedto the multiple of
GoP(Groupof Picture)time,which is givenasthenumberof
picturesin a GoP( < ) dividedby the framerate. We call this
strategy as32-RTT. That is, thecontrol interval of 32-RTT is
givenby

� 	��>= .:1?7
�@�A�

GoPtime

B 7 GoPtimeC
The senderadjuststhevideocodingrateto the determined

target rate � 	 . In this paper, we considerthe MPEG-2 VBR
codingalgorithm. In the MPEG-2 algorithm, eachcaptured
picture is first Discrete-Cosine-Transformedand then each

0

2

4

6

8

10

12

14

16

0 10 20 30 40 50 60

R
at

e 
(M

bp
s)D

Time (sec)

MPEG-TFRCP
TCP

Fig. 3. Simulationresultof MPEG-TFRCP
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Fig. 4. Systemconfiguration

DCT coefficient is quantizedwith specifiedquantizerscale.
Thus,the codedvideo quality andthe amountof datacanbe
regulatedby choosingtheappropriatequantizerscale.An ex-
ampleof therelationshipamongthequantizerscale,theresul-
tantaveragevideorateandthevideoquality in termsof SNR
(Signalto NoiseRatio) [11] is depictedin Fig. 2. The video
is 6407 486pixels largeandits GoPstructureis < � .25 and� � � (IPPPEFEFE ). By applyingthemethodproposedin [11],
we caneasilydeterminetheappropriatequantizerscaleto ad-
just thevideorateto thetargetrate.

In Fig.3, weshow anexampleof simulationresultswith our
MPEG-TFRCP. The ratevariationof a TCP sessionandthat
of the determinedtarget rateof a MPEG-TFRCPsessionare
depicted.As shown in thefigure,theMPEG-TFRCPbehaves
similarly to TCPandthey fairly sharethebandwidth.

B. Implemented system

To investigatetheapplicabilityof theMPEG-TFRCPto the
actualsystem,we built the small-scale10Base-Tnetworkas
illustratedin Fig. 4. Thesystemconsistsof four personalcom-
puters(RedHatLinux kernel-2.2.14),two sharedHUBs and
onePCrouter. Packetsizeis 1000Bytesandidenticalamong
connections.

The implementedMPEG-TFRCPsystem is depicted in
Fig. 5. The MPEG-2encoderappliesthe VBR codingalgo-
rithm to original video datawhere the quantizationscaleis
specifiedby the QoSmanager. Then, the transmitterdivides
thevideodatainto RTPpacketsandsendsthemto thereceiver
over the UDP session. The MPEG-2 video dataare recon-
structedfrom received packetsat the receiver, then decoded
anddisplayedon themonitor.

While sendingvideo data,the senderalsotransmitsRTCP
control packetsto obtain the feedbackinformation from the
receiver, which is indispensablefor the TCP throughputes-
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Fig. 6. Ratevariation(UDP vs. TCP)

timation. The estimatortransmitsRTCP SenderReport
packetsto the receiver at the regular interval of, in our exper-
iments,every five frames(5/29.97=0.167sec). On reception
of the control packet,the receiver sendsback a RTCP Re-
ceiverReport packetwhich containstheinformationnec-
essaryfor thesenderto estimatethenetworkcondition.Those
are the expectednumberof packetssentfrom the server be-
tweentwo RTCPpacketsandthenumberof packetsreceived.
With which thesendercaneasilyderive thepacketlossproba-
bility. ThesenderobtainstheobservedRTT valueby subtract-
ing thetimestampof theSenderReport from thereception
time of theReceiverReport. Then,theestimatedRTT is
derivedby applyingthesmoothingalgorithmof Jacobson’s to
theobservedRTTs.

I I I . EVALUATION OF MPEG-TFRCP

In this section,we evaluatethe practicalityof our MPEG-
TFRCPby comparingsomevariantsof MPEG-TFRCPfor the
MPEGvideotransfersystemimplementedon thesmallscaled
network. The comparisonis performedin termsof the rate
variationof TCPandMPEG-TFRCPsessionsobservedon the
link usingtcpdump, thepacketlossprobabilityandtheper-
ceivedvideoqualityquantifiedby MOS(MeanOpinionScore)
evaluation.

In thecasewhereboth TCPandUDP sessionstransferthe
samevideostreamin our system,the resultantratevariations
measuredat thereceiver sidesareshown in Fig. 6. Thosetwo
sessionstransfertheidenticalvideostreamof theaveragerate
5.25Mbps(SeeFig.2. Quantizerscale=12,37.28dB).Theex-
perimenttime on anx-axis is expressedin a unit of GoPtime,
i.e. GoPsize/framerate=30/29.97=1.001sec,andzerocorre-
spondsto the startof the UDP session.In this experimental
environment,we observe thataverageRTT is about30 msec.
It is obvious that the throughputof TCP drasticallydeterio-
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Fig. 7. Ratevariation(MPEG-TFRCP)
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Fig. 8. Packetlossprobabilityvariation(MPEG-TFRCP)

ratesastheUDP sessionstartssendingthevideodata.On the
otherhand,theUDPsessionoccupiesmuchportionof thelink
bandwidthandfreely transfersthevideodataat thedesirable
rate.Theaveragedthroughputof TCPis 2.27Mbpsandthatof
UDP is 5.25Mbps. Thentheperceivedvideoquality in terms
of MOSis high,4.25.

A. Original MPEG-TFRCP

First, we investigatethe practicalityof our MPEG-TFRCP
originally proposedin [9, 10] in the actualsystemenviron-
ment. Figure7 shows theexperimentalresultwhereTCPand
MPEG-TFRCPsessionscompetefor thebandwidth.It canbe
observedthattheMPEG-TFRCPconnectionregulatesits data
sendingrate during the sessionand the degradationof TCP
performancebecomessmallerthanwhenwe useUDP. How-
ever, theobtainedresultseemsquite differentfrom the simu-
lation result in Fig. 3. Frequentandconsiderablefluctuation
of MPEG-TFRCPrate is due to the high packetloss proba-
bility causedby the aggressive rate increase. Fig. 8 depicts
thepacketlossprobability � (“loss”), thetargetrate� 	 (“target
rate”) determinedby (1) and (2), and the averagevideo rate
selectedfor transmission(“video rate”). The MPEG-TFRCP
senderdoublesits datasendingrateduringa loss-freeperiod.
As it encounterspacketlosses,it suddenlyshrinksthe send-
ing ratebecausethelossprobabilityis highdueto thenetwork
congestioncausedby itself. Althoughnotshown in figures,the
perceivedvideo quality alsovariesasthe video ratechanges.
Especiallywhencongestionoccurs,thehigh packetlossprob-
ability leadsto decreasedtarget ratefar below the minimum
video rate, and no picture can be displayedat the receiver.
HereweshouldnotethattheMPEG-TFRCPsenderfirst sends
asmuchdataaspossible,thenstopsvideotransmissionwhen
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Fig. 10. Ratevariation(QAI)

the“video rate” is higherthan“targetrate”. For thosereasons,
the subjective videoquality of the original MPEG-TFRCPin
termsof MOSis only 1.25.

B. Variants for rate determination

In this subsection,consideringsuddenandaggressive rate
increasecausesnetwork congestionas shown in Subsec-
tion III-A, we investigateinto variantsin rate determination
algorithmswhich arenon-aggressive.

The previous work [10] proposesan alternative for (2),
which imitatesTCP’swindow-basedflow control.

�:	 � �:	I��
 !
����� 7J�
	���
�@��� � , if � � 5 (3)

With thisnew algorithm,theadditive rateincreaseasin TCP’s
congestionavoidancephasecanbe performedin our MPEG-
TFRCP. We call this algorithmasEAI (Equation-basedAddi-
tive Increase).

The experimentalresult of EAI MPEG-TFRCPalgorithm
is depictedin Fig. 9. As shown in this figure, the sending
rate considerablyoscillates,becausethe rate increaseis un-
expectedlyaggressive. It is sometimesmoreaggressive than
theoriginalalgorithmdueto smallRTT values.As in (3),RTT
dominatesthe degreeof rate increase. If the observed RTT
is stableand large enoughas in the simulationenvironment
in [10], the EAI algorithmcontributesto smootherratevari-
ation. However, in the actualsystemwhereRTT is relatively
smallandoftenchanges,theEAI algorithmprovidesunprefer-
ableresults.

An alternative algorithm for an additive rate increaseis
Quantizer-scale-basedAdditive Increase(QAI). The QAI is
basedon theMPEG-2codingalgorithm.It increasesthesend-
ing ratewith regard to, not �2	 , but the quantizerscale. It is

0

2

4

6

8

10

0 50 100 150 200 250 300
0.01

0.1

1

R
at

e 
(M

bp
s)H

pa
ck

et
 lo

ss
 p

ro
ba

bi
lit

y

GoP times

loss
TCP

MPEG-TFRCP

Fig. 11. Rateandpacketlossprobabilityvariations(EAI-CL)

initially set at 60, with which the perceived video quality is
worstandthevideorateis lowest(Fig. 2). Then,thequantizer
scaleis decreasedby two aslongasno lossis observedduring
eachcontrolinterval.

Weshow theexperimentalresultusingQAI MPEG-TFRCP
algorithmin Fig. 10. It canbeobservedthatboththedegrada-
tion of TCPperformanceandtheratevariationbecomesmaller
than that of the original MPEG-TFRCP. However, the aver-
agethroughputof TCP becomes4.29 Mbps, whereasthat of
MPEG-TFRCPis 2.34Mbps. That is, this methodis far from
TCP-friendly. Thesubjective videoquality of QAI is 2.50and
much smaller than that of UDP, 4.25. We found that QAI
MPEG-TFRCPdoesnot attainhigh-qualityandTCP-friendly
videotransfer.

C. Variants in packet loss probability derivation

As evaluated in the previous section, changing a rate-
increasemechanismaloneis not helpful to accomplishthede-
sirablecontrol. In this section,we investigatean alternative
way for derivationof thepacketlossprobability � . Originally,
it is derivedby dividing thenumberof lost packetsby thatof
transmittedpacketswithin eachcontrol interval. As a result,
MPEG-TFRCPreactsso quickly againstthe short-termcon-
gestionthatit leadsto theextremeratefluctuation.In addition,
accordingto its assumption,the networkconditionshouldbe
stablefor (1) to accuratelyestimatetheTCPthroughput.One
candidatesuitableto beappliedto (1) is to calculatethepacket
lossprobabilityover longerinterval; anextremecase,from the
beginningof thesession.

�K	 �
LNMPO�LNQRLNSUT:V$WYX[Z�O � Q
\]T^Q
_`L � SbadcKOeLN_LNMPO�LNQRLNSUT-V$WYXfZdO � Q
\gL � SNV�_`X � LhLNO-i � SbadcKOeLN_ (4)

Figure11 indicatestheexperimentalresultof EAI MPEG-
TFRCPwith cumulative packetlossprobability (“EAI-CL”).
As describedin SubsectionIII-B, the EAI algorithmleadsto
the aggressive rate increasein our system,the considerable
amountof packetsare lost at the beginning and the packet
lossprobabilitystayshigh persistently. In consequence,users
areforcedto wait long time until they receive thesatisfactory
videopresentation.

To avoid the unpreferableaffect of the initial condition,
the sendingrate of MPEG-TFRCPshouldbe initially small
enoughandthengraduallyincreased,leadingto QAI MPEG-
TFRCPwith cumulative packetlossprobability (“QAI-CL”).
The experimentalresult of QAI-CL is shown in Fig. 12. As



0

2

4

6

8

10

0 50 100 150 200 250 300

0.001

0.01

0.1

R
at

e 
(M

bp
s)H

pa
ck

et
 lo

ss
 p

ro
ba

bi
lit

y

GoP times

loss
TCP

MPEG-TFRCP

Fig. 12. Rateandpacketlossprobabilityvariations(QAI-CL)

shown in thisfigure,theratevariationbecomesrelatively small
andthe video quality is improved, MOS valueof 3.00. Fur-
ther, the averagethroughputsof TCP and our QAI-CL are
3.70Mbpsand2.97Mbps,respectively, andtheTCP-friendly
controlis reasonablyaccomplished.However, ratherlongtime
haspassedbeforethe sendingrate and the estimatedpacket
lossprobabilitybecomestable.

D. Variants in control interval

In orderto attainthe effective ratecontrol, the durationof
control interval � 	 (Fig. 1) mustbe carefullydetermined.For
example,whenthecontrolinterval is tooshort,thesendingrate
fluctuatesenormouslyby thefrequentratecontrol,andtheper-
ceivedvideoqualityalsobecomesunstable.Conversely, in the
caseof the longer interval, the fairnesswith TCP connection
cannotbeaccomplishedbecausevideoapplicationscannotre-
act changesof the networkcondition. In addition,sincethe
perceivedvideoquality graduallyincreaseswith our QAI-CL
MPEG-TFRCPmechanism,a smallerinterval is preferred.

The resultsaresummarizedin Table I for several settings
of control interval suchas 8-RTT, 16-RTT, 64-RTT and 96-
RTT, in MPEG-TFRCPwith QAI-CL. Table I demonstrates
thatfrequentcontrolachievescomparatively highfriendliness.
However, the frequentrate control introducesa greatvaria-
tion of the video quality, andthe subjective video quality by
MOS evaluationbecomesworse. On the otherhand,by the
longercontrol interval, not only the friendlinessbut the sub-
jectivevideoqualitybecomesworse.This is becausethevideo
applicationcannotfollow the networkconditionandtransmit
thevideodataof theundesirablequality. Further, astheinter-
val becomeslonger, userswait longertime for thesatisfactory
videopresentation.

From those results, we conclude that either 16-RTT or
32-RTT control interval is preferablein our systemin order
that our MPEG-TFRCPconnectionreceivesthe almostsame
throughputasaTCPconnectionandtheperceivedvideoqual-
ity becomeshighandstable.

IV. CONCLUSION

In thispaper, wehave implementedMPEG-TFRCPsuitable
for videotransfer, andthenevaluatedits practicality. Through
several considerationsand experiments,we have shown that
it is appropriatefor real-timevideoapplicationsto apply our
rate control algorithm, MPEG-TFRCPwith QAI-CL, where
sendingrateis graduallyincreasedby quantizerscalecontrol

TABLE I
RESULTS OF SEVERAL SETTINGSOF CONTROL INTERVAL

Throughput(Mbps)
MOS

TFRCP TCP
Friendliness value

8-RTT 3.10 3.53 0.878 2.25
16-RTT 2.87 3.71 0.774 3.25
32-RTT 2.97 3.70 0.802 3.00
64-RTT 2.51 4.06 0.618 3.33
96-RTT 2.33 4.29 0.543 2.50

andthepacketlossprobability is cumulatively estimated.We
canachieve high-qualityandstableTCP-friendlyvideotrans-
fer whenvideo rateis regulatedat a control interval of 16 or
32 timesaslongasRTT.

Although resultsare not shown in the paperdue to space
limitation,weappliedourQAI-CL MPEG-TFRCPto theother
sequences,including basketgame,animationandnews, and
verify our conclusion. Our resultsmight be different from
onesonany otheroperatingsystemssuchasWindowsandSo-
laris with differentcharacteristicsof the UDP/TCPtransmis-
sionsoftware.Nevertheless,we will be ableto obtainsimilar
resultsbecauseit is networkconditions(RTT, packetlosses,
andso on) that hasconsiderableinfluenceon the control of
MPEG-TFRCP, which we have investigatedin this work.

However, we leave several issuesfor futureresearch.First,
wemustinvestigateits practicalityto thelargernetworkwhere
greatnumberof connectionsco-existsandthey leave andjoin
during sessions. Second,we should considerthe variation
of RTT. In the experimentations,observed RTT considerably
changes.Then,theperceivedvideoquality becomesunstable
anddeteriorates.
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