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Animations and videos are often designed to present information that involves change over time, in such
a way as to aid understanding and facilitate learning. However, in many studies, static displays have been
found to be just as beneficial and sometimes better. In this study, we investigated the impact of present-
ing together both a video recording and a series of static pictures. In experiment 1, we compared 3 con-
ditions (1) video shown alone, (2) static pictures displayed alone, and (3) video plus static pictures. On
average the best learning scores were found for the 3rd condition. In experiment 2 we investigated
how best to present the static pictures, by examining the number of pictures required (low vs. high fre-
quency) and their appearance type (static vs. dynamic). We found that the dynamic presentation of pic-
tures was superior to the static pictures mode; and showing fewer pictures (low frequency) was more
beneficial. Overall the findings support the effectiveness of a combination of instructional animation with
static pictures. However, the number of static pictures, which are used, is an important moderating
factor.

� 2008 Elsevier Ltd. All rights reserved.
1. Introduction

The use of computers for educational purposes has become
increasingly common. Recent studies on multimedia presentations
have produced various recommendations for helping designers to
use multimedia with efficiency in various learning environments
(see Mayer, 2005, for a review). This can be seen in the case of tem-
poral contexts depicting continuous changes over time. In some
experiments, using dynamic visualizations such as an animation
or video could help learners build a more relevant internal repre-
sentation of the content presented than static visualizations allow.
Tversky, Morrison, and Betrancourt (2002) explained this effect by
the ‘‘congruence principle” that occurs when the external represen-
tation presented by the learning material is close in nature to the
internal representation needed for a relevant understanding of
the content. Hence, the use of dynamic visualizations such as ani-
mations (Betrancourt, 2005; Tversky et al., 2002), sequential dis-
plays (Jamet, 2008; Jamet & Arguel, 2008), or video (Zacks &
Tversky, 2003) are potentially well suited to learning content pos-
sessing temporal factors as a dimension (i.e., phenomena involving
change over time). However, some studies have not shown dy-
namic representations to be consistently superior to static repre-
sentations (Mayer, Hegarty, Mayer, & Campbell, 2005; for
reviews see Betrancourt & Tversky, 2000; Höffler & Leutner,
2007; Park & Hopkins, 1993).
ll rights reserved.
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1.1. Dynamic visualizations

According to Betrancourt and Tversky (2000), the term ‘‘anima-
tion” refers to any representation which generates a series of
frames, so that each frame appears as an alteration of the previous
one, and represents an evolution in time. Thus, the term animation
can refer to a rapid succession of pictures as in a cartoon, to anima-
tions made with a computer, or video clips made with a camera.
Using animations in a learning environment can potentially pres-
ent several advantages over static representations (e.g., Höffler &
Leutner, 2007; Park & Hopkins, 1993). Firstly, because animations
are able to use information from an analogical point of view (i.e.,
using an iconic depictive representation rather than a symbolic
description representation), they can help the viewer to build rel-
evant internal representation (Schnotz & Bannert, 2003). This
seems to be particularly true when learning materials with high
levels of visuo-spatial content, such as configurations of three-
dimensional physical systems (Hegarty, 2005), or descriptions of
the layout of several elements on a map, such as atmospheric sys-
tems (Lowe, 1993). Secondly, animation is by definition a rapid
succession of pictures indicating a series of movements, manifesta-
tions and disappearances of graphic elements. Hence animations
can be easily adapted to depict dynamic information involving
changes over time because of the similarity in relation with time
(Tversky et al., 2002). Thirdly, because animations are continuous,
they give more information than a series of static pictures would.
Thus, by explicitly showing the micro-steps needed between each
important change, animations can be adapted for presenting con-
tinuous phenomenon because the learner is not required to infer
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how phenomena change from one step to the next (Betrancourt &
Tversky, 2000). Fourthly, recent findings seem to indicate that the
advantage of using animations instead of series of statics could be
especially relevant for depicting some human-motor skills. Thus,
authors showed that learning such contents as tying a knot or mak-
ing a paper-folding can be improved by using a video-based mate-
rial rather than series of statics (Ayres, Marcus, Chan, & Qian, 2009;
Wong et al., 2009). Nevertheless, despite such potential advantages
animations have not been found to be that effective in learning
environments (Betrancourt & Tversky, 2000; Park & Hopkins,
1993).

Several explanations for the relative ineffectiveness of anima-
tions have been proposed. One of them is related to the ‘‘congru-
ence principle” formulated by Tversky et al. (2002). This principle
can explain the failings of animation in cases where the content
to be learnt is not dynamic and/or a dynamic internal representa-
tion of the content is not essential for learning. Hence, from a cog-
nitive load theory (see Sweller, 2005) perspective using dynamic
representation such as animations, in situations where static rep-
resentation alone would be sufficient, can lead to an increase in
extraneous cognitive load. By presenting too much information
at the same time, extraneous cognitive load is created leading to
poorer learning (Sweller, 2005; Sweller & Chandler, 1994). In this
case too much visual information is unhelpful.

Another possible explanation for the ineffectiveness of anima-
tions is their transient nature. As animations present dynamically
temporal information at a constant rate, it can be difficult for the
learner to sufficiently process information that is visible only for
a short time before vanishing (see Ainsworth & VanLabeke, 2004;
Ayres & Paas, 2007). Thus, holding important information in work-
ing memory while constructing a coherent internal representation
with complementary information could increase the cognitive load
(Sweller & Chandler, 1994). In such situations, the learner has no
control over the pace of presentation of disappearing information.
The comparison between animation and a series of static pictures
is analogous with the comparison between an aural presentation
and a printed text presentation. In the latter case, learners can read
some passages quickly and others slowly, can compare several pas-
sages if necessary and have the possibility of re-reading any sec-
tion if they misunderstand a specific element. In contrast, while
watching animations or listening to aural speeches, learners can-
not afford to miss any important information because it would
be a permanent loss, and therefore, having perceived specific infor-
mation as important it has to be kept active in working memory
before being integrated with other information. Hence retaining
and integrating information is very resource intensive on working
memory.

There are two possible means to avoid the problems related
with the transient nature of animation. First, in some cases, the dis-
appearance of past information could be avoided by displaying key
static pictures from the animation to remove the transience of
some information elements (Rebetez, Bétrancourt, Sanguin, &
Dillenbourg, 2005). This would permit learners to keep a visual
trace of past events and allow them to review earlier information
as necessary. In most cases, however, the dense content of anima-
tions makes this kind of presentation impractical as the visualiza-
tion may become perceptually overloaded and, by consequence,
very unclear for viewers. Second, learners can be given the possi-
bility to control the pace of information with a ‘‘slider bar” or sim-
ply a ‘‘stop” and ‘‘play” button (Betrancourt, 2005; Hasler, Kersten,
& Sweller, 2007). While using this ‘‘interactivity principle”, the
effectiveness of instructional animations can be improved. By giv-
ing the control to learners, they can avoid missing information and
can slow down the pace of the learning material when it becomes
more difficult to understand. In addition, while learning a cause-
and-effect system from a presentation, user interactivity can be
beneficial by allowing the segmentation of the presentation into
chunks that will be more easily organized into a mental model
(Mayer & Chandler, 2001).

The act of controlling the pace of a learning material can be
problematic by itself. Indeed, using an interface to control pace is
another activity the learners must cope with at the same time as
learning the document. This added activity could be demanding
in attention and detract from the principal task of learning the doc-
ument (Hegarty, 2005). Also, the interface requires extra skills.
Learners must master its use, which may be particularly problem-
atic for people who do not usually use computers. Furthermore,
asking learners to control the pace of the learning material is sim-
ilar to asking them to have a specific relationship with it in which
they identify its most relevant information (Hegarty et al., 2007).
Consequently since interactivity involves strategies (Lowe, 1999),
the lack of appropriate strategies could lead the learners to the
problem of needing to identify and select relevant information,
and lead to increased cognitive load (Schwan & Riempp, 2004).

Because using an interface and actively selecting relevant and
transient information is cognitively demanding, in some cases
the learners prefer not to use this possibility. For example, a study
by Hasler et al. (2007) found that a group with learner control (able
to stop an animation) learnt better than a group without learner
control (unable to stop an animation), in spite of rarely using the
interactive facility. How can this result be explained since all learn-
ers were confronted with the same visualization and its transient
information? Perhaps this difference can be explained by the
instructions given to learners before the learning phase. For exam-
ple, Hegarty and her colleagues found better results for learners
asked to mentally animate a system (a flushing cistern) from static
diagrams before the learning phase than for those with no specific
instructions ( Hegarty, Kriz, & Cate, 2003; Hegarty, Narayanan, &
Freitas, 2002). They concluded that people often learn more effec-
tively if they are more active in the learning process. Similarly, in
Hasler et al.’s study, the experimenter asked some participants to
only watch the learning material, but asked others to use the inter-
face of control if necessary. In this situation, we could envisage that
the participants would not have the same perception of the learn-
ing material since the ones offered interface control have to
actively partake in the multimedia presentation in order to gauge
if a break was needed, even though they may not have used this
possibility.

1.2. Combining video and static pictures in learning procedural content

Documents presenting procedural contents describe the evolu-
tion of a phenomena or a succession of actions over time and have
several characteristics. The procedures are characterized by the
existence of a beginning and an end, and between these two
extreme points, there are a succession of steps describing each
action or some steps of the procedure. The order of these steps is
very important and an inversion can disable the execution or the
comprehension of the procedure as a whole. Therefore, using mul-
timedia presentations instead of paper-based documents could
potentially provide an alternative way for helping the learning of
procedural contents (Brunyé, Taylor, Rapp, & Spiro, 2006).

To keep the advantages of animations (i.e., for conveying
temporal information) and reduce their limitations, an alternative
format of presentation is proposed. In this format, animations are
accompanied by both spoken text and static pictures. In this way,
the depiction of micro-steps from the procedure and its natural
development are maintained. Moreover, the static pictures are
visible throughout the animation and act to limit the transience
of the animation (see Fig. 1). The negative impact of the split
attention effect (Ayres & Sweller, 2005; Chandler & Sweller, 1991;
Sweller & Chandler, 1994) between static pictures and animation



Fig. 1. Schematic representation of the learning material.
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can be avoided by using pictures that are exact copies of frames
from the video, so there is no need to integrate this identical infor-
mation. The spoken text is also useful because it provides addi-
tional information to the visual modality and permits learners to
hold their visual attention on the pictorial visualization. If the text
were written, the learners would have to share their visual atten-
tion between the text and the animation and/or static pictures.
With a spoken text, the integration of these various types of infor-
mation can be improved according to the modality principle
(Mayer & Moreno, 1998).

The third medium in this format is the pictures. Presented in
series, the static pictures remain visible until the end of each video,
hence limiting the transience of any one piece of information. Con-
sequently, the learner is able to consult them repeatedly, and at
anytime, thus reducing extraneous cognitive load caused by having
to hold information in working memory while simultaneously pro-
cessing new information Finally, the added static pictures can
replace the need for pace-control while providing permanent
pieces of information that do not require learners to act on the
learning material.

According to findings on event cognition, learners should con-
struct an internal representation composed in several discrete
steps rather than in a smooth and continuous manner (Newtson,
1973; Zacks, Tversky, & Iyer, 2001). Using a series of static pictures
in addition to videos, could produce an external representation of
procedures closer to the mental representation expected of learn-
ers than that offered when only videos are presented. In this case,
the distance is reduced between the external representation car-
ried by the learning material and the internal representation of
the content described. So, consistent with the congruence principle
(Tversky et al., 2002), the combined material should be more effi-
cient in promoting learning than visualizations composed only of
videos. The aim of the experiments described in this paper is to test
this hypothesis, by using multimedia presentations dealing with
first aid materials and procedures.
2. Experiment 1

2.1. Hypothesis

In order to test the efficiency of our alternative format, com-
posed of animated and static pictures with spoken text, we com-
pared it with two other formats: a video recording with spoken
commentary and a series of static pictures accompanied by the
same spoken commentary. We hypothesized that the alternative
(mixed) format would produce better learning outcomes than the
video, because the static pictures added to the video would limit
the transience of some information, and the alternative format
would be more effective than the static presentation, because the
static pictures would not provide enough information to the learn-
ers given the relatively complex nature of the materials to be
learnt.

2.2. Method

2.2.1. Participants
Fifty-one undergraduate students (42 females and nine males

with a mean age of 19.9 years; SD = 2.23) from the University of
Rennes 2 (France) acted as voluntary participants. None had prior
experience with the learning materials (first aid instructions) or
procedures.

2.2.2. Materials
Five video clips were selected from the commercially available

DVD ‘‘Les gestes qui sauvent” (‘‘the saving gestures”) edited by the
French Red Cross (La Croix-Rouge Française, 2003). Each of these
video clips dealt with a specific technique of first aid. The first two
explained suffocation treatment for adults (video 1) and for infants
(video 2), and the final three videos explained haemorrhage preven-
tion techniques using direct compression and pressure bandages
(video 3), pressure points (video 4), and tourniquets (video 5). Except
for video 2 (infant suffocation), all the video clips were performed by
actors playing victims, rescuers, and witnesses, in realistic dramati-
sations. Video 2 was a cartoon made with a flash-animation. All the
videos were accompanied by spoken commentary by an off-camera
voice that described and explained the actions performed by the res-
cuer at the same time as presented on screen. The total time needed
for viewing the five videos was about 6 min. Between each video clip,
the participant had to click on a ‘‘continue” button to start the next
video clip. The video clips were displayed in a 380 � 280 pixel win-
dow centred on the screen.

For two conditions, we generated static pictures by taking snap-
shots of the video clips. These pictures corresponded with the most
important steps of each procedure as determined by two experts.
Thus, three pictures (from videos 2 and 4) or four pictures (from
videos 1, 3, and 5) were associated with each video clip. At the
beginning of each sequence, the pictures were displayed together
on 248 � 188 pixel windows on the screen just under the video
window (see Fig. 2).

2.2.3. Experimental design and procedure
The multimedia presentations were developed using Adobe

Director software and presented on four PC computers, each with
a 17-in. monitor set at 1024 � 768 pixel resolution. Each computer
was equipped with earphones, keyboard, and mouse. There were
three conditions using a between-subjects design. In the first con-
dition, only the static pictures without the video were presented;
the second condition presented only the video without the static
pictures; the third condition included both the pictures and the
video. All conditions were accompanied by the same spoken com-
mentary. The participants were randomly distributed between
these three conditions. After a short welcome, each participant
was asked to fill in a paper-based questionnaire developed in order
to detect if participants had either a high level of first aid knowl-
edge or a very limited experience with computers. It should be
noted that after analysis, no participants were removed from the
study because nobody was specialist of first aid or novice with
computer interfaces.

Next, the participants were seated in front of a computer in a
room divided into cubicles. They were told to attend closely
because after viewing the learning material, questions concerning



Fig. 2. Snapshot of the material during the learning phase of the video 1.
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it would be asked. A maximum of four participants could partici-
pate in the study at the same time. Viewing the whole material
took about 6 min and only one viewing was allowed.

Then, a paper-based questionnaire composed of ten open ques-
tions was given to participants (e.g., ‘‘What do you have to do when
someone is suffocating? What is the procedure?” or ‘‘You find
someone severely bleeding so you compress the wound. But you
are alone and without a phone, so how can you raise the alert?”).
These questions were made to test both comprehension and recall
of the learning material but the test material did not differentiate
between the two. The participants could use all the time they
needed to answer the questionnaire. No access to the multimedia
presentation was allowed during this test.

2.3. Results

The assessment questionnaires were randomly blind corrected
and global scores were generated for each participant. These global
scores were marked out of 25 and were equally composed with all
questions relative to each sequence of the material. A one-way
ANOVA found significant difference between the three groups,
F(2,50) = 22.41, MSE = 11.4, p < .001, g2 = .483. A linear contrasts
analysis indicated significant differences between means for each
pair of conditions (all p < .05). The poorest results came from the
‘‘pictures only” group (M = 8.71, SD = 2.93), and the learners
assigned to the ‘‘video only” group produced intermediate results
(M = 11.41, SD = 4.37) with a medium effect size (d = 0.73) in rela-
tion to the ‘‘pictures only” group (Cohen, 1988). The best results
were produced by the participants assigned to the ‘‘video plus pic-
tures” condition (M = 16.35, SD = 2.55) which represent a large
effect size (d = 2.78) in relation to the ‘‘picture only” group as well
as in relation to the ‘‘video only” group (d = 1.38).

2.4. Conclusion

As predicted, the alternative format (video plus pictures) outper-
formed the two other formats. Because static pictures should com-
pensate for the transience of animations, they were found to be
effective when added to videos. However, the static pictures alone
seemed to be unable to convey enough information as the group
viewing only the pictures performed the worst of all conditions, even
when compared to a traditional animation (video). Beyond the
assumption of the limitation of transience when adding static pic-
tures to videos, there could be another explanation of this result.
The series of static pictures added to videos could be beneficial
because the steps depicted in pictures were actually the most crucial
steps of the procedure described. As supposed in event cognition,
learners are prone to construct mental representation of events as
composed by several discrete steps rather than a continuous man-
ner. Therefore, the precise number of pictures shown should be
important. In a second experiment, we investigated the impact of
the actual number of supporting pictures shown. We also tested
the manner in which these pictures were presented by using either
a static or dynamic presentation of the static pictures.
3. Experiment 2

3.1. Hypothesis

According to event cognition, when learners are asked to seg-
ment a procedural video in the finest grain (i.e., with a high num-
ber of sections), they obtain better results than when they are
asked to segment on more coarse grain (Hanson & Hirst, 1989).
We argue that presenting many static pictures in addition to a
video presentation should lead to a similar advantage. In this case,
the external representation would be closer to the expected inter-
nal representation, and thus contribute to fostering the congruence
principle of the presentation. So, we expected to observe a
superiority of the presentation of more pictures (high frequency
condition) over the condition where fewer pictures were shown
(low-frequency condition). With regard to the second factor (i.e.,
the type of appearance), we expected the dynamic appearance of
pictures to outperform the static presentation. We based this
assumption on the temporal contiguity effect that considers the
benefit of synchronising complementary information from both
the visual and the auditive channel (Ginns, 2006; Mayer, 2001).
In the static condition, all pictures were presented simultaneously
from the beginning of each video. In the dynamic condition, the
pictures were presented one-by-one in synchronisation with the
video and its spoken commentary. This sequential presentation
could serve for guiding visual attention on the learning material
(Jamet, Gavota, & Quaireau, 2008). In this case, the visual explora-
tion during learning is helped because each picture can be
observed only when the corresponding information is available.
As each picture remained visible from its appearance to the end
of the video, the advantage of maintaining transient information
should be preserved. Thus, we expected to observe an advantage
of presenting dynamically the pictures in each series, rather than
statically.
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3.2. Method

3.2.1. Participants
Seventy two undergraduate students (56 females and 16 males

with a mean age of 20.7 years; SD = 2.35) from the University of
Rennes 2 (France) volunteered to participate in this study.

3.2.2. Materials
The apparatus was identical to Experiment 1, and the material

presented to participants was based on the ‘‘video plus picture” con-
dition from Experiment 1. The two factors tested were static vs.
dynamic presentations of the supporting pictures and low vs. high
frequency. Static vs. dynamic presentations concerned the manner
by which the pictures appeared positioned under the video on the
computer’s screen. In the static condition, all pictures were pre-
sented simultaneously on the screen at the beginning of the anima-
tion and for the entire duration of each of the five clips constituting
the presentation. Under the dynamic condition, the pictures
appeared sequentially at the specific times corresponding to the
occasions when they occurred in the procedure, as described by
the video and the spoken commentary. After appearing, each picture
remained visible until the end of each video clip. The factor ‘‘fre-
quency” was related to the number of pictures presented. In the
low-frequency condition, only the pictures corresponding to the
most crucial steps of each procedure were displayed, that is three
pictures (videos 2 and 4) or four pictures (videos 1, 3, and 5) per video
clip. In the high frequency condition, in addition to the pictures from
the low-frequency condition, additional pictures corresponding to
the intermediate steps between pairs of major steps were added.
In this way, six pictures (videos 2 and 4) or eight pictures (videos
1, 3, and 5) per video clip were presented in the high frequency con-
dition. In all conditions, spoken commentaries were identical.

3.2.3. Experimental design and procedure
Both static vs. dynamic and low vs. high frequency conditions

were between-subjects factors. Each participant was randomly dis-
tributed into one of the four experimental groups. The apparatus,
the preliminary questionnaire, and the assessment test were iden-
tical to Experiment 1.

3.3. Results

After analysing the preliminary questionnaire, two participants
were eliminated from the study because they produced a suffi-
ciently high score to be considered as expert in first aid, leaving
18 participants in both the ‘‘static/low frequency” and ‘‘dynamic/
low frequency” groups and 17 participants in both the ‘‘static/high
frequency” and ‘‘dynamic/high frequency” groups. As in Experi-
ment 1, test scores were obtained from a paper-based question-
naire at the end of the study. A 2 � 2 ANOVA indicated a main
static vs. dynamic effect with a better performance for the dynamic
(M = 16.4, SD = 2.83) over the static condition (M = 14.2, SD = 3.72),
F(1,66) = 8.32, MSE = 9.97, p = .005, d = 0.66. The main effect of low
vs. high frequency indicated a significantly better performance for
the low frequency (M = 16.2, SD = 3.34) than for the high frequency
condition (M = 14.4, SD = 3.36), F(1,66) = 5.92, MSE = 9.97, p = .01,
d = 0.54. The interaction between these two factors was not signif-
icant, F(1,66) = 2.66, ns.

3.4. Conclusion

The learners from the dynamic group outperformed learners of
the static condition at the post-test questionnaire. As expected, the
dynamic appearance of pictures seemed to improve learning of the
material. That is particularly true when learners were in the high
frequency condition, despite the fact that no statistically signifi-
cant interaction was found, only an interaction trend. When
assigned to the high frequency condition, the effect of the factor
is strong in favour of the dynamic group. The second simple effect
observed was surprising because it was against our hypothesis. For
the segmentation frequency condition, learners from the low-fre-
quency group outperformed those from the high frequency group.
As suggested by the interaction trend, this effect is particularly
strong with learners from the static groups compared with learners
from the dynamic groups.
4. General discussion

In the first experiment, evidence for the beneficial use of the
combination of video and static pictures from the video was found.
Learners of the hybrid group performed better in the assessment
phase than those from the video-only group. Thus, the addition
of static pictures in the interface seems to be particularly benefi-
cial, and is an improvement of the original video-only format. This
point is very interesting because it shows that the original com-
mercial presentation is not the best manner for conveying this type
of information. Our hybrid format has caused a better learning of
the verbal description of the procedures. The combination of video
and static pictures seems to be the crucial point. Evidence for this
important combination was provided by the result found when
comparing the only pictures group with other formats. The lowest
post-test scores were obtained by pictures-only group. We can
conclude that the static pictures are particularly useful when
added to video but when the pictures are presented without video,
they are not beneficial. Moreover, the presentation of the video
alone produced better results then the presentation of the series
of pictures alone. Thus, in our experiment, the dynamic informa-
tion carried by the videos seems to be necessary for learning the
material. The pictures can only be useful when associated with vid-
eos because they are complementary.

In the second experiment, we studied the effect of the static pic-
tures’ features. We manipulated the number of pictures shown in
each series, or in other words the segmentation frequency of the
procedures described in the learning material. On this point, in
accordance with the literature on event cognition, we hypothe-
sised a superiority of the higher frequency condition (i.e., present-
ing many pictures). The data we have collected gave the opposite
result: we observed a significant superiority for the low-frequency
condition. Under this circumstance, we must consider a re-exami-
nation of the impact of the number of pictures during the learning.
From the cognitive load point of view, showing too many pictures
could increase extraneous load and consequently have a harmful
effect on learning performance. This assumption is supported by
the finding of absence of negative effect when the high frequency
condition is crossed with the dynamic appearance of static pictures
within each series. In this case, since the pictures were sequentially
presented all along each sequence (i.e., from an empty screen, only
the video had started then the pictures were presented one-by-one
synchronized with video), there is not a perceptual overload during
learning. Similarly, when fewer pictures are presented (in the low-
frequency condition), the mode of appearance is not crucial. In our
experiment, it is probable that in the low-frequency condition, the
small number of pictures did not cause sufficient difficulty for
visual exploration, even when presented in a static manner.
Despite the interaction between the factors, mode of appearance
and segmentation frequency not being statistically significant,
the trend provides some plausible insights, which could be inves-
tigated further. For example, it is likely that, in the static condition,
learners watch all of a series of pictures as soon as the video starts,
without waiting for the appropriate time. Therefore, when they
think about the pictures, they cannot watch the video and may lose
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some information. In a future study, it could be relevant to observe
the process of visual exploration during learning by using online
measures with an eye-tracking device (see Rayner, 1998, for a
review).

Another aspect we have to consider is related with the level of
cognitive load involved during learning. Using a subjective evalua-
tion of level of cognitive load with a post-questionnaire, such as
NASA-TLX (Tsang & Velasquez, 1996), Workload Profile (Hart &
Staveland, 1988), or the 9-point mental rating scale developed by
Paas (1992), should inform us of the difference in cognitive load
across conditions ( Paas, Tuovinen, Tabbers, & Van Gerven, 2003;
Paas & Van Merrienboer, 1993; Paas, Van Merrienboer, & Adam,
1994). This type of measure may indicate whether the low assess-
ment performances in some conditions are related with the level of
cognitive load. It is possible that the act of presenting static pic-
tures near videos could be beneficial because the pictures highlight
to learners the crucial steps of an unknown procedure, rather than
maintaining transient information. For novice learners it may be
difficult for them to extract some relevant information among
the continuous flow of the animation. If, the main function of static
pictures was to stress the important points of the procedure, indi-
cating these points by another way (e.g., colours coding, perceptual
cues, keywords. . .) should produce similar results.

The results found in this study are promising. Much of the
research in the field have compared static diagrams with anima-
tions only, and have not combined the two formats. However, com-
bining them together under certain conditions have produced the
best learning outcomes than either format presented individually.
Consequently future research should be conducted to test the
effectiveness of the hybrid approach to other learning domains.
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