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AbstractRetrieval e�ciency and accuracy are two important issues in designing a content-baseddatabase retrieval system. We propose a method for trademark image database retrievalbased on object shape information that would supplement traditional text-based retrievalsystems. This system achieves both the desired e�ciency and accuracy using a two-stagehierarchy: in the �rst stage, simple and easily computable shape features are used to quicklybrowse through the database to generate a moderate number of plausible retrievals whena query is presented; in the second stage, the candidates from the �rst stage are screenedusing a deformable template matching process to discard spurious matches. We have testedthe algorithm using hand drawn queries on a trademark database containing 1; 100 images.Each retrieval takes a reasonable amount of computation time (� 4-5 seconds on a SunSparc 20 workstation). The top most image retrieved by the system agrees with that obtainedby human subjects, but there are signi�cant di�erences between the ranking of the top-10images retrieved by our system and the ranking of those selected by the human subjects.This demonstrates the need for developing shape features that are better able to capturehuman perceptual similarity of shapes. An improved heuristic has been suggested for moreaccurate retrievals. The proposed scheme matches �lled-in query images against �lled-inimages from the database, thus using only the gross details in the image. Experiments withdatabase images used as query images have shown that matching on the �lled-in databaseextracts more images within the top-20 retrievals that have similar content. We believethat developing an automatic retrieval algorithm which matches human performance is anextremely di�cult and challenging task. However, considering the substantial amount oftime and e�ort needed for a manual retrieval from a large image database, an automaticshape-based retrieval technique can signi�cantly simplify the retrieval task.| Key words: Image database, trademarks, logos, deformable template, moment invariants,shape similarity. 1



1 IntroductionDigital images are a convenient media for describing and storing spatial, temporal, spectral, andphysical components of information contained in a variety of domains (e.g., aerial/satellite imagesin remote sensing, medical images in telemedicine, �ngerprints in forensics, museum collectionsin art history, and registration of trademarks and logos) [1]. A typical database consists ofhundreds of thousands of images, taking up gigabytes of memory space. While advances inimage compression algorithms have alleviated the storage requirement to some extent, largevolumes of these images make it di�cult for a user to quickly browse through the entire database.Therefore, an e�cient and automatic procedure is required for indexing and retrieving imagesfrom databases.Traditionally, textual features such as �lenames, captions, and keywords have been used toannotate and retrieve images. But, there are several problems with these methods. First ofall, human intervention is required to describe and tag the contents of the images in terms of aselected set of captions and keywords. In most of the images there are several objects that couldbe referenced, each having its own set of attributes. Further, we need to express the spatialrelationships among the various objects in an image to understand its content. As the size of theimage databases grow, the use of keywords becomes not only cumbersome but also inadequateto represent the image content. The keywords are inherently subjective and not unique. Often,the preselected keywords in a given application are context dependent and do not allow for anyunanticipated search. If the image database is to be shared globally then linguistic barriers willrender the use of keywords ine�ective. Another problem with this approach is the inadequacy ofuniform textual descriptions of such attributes as color, shape, texture, layout, and sketch.Although content-based image retrieval is extremely desirable in many applications, it is avery di�cult problem. The ease with which humans capture the image content and how they doit have not been understood at all to automate the procedure. Problems arise in segmenting theimages into regions corresponding to individual objects, extracting features from the images thatcapture the perceptual and semantic meanings, and matching the images in a database with aquery image based on the extracted features. Due to these di�culties, an isolated image content-based retrieval method can neither achieve very good results, nor will it replace the traditionaltext-based retrievals in the near future.In this paper we address the problem of e�ciently and accurately retrieving images from adatabase of trademark images purely based on shape analysis. Since we desire a system thathas both high speed and high accuracy of retrievals, we propose a two-tiered hierarchical imageretrieval system. Figure 1 shows a block diagram of our proposed image retrieval scheme. Weassume that a prior text-based retrieval stage exists that reduces the search space from hundredsof thousands of trademarks to a few thousand. The content-based scheme is applied to this pruneddatabase. The �rst stage computes simple image features to prune the database to a reduced2



set of plausible matches. As simple shape features are used in screening the image database,this �rst stage can be performed very fast. The small set of plausible candidates generated bythe fast screening stage is then presented to a detailed matcher in the second stage. This stageuses a deformable template model to eliminate false matches. The proposed hierarchical content-based image retrieval algorithm has been tested on a trademark image database containing 1; 100images. Our retrieval system is insensitive to variations in scale, rotation, and translation. Inother words, even if a query image di�ers from its stored representation in the database in itsorientation, position, or size, the image retrieval system is able to correctly retrieve it.
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Figure 1: A hierarchical image retrieval system.The outline of the paper is as follows. Section 2 briey reviews relevant literature on content-based image database retrieval. In section 3 we present our image database and describe thechallenges in matching trademark images based on their shape. We describe the proposed hier-archical retrieval system in section 4. Experimental results on a digital trademark database arepresented in section 5. Section 6 presents the conclusions and some ideas for future research.2 Literature ReviewMuch of the past research in content-based image retrieval has concentrated on the feature ex-traction stage. For each database image, a feature vector which describes various visual cues,such as shape, texture, and color is computed. Given a query image, its feature vector is calcu-lated and those images which are most similar to this query based on an appropriate distancemeasure in the feature space are retrieved. Traditional image matching schemes based on imagedistance or correlations of pixel values are in general too expensive and not meaningful for suchan application. 3



Various schemes have been proposed in the literature for shape-based representation and re-trieval. These include shape representation using polygonal approximation of the shape [2] andmatching using the polygonal vertices; shape matching using relaxation techniques [3] to �ndacceptable combinations of matches between pairs of angles on two shapes; image representationon the basis of strings [4, 5] and employing string matching techniques for retrieval; comparingimages using the Hausdor� distance [6] that measures the extent to which each point in a storeddatabase image lies near some point of the query and vice versa; point matching techniques [7]that extract a set of distinctive local features from the query and the model, and then match theresulting point patterns; image registration by matching relational structures [8] that are used torepresent images; shape matching based on chord distributions [9] that uses chord length distri-bution for image matching; image representation using Codons [10] that uses continuous curvesegments in an image that are separated by concave cusps to represent the object shape; matchingobjects using Fourier descriptors [11]; and object matching using invariant moments [12].The above techniques rely on a single model and its associated features to describe theobject shape. A major limitation of using a single shape model in image database retrievalis that it might not be possible to extract the corresponding features in a given applicationdomain. Moreover, many of the shape features are not invariant to large variations in imagesize, position, and orientation. When we consider large image databases, retrieval speed is animportant consideration. We, therefore, need to identify shape features which can be e�cientlycomputed and which are invariant to 2D rigid transformations.Retrieval based on a single image attribute often lacks su�cient discriminatory information.As we consider large databases, we need to extract multiple features for querying the database.Recently, attempts have been made to develop general purpose image retrieval systems basedon multiple features that describe the image content. These systems attempt to combine shape,color, and texture cues for a more accurate retrieval. We briey review a few of these systemsreported in the literature.� QBIC: The QBIC (Query By Image Content) system allows users to search through largeonline image databases using queries based on sketches, layout or structural descriptions,texture, color, and sample images. Therefore, QBIC techniques serve as a database �lterand reduce the search complexity for the user. These techniques limit the content-basedfeatures to those parameters that can be easily extracted, such as color distribution, texture,shape of a region or an object, and layout. The system o�ers a user a virtually unlimitedset of unanticipated queries, thus allowing for general purpose applications rather thancatering to a particular application. Color- and texture-based queries are allowed for bothimages and objects, whereas shape-based queries are allowed only for individual objectsand layout-based queries are allowed only for an entire image.4



� Photobook: Photobook is a set of interactive tools for browsing and searching an imagedatabase. The features used for querying can be based on both text annotations andimage content. The key idea behind the system is semantics-preserving image compression,which reduces images to a small set of perceptually signi�cant coe�cients. These featuresdescribe the shape and texture of the images in the database. Photobook uses multipleimage features for querying general purpose image databases. The user is given the choiceto select features based on the appearance, shape, and texture to browse through largedatabases. These features can be used in any combination and with textual features toimprove the e�ciency and accuracy of the retrievals.� STAR: STAR (System for Trademark Archival and Retrieval) [13] uses a combination ofcolor and shape features for retrieval purposes. The color of an image is represented interms of the R, G, and B color components, whereas the shape is represented in termsof combination of outline-based features (sketch of the images) and region-based features(objects in an image). The features used to describe both the color and shape in an imageare non-information preserving or ambiguous in nature and hence they cannot be used toreconstruct the image. However, they are useful as approximate indicators of shape andcolor.� Learning-based Systems: A general purpose image database system should be able toautomatically decide on the image features that are useful for retrieval purposes [14]. Minkaand Picard [15] describe an interactive learning system using a society of models. Insteadof requiring universal similarity measures or manual selection of relevant features, thisapproach provides a learning algorithm for selecting and combining groupings of the data,where these groupings are generated by highly specialized and context-dependent features.The selection process is guided by a rich user interaction where the user generates bothpositive and negative retrieval examples. A greedy strategy is used to select a combinationof existing groupings from the set of all possible groupings. These modi�ed groupings aregenerated based on the user interactions, which over a period of time, replace the initialgroupings that have very low weights. Thus, the system performance improves with timethrough user interaction and feedback.While multiple cue-based schemes prove more e�ective than single cue-based retrieval systems,content-based retrieval still faces many problems and challenges. There is no one way to decidewhat cues (color, shape, and texture) to use or what feature models (color histograms, referencecolors, etc.) to use for a particular application. Another challenge is the problem of integration ofretrievals from multiple independent cues. In the case of trademark images, color does not playa useful role in distinguishing between various marks. The design marks are registered as binaryimages with the United States Patent and Trademarks O�ce (USPTO). When searching for a5



conict, the USPTO bases its decision on the shape information present in the binary images.Thus, cues like color and texture are not applicable for query purposes. We feel that multiplefeature models for a particular cue (shape) can improve the retrieval accuracy just as the use ofmultiple cues does. We, therefore, need to investigate multiple shape models for the retrieval oftrademark images. In the next section, we describe the various challenges in matching trademarkimages based on their shape.3 Trademark DatabaseTrademarks represent a gamut of pictorial data. There are over one million registered trademarksin the U.S. alone. A trademark is either a word, phrase, symbol or design, or combination ofwords, phrases, symbols or designs, which identi�es and distinguishes the source of goods orservices of one party from those of others. A service mark is the same as a trademark exceptthat it identi�es and distinguishes the source of a service rather than a product [16]. Most ofthe trademarks are abstract representations of concepts in the world, like abstract drawings ofanimals, or physical objects (Sun, Moon, etc.). It is extremely challenging and instructive tostudy and address the issue of image database retrieval on this huge source of complex pictorialdata.3.1 Search for Conicting MarksBefore a mark is registered with the USPTO, an examining attorney conducts a search forconicting marks. Usually, it is not necessary for an applicant to conduct a search for conictingmarks prior to �ling an application. The application fee covers processing and search costs, andis not refunded in the event a conict is found and the mark cannot be registered.To determine whether there is a conict between two marks, the USPTO determines whetherthere would be a likelihood of confusion, i.e., whether relevant consumers would be likely toassociate the goods or services of one party with those of the other party as a result of the useof the marks at issue by both parties [17]. The principal factors to be considered in reaching thisdecision are the similarity of the marks and the commercial relationship between the goods andservices identi�ed by the marks [17]. In order for a conict to occur, it is not necessary that themarks be very similar when subjected to side-by-side comparison, but the issue is whether themarks are su�ciently similar to produce a likelihood of confusion with regard to the source ofthe goods or services. Thus, marks representing similar meanings and used to sell similar goodsor services may cause a confusion among the general public. While evaluating the similaritiesbetween the marks, emphasis must be placed on the recollection of the average purchaser whomay normally retain a general impression rather than any speci�c detail of the trademark.6



In case of design marks (trademarks consisting of symbols and designs), the issue of similarityis primarily based on visual similarity. Here consideration must be placed on the fact that thepurchaser's recollection of the mark is of a general and hazy nature. Figure 2 shows a fewpictures of trademarks that were considered for opposition based on their visual similarity. Forfurther details on these and other cases, please refer to the trademark manual for examiningprocedures [17].
(a)
(b)Figure 2: Trademarks considered for opposition by the USPTO; (a) �ve registered marks, (b)registration for the �rst three new trademarks was refused by the USPTO because of theirsimilarity to images in (a), whereas the last two were accepted.The TRADEMARKSCAN Design Code Manual [18] has been developed by Thomson andThomson to assist an applicant in �nding trademarks that have, or are, speci�c designs. Asearch mechanism based on design codes associated with the trademarks is incorporated in theCD-ROMS stored at depository libraries in each of the 50 States. Trademarks are organized ina three-layered hierarchical structure. The highest level consists of 30 main categories (includingcelestial bodies, human beings, animals, geometric �gures and solids, foodstu�s, etc). Eachcategory is further divided into divisions (the second level of the hierarchy), which are furtherdivided into sections. Every trademark is assigned as many six-digit design codes (two digitscorresponding to each of the levels) as possible. For example, the category celestial bodies isdivided into divisions such as stars and comets (01:01), constellations and starry sky (01:03),sun (01:05), etc. Similarly, the division sun is divided into sections such as sun rising or setting(01:05:01), sun with rays or halo (01:05:02), sun representing a human face (01:05:03), etc. Itcan be seen that a trademark can be assigned more than one design code. For example, �gure 3shows a trademark with a sun in a �lled square background. It will thus have two design codescorresponding to the �lled square and sun with rays. The CD-ROM based search procedure uses7



these design codes to search the database of current and pending trademarks to retrieve othermarks with a similar design code as that of the query.
Figure 3: Example of a trademark with multiple design codes.The current search strategy is based on manually assigning as many design codes as possibleto the query (by referring to the design code manual) and then conducting the search based onthe design codes at the Patent Depository Libraries. This search quite often retrieves tens ofthousands of marks for a single query due to the presence of multiple design codes for a trademark.An additional, content-based scheme is therefore required to rank order these retrieved marksaccording to their visual similarity to the query trademark. We address this issue of an e�cientcontent-based (shape-based) retrieval. A drawback of such a system is that it cannot handlesimilarities between a design mark and a word mark. For example, a design mark of a lion canbe confused with a word mark, \lion". Identifying semantics from binary images is an extremelydi�cult task and we do not attempt to solve the problem. We assume that the design code basedsearch would identify logically similar marks. Our goal is to extract visually similar marks fromthe large set of design marks that are retrieved after a search based on the design codes.3.2 Image DatabaseThe image database used in this study was created by scanning a large number of trademarksfrom several books [19, 20, 21]. About 400 images were scanned at MSU while 700 more werescanned at Siemens Corporate Research, Princeton. The database consists of these 1; 100 images.A design mark is registered in a binary form at the USPTO. Therefore, we have converted ourscanned gray level images to binary images using a global threshold. The threshold was deter-mined empirically. The 400 trademarks gathered at MSU were scanned using a Hewlett PackardScanjet IIcx atbed scanner at a resolution of roughly 75 dpi. The images are approximately200�200 pixels in size. The images scanned at Siemens Corporate Research are 500�500 pixelsin size. The trademarks in our database were selected so that many of them have similar per-ceptual meaning to make the shape-based retrieval problem more challenging. These trademarksencompass a wide variety of objects; some are based on the alphabets of the English language,while others represent the Sun, Earth, humans, eyes, animals, etc.
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3.3 Di�culties in Shape-based MatchingIn practice, an attorney decides whether two trademarks are su�ciently similar to cause a (legal)infringement. The goal of the proposed retrieval system is to present to the user a subsetof database images that are visually similar to the query. The aim is that all the registeredtrademarks that may cause a conict to the query image be included in the retrieved images.We assume that a design code-based search has already been implemented, so some pruning ofthe database has been done. As mentioned earlier, a major drawback of the search based onthe design codes is that it produces too many marks that have the same design code, regardlessof the visual appearance of these marks. Thus, there is a need for an e�cient content-based(shape-based) retrieval to present only meaningful database images to the user.A major challenge of the content-based retrieval is that trademarks that appear to be per-ceptually similar need not be exactly similar in their shape. In fact, it is extremely di�cult tode�ne and capture perceptual similarity. Experiments in classi�cation of visual information [22]have illustrated how di�erent people classify the same pictorial data into di�erent classes. Theseexperiments further illustrate how di�erent samples of visual representations and di�erent clas-si�cation goals can produce di�erent taxonomies. We de�ne perceptual similarity in terms of theconcepts the trademarks represent. Thus, two images of a bear are termed as similar and an idealsystem should be able to retrieve them when an image of a bear is presented to the system. Infact, two trademarks that might produce a conict need not have a high pixel-based correlationvalue. As an example, �gure 4(a) shows two images of a bullhead. Although, these two imageshave the same perceptual meaning, they have a low correlation value. While one image is a�lled head, the other is just an outline with some interior details. Figure 4(b) shows anotherpair of perceptually similar marks that have a low image correlation. While both the marks in�gure 4(b) show a bear holding similar objects (a bottle in the �rst case, and a glass of wine anda bottle in the second), they are markedly di�erent because of the direction in which the headis pointing, the di�erence in the shape of bottles they are holding, and the manner in which thebottles are being held. While humans can easily identify these images as containing a bear, it isextremely di�cult for a computer vision system to identify such objects automatically. As an-other example, �gure 4(c) shows an image of a Panda bear that is made up of a number of partsrather than a single component. Though, we use Gestalt principles and top-down processingto identify the presence of a bear in this �gure, such identi�cation capabilities are not presentin the state-of-the-art computer vision systems. As a �nal example, �gure 5 presents severaltrademark images containing corn and wheat, that are perceptually similar but are markedlydi�erent in their appearance. While some of these images are made up of a single component,others are made up of multiple components. Since, a content-based retrieval system cannot byitself retrieve perceptually similar images, we believe that such a system should be augmentedby traditional text-based approaches to facilitate the search and retrieval tasks.9



(a) (b) (c)Figure 4: Perceptually similar images; (a) two images of bull head, (b) two images of a bearholding a bottle, (c) a Panda bear.

Figure 5: Images of wheat and corn that vary in their appearance.4 Hierarchical System for E�cient RetrievalWe describe a system to extract visually similar trademarks from a database of design marks.The goal of the system is to present to the user all possible similar design marks that resemblein shape to the query trademark. Logically equivalent marks (such as a design of a lion and theword mark, lion) are extremely di�cult to identify and our system does not tackle the issue.Retrieval speed and accuracy are two main issues in designing image databases. Systemaccuracy can be de�ned in terms of precision and recall rates. A precision rate can be de�ned asthe percent of retrieved images similar to the query among the total number of retrieved images.A recall rate is de�ned as the percent of retrieved images which are similar to the query amongthe total number of images similar to the query in the database. It can be easily seen that bothprecision and recall rates are a function of the total number of retrieved images. In order to havea high accuracy, the system needs to have both high precision and high recall rates. Although,simple image features can be easily and quickly extracted, they lack su�cient expressivenessand discriminatory information to determine if two images have a similar content. Thus, thereusually exists a trade-o� between speed and accuracy.In order to build a system with both high speed and accuracy, we use a hierarchical two-levelfeature extraction and matching structure for image retrieval (Fig. 1). Our system uses multiple10



shape features for the initial pruning stage. Retrievals based on these features are integrated [23]for better accuracy and higher system recall rate. The second stage uses deformable templatematching to eliminate false retrievals present among the output of the �rst stage, thereby im-proving the precision rate of the system.4.1 Image AttributesIn order to retrieve images, we must be able to e�ciently compare two images to determine if theyhave a similar content. An e�cient matching scheme further depends upon the discriminatoryinformation contained in the extracted features.Let fF(x; y); x; y = 1; 2; :::; Ng be a two-dimensional image pixel array. For color images,F(x; y) denotes the color value at pixel (x; y). Assuming that the color information is representedin terms of the three primary colors (Red, Green, and Blue), the image function can be writtenas F(x; y) = fFR(x; y); FG(x; y); FB(x; y)g. For black and white images, F(x; y) denotes the grayscale intensity value at pixel (x; y). Let f represent a mapping from the image space onto then-dimensional feature space, x = fx1; x2; :::; xng, i.e.,f : F! x;where n is the number of features used to represent the image. The di�erence between twoimages, F1 and F2, can be expressed as the distance, D, between the respective feature vectors,x1 and x2. The choice of this distance measure, D is critical and domain-dependent. The problemof retrieval can then be posed as follows: Given a query image P, retrieve a subset of the images,M from the image database, S (M� S), such thatD(f(P); f(M)) � t; M 2 M;where t is a user-speci�ed threshold. Alternatively, instead of specifying the threshold, a usercan ask the system to output, say, the top-twenty images which are most similar to the queryimage.4.2 Fast Pruning StageIt is desirable to have an image retrieval system which is insensitive to large variations in imagescale, rotation, and translation. Hence, the pruning stage has to be not only fast but should alsoextract invariant features for matching. We have tried a few schemes reported in the literature,but found them inadequate for the given application. For example, shape features based onthe turning edge angles [24] on the object boundary require the object to have only one closedboundary. Design marks are usually stylistic with many �ne details and turning angle features11



are not su�cient to capture the �ne details in the image due to coarse sampling. Increasingthe sampling rate improves the system accuracy to an extent, but drastically e�ects the speedof comparisons. Moreover, at higher sample rates, the turning angles cannot be computede�ciently. We also tried to use the Principal Component Analysis (PCA) method to extract theshape features, which has been used to organize and index large image databases [25]. However,this approach also does not adequately capture the shape characteristics of our binary images.The PCA method merely computes the image distance in a reduced space (compared to theN2-dimensional feature space for an N � N image), Perceptually similar images as shown inFigures 4 and 5 cannot be classi�ed as those belonging to the same class with a simple imagecorrelation method. Based on a detailed empirical study, we have decided to use the followingshape features.� Edge Angles: A histogram of the edge directions [23, 26] is used to describe global shapeinformation.� Invariant Moments: The global image shape is also described in terms of seven invariantmoments [12, 26].4.2.1 Edge DirectionsA histogram of the edge directions is used to represent the shape attribute. The edge informationcontained in the database images is extracted o�-line using the Canny edge operator [27] (with� = 1 and Gaussian masks of size = 9). The corresponding edge directions are quantized into 72bins of 5� each. The Euclidean distance metric is used to compute the dissimilarity value betweentwo edge direction histograms. A histogram of edge directions is invariant to translations in animage. The positions of objects in an image have no e�ect on the edge directions. In orderto achieve invariance to scale, we normalize the histograms with respect to the number of edgepoints in the image. A shift of the histogram bins during matching partially takes into accounta rotation of the image. But, due to the quantization of the edge directions into bins, the e�ectof rotation is more than a simple shift in the bins. To reduce this e�ect of rotation, we smooththe histograms as follows: Is[i] = Pi+kj=i�k I[j]2k + 1 ; (1)where Is is the smoothed histogram, I is the original histogram, and the parameter k determinesthe degree of smoothing. In our experiments we used k = 1.Fig. 6 shows three database images ((a) and (b) are perceptually similar to each other but(c) is di�erent from (a) and (b)), their respective edge images ((d)-(f)), and the edge anglehistograms ((g)-(i), 36 bin histograms are shown here). Let De denote the edge direction-baseddissimilarity between two images. The pairwise dissimilarity value are as follows: De(g; h) =12



0:065, De(g; i) = 0:69, De(h; i) = 0:70. Note that De(g; h) < De(g; i) and De(g; h) < De(h; i).These pairwise dissimilarity values capture the perceptual similarity for these three images.
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0 5 10 15 20 25 30 35(c) (f) (i)Figure 6: An example of shape representation using edge directions; (a)-(c) show 3 databaseimages, (d)-(f) their corresponding edge images, and (g)-(i) their corresponding edge directionhistograms.4.2.2 Invariant MomentsWe also represent the shape of an image in terms of 7 invariant moments. These features areinvariant under rotation, scale, translation, and reection of images and have been widely usedin a number of applications due to their invariance properties [12]. For a 2-D image, f(x; y), thecentral moment of order (p+ q) is given by�pq =Xx Xy (x� x)p(y � y)qf(x; y): (2)Seven moment invariants (M1-M7) based on the 2nd- and 3rd-order moments are given as follows:
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M1 = (�20 + �02),M2 = (�20 � �02)2 + 4�211,M3 = (�30 � 3�12)2 + (3�21 � �03)2,M4 = (�30 + �12)2 + (�21 + �03)2,M5 =(�30 + �12)(�30 � 3�12)[(�30 + �12)2 � 3(�21 + �03)2]+(3�21 � �03)(�21 + 3�03)[3(�03 + �21)2 � (�21 � �03)2],M6 = (�20 � �02)[(�30 + �12)2 � (�21 + �03)2+4�11(�30 + �12)(�21 + �03),M7 = (3�21 � �03)(�30 + �12)[(�30 + �12)2 � 3(�21 + �03)2]�(�30 � 3�12)(�21 + �03)[3(�03 + �21)2 � (�21 � �03)2].M1 throughM6 are invariant under rotation and reection. M7 is invariant only in its absolutemagnitude under a reection. Scale invariance is achieved through the following transformations.M 01 = M1=n; M 02 = M2=r4; M 03 = M3=r6; M 04 = M4=r6;M 05 = M5=r12; M 06 = M6=r8; M 07 = M7=r12;where n is the number of object points and r is the radius of gyration of the object:r = (�20 + �02)1=2:Fig. 7 shows 3 database images ((a) and (b) are perceptually similar to each other but (c)is di�erent from (a) and (b)). Let Dm denote the moments-based dissimilarity between a pairof images. The pairwise dissimilarity values are as follows: Dm(a; b) = 0:033, Dm(a; c) = 0:85,Dm(b; c) = 0:85. Note that Dm(a; b) < Dm(a; c) and Dm(a; b) < Dm(b; c) which correctly followsthe perceptual similarity for these three images.
(a) (b) (c)Figure 7: An example of shape representation using invariant moments; (a)-(c) show 3 databaseimages.
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4.2.3 Integration of Image AttributesUse of a single image attribute for retrieval may lack su�cient discriminatory information andmight not be able to support large variations in image orientation and scale. In order to increasethe accuracy of the retrievals, it is often necessary to integrate the results obtained from thequery based on individual shape features.The edge direction-based matching takes into consideration the boundary of the objectswhereas invariant moments are de�ned over an entire object region. By integrating the twodi�erent object shape attributes, we can, therefore, retrieve those images that resemble thequery in either the boundary or its entirety.We have integrated the results of the two di�erent shape-based retrievals by combining theassociated dissimilarity values. Let Q be a query image and I be a database image. Let De be thedissimilarity index between Q and I on the basis of edge directions and Dm be the dissimilarityindex between Q and I on the basis of invariant moments. We de�ne an integrated dissimilarityindex Dt between Q and I as, Dt = we �De + wm �Dmwe + wm ; (3)where we and wm are the weights assigned to the edge direction-based dissimilarity and theinvariant moment-based dissimilarity, respectively. Given a query, the set of top-twenty retrievedimages on the basis of the total dissimilarity index Dt is presented to the user. In the currentimplementation, we have used equal weights (wc = ws = 1). Another method of determiningthe weights is based on the accuracies of the individual feature-based retrievals. We observedthat the retrievals based on edge direction histograms are generally more accurate than moment-based features and this fact can be used to assign a higher weight to the edge direction-baseddissimilarity values.One of the di�culties involved in integrating di�erent distance measures is the di�erence inthe range of associated dissimilarity values. In order to have an e�cient and robust integrationscheme, we normalize the two dissimilarity values to be within the same range of [0; 1]. Thenormalization is done as follows:D0s(i; j) = (Ds(i; j)� distmin)(distmax� distmin) ; (4)where Ds is the dissimilarity value between the ith query and the jth database image, anddistmin and distmax are the minimum and the maximum dissimilarity values of the queryimage to the database images, respectively.In order to measure the accuracy of the retrievals of the pruning stage, we conducted thefollowing experiments with rotated, scaled, and noisy versions of each database image [23].� Rotated (R): Every image in the database was rotated arbitrarily and then presented as15



the query image.� Scaled (S): Every image in the database was scaled and presented as the query image.� Noisy (N): A uniform i.i.d. additive noise model was used to change either 5% of the pixelvalues (regions for moments) or 5% of the edge orientations (addition of noise to edges inthe case of edge directions).Tables 1 and 2 present the results of the retrieval using shape features based on the edgedirection histograms and the invariant moments. We notice that both the individual shapefeatures are not very e�ective in retrieving rotated images. The performance of these shape-based features is better for scaled and noisy images. The results of the integrated query arepresented in Table 3. For retrieving scaled and noisy images, the topmost retrieved image isthe correct result for each of the presented query. In the case of rotated images, the querymatches the correct image within the top-20 positions in all but 17 of the 1; 100 cases. Figure 8shows the 17 database images that were not retrieved in our rotation experiments. Most ofthese 17 images are line drawings and present very few image points for robust calculation ofthe invariant moments. Moreover, the edge directions also cannot be computed accurately forthin line drawings and small isolated blobs. We feel that both the edge directions and invariantmoments are not very robust shape measures for line drawings. Integrating the two dissimilaritymeasures reduces the number of false retrievals as it is highly unlikely that a pair of perceptuallydi�erent images is assigned a high similarity value in both the schemes.4.3 Object Matching based on Deformable TemplatesBoth the edge direction histogram and the seven invariant moments used in section 4.2 arenecessary but not su�cient features for shape matching. In other words, two dramaticallydi�erent shapes can have very similar edge direction histograms and invariant moment features.We have observed that, using the above features, similar shapes are likely to be among the top-20retrievals; however, the top retrievals also contain some trademarks that seem to be perceptuallyvery di�erent from the query. To further re�ne the retrievals to ensure that only visually similarshapes are reported to the user, we use a more elaborate matching technique based on deformabletemplates [28, 29]. During the re�ned matching stage, the edge map of the query trademark isdeformed to match the edge maps of the top-N retrieved trademark images (referred to as testtrademarks) as much as possible. The edge map of the query trademark is used as a prototypetemplate; this template is deformed towards the edge map of the test trademark. The goodness ofthe matching is determined by an energy function which depends on the amount of deformationof the template and how well the deformed template �ts the test edge map.16



Query n = 1 n � 2 n � 5 n � 20 NotNature (%) (%) (%) (%) Retrieved(%)R 73 79 86 94 6S 100 100 100 100 0N 92 95 96 100 0Table 1: Edge directions-based retrieval results for the 1; 100 database images.Query n = 1 n � 2 n � 5 n � 20 NotNature (%) (%) (%) (%) Retrieved(%)R 44 55 67 88 12S 100 100 100 100 0N 88 95 97 100 0Table 2: Invariant moments-based retrieval results for the 1; 100 database images.Query n = 1 n � 2 n � 5 n � 20 NotNature (%) (%) (%) (%) Retrieved(%)R 85 91 95 98.5 1.5S 100 100 100 100 0N 96 99 100 100 0Table 3: Integrated shape-based retrieval results for the 1; 100 database images; n refers to theposition of the correct retrieval, R: rotated query, S: scaled query, N: query with a noisy image;The last column indicates percentage of time the query image was not retrieved in the top-20matches.In the matching scheme de�ned in Jain et al. [28], the deformation model consists of (i) aprototype template which describes the representative shape of a class of objects, and (ii) aset of parametric transformations which deforms the template. The query image is used as theprototype, which is deformed to match the test trademarks. An energy function is then calculatedto evaluate the quality of the match.4.3.1 Representation of the Prototype TemplateA prototype template consists of a set of points on the object contour, which is not necessarilyclosed, and can consist of several connected components. Only the edge map of the querytrademark image is used (Fig. 9 (b)) for its representation. Since the images in the databaseare binary, the edge map is obtained as the set of foreground pixels which have at least oneneighboring background pixel. 17



Figure 8: Database images not retrieved correctly in the presence of rotation.4.3.2 Deformation TransformationThe prototype template describes only one of the possible (though most likely) instances of theshape of interest. Therefore, it has to be deformed to match similar trademarks. A deformation ofthe template is performed by introducing a displacement �eld in the 2D template image. Withoutany loss of generality, it is assumed that the template is drawn on a unit square S = [0; 1]2. Thepoints in the square are mapped by the function (x; y) 7! (x; y)+(Dx(x; y);Dy(x; y)), where thedisplacement functions Dx(x; y) and Dy(x; y) are continuous and satisfy the following boundaryconditions: Dx(0; y) � Dx(1; y) � Dy(x; 0) � Dy(x; 1) � 0. The space of such displacementfunctions is spanned by the following orthogonal bases [30]:exmn(x; y) = (2 sin(�nx) cos(�my); 0)eymn(x; y) = (0; 2 cos(�mx) sin(�ny)); (5)
18



(a) (b)Figure 9: Constructing the query template for deformable template matching. (a) A hand drawnquery trademark, and (b) the query template obtained by calculating the edge map of the imagein (a).where m;n = 1; 2; : : :. Speci�cally, the displacement function is chosen as follows:D(x; y) = (Dx(x; y);Dy(x; y)) = MXm=1 NXn=1 �xmn � exmn + �ymn � eymn�mn ; (6)where �mn = ��2(n2 + m2); m; n = 1; 2; : : : are the normalizing constants. The parameters� = f(�xmn; �ymn); m; n = 1; 2; : : :g, which are the projections of the displacement function onthe orthogonal basis, uniquely de�ne the displacement �eld, and hence the deformation. Thedeformations of the template shown in Figure 9 are shown in Figure 10.
(a) (b) (c) (d)Figure 10: Deformation transformation for the boomerang template; (a)-(d) show the templateunder increasing deformation.4.3.3 Dissimilarity MeasureThe dissimilarity between a trademark edge map and the query template is described by twoterms: (i) the amount of deformation of the template; the larger the deformation, the more thedeformed template deviates from the prototype, and (ii) the discrepancy between the deformedtemplate and the edge map of the test trademark.Formally, the dissimilarity measure of a trademark I and query template Q using deformable
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template is de�ned as:Ddt(Q; I) = mins;�;�;df MXm=1 NXn=1(�xmn2 + �ymn2) + E(Qs;�;�;d; I)g; (7)where Qs;�;�;d denotes the deformed template Q with scale s, orientation �, deformation �, andposition d. The �rst term on the right hand side of Eq. (7), which is the sum of squares of thedeformation parameters, measures the deviation of the deformed template from the prototypetemplate; the second term is the energy function that relates the deformed template Qs;�;�;d tothe edges in the test trademark image I:E(Qs;�;�;d; I) = 1nQX(1 + �(x; y)j cos(�(x; y))j); (8)where the potential �eld �(x; y) = � expf��(�2x+�2y)1=2g is de�ned in terms of the displacements(�x; �y) of a template pixel (x; y) to its nearest edge pixel, �(x; y) is the angle between the tangentof the nearest edge and the tangent direction of the template at (x; y), � is a smoothing factorwhich controls the degree of smoothness of the potential �eld, the summation is over all thepixels on the deformed template, nQ is the number of pixels on the template, and the constant 1is added so that the potentials are positive and take values between 0 and 1. Intuitively, the �rstterm on the right hand side in Eq. (7) favors small deformations, and the second term requiresthat the deformed template be in the proximity of and aligned with the edge directions of thetest image. The parameter  provides a relative weighting of the two penalty measures; a largervalue of  implies a lower variance of the deformation parameters, and as a result, a more rigidtemplate. This dissimilarity is always nonnegative and it is zero if and only if the query templatematches the edge map of the test trademark image exactly.The dissimilarity measure Ddt de�ned in Eq. (7) is minimized w.r.t. the pose and deformationparameters (s;�; �, and d) of the template. The optimization is carried out by �nding an initialguess for the pose parameters (s;� and d) using the generalized Hough transform, and thenperforming a gradient descent search in the parameter space. It is this iterative process whichmakes the deformable template matching a computationally expensive operation. The proposeddeformable template-based matching scheme has been successfully applied to retrieve a templatefrom complex scenes. For details, readers are requested to refer to [28].We have presented our framework for shape-based image retrieval. The retrieval consistsof a two-stage process, the fast pruning stage for retrieving a small subset of database images,and a comprehensive matching strategy based on deformable template analysis to discard falseretrievals.
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5 Experimental ResultsWe have applied the hierarchical shape-based retrieval algorithm to a trademark image database.Our goal is to present the user with a subset of images that are most similar to the query. We haveconducted experiments on the original trademark images as well as some hand drawn sketchesof trademark images. The system integrates the retrievals based on the edge directions andinvariant moments and presents to the deformable template matching stage a small subset ofimages ranked based on their similarity to the query image. The deformable template matchingfurther prunes the subset of database images presented to the user.The various stages involved in the image retrieval are mentioned below.� Preprocessing: The edge direction and invariant moment features are pre-calculated andstored for all the images in the database. As a result, two feature vectors are associatedwith each database image.� Query image: A query consists of a hand drawn image of a shape. It can be disconnected,or may contain holes. Fig. 11 shows some of the hand drawn query trademarks used in theexperiments.

Figure 11: Examples of hand drawn query trademarks.� Fast pruning: The query image is compared to the database images based on the edgedirection histogram and invariant moment shape features using the integrated dissimilarityindex Dt (Eq. (3)). Figures 12 to 14 show the top-20 retrieved images in the order ofincreasing dissimilarity for the bear, bull, and kangaroo query images, respectively. Thecorrect database image that is retrieved has the smallest dissimilarity value for queriesinvolving bear, bull, boomerang, and deer, and the second smallest dissimilarity value inthe case of kangaroo query. Although the query image is linearly compared to all theimages in the database,the pruning process is still reasonably fast. For each query, thisstage takes about 4-5 seconds on a Sun Sparc 20 workstation (for a database containing1; 100 images). 21



(a)

(b)Figure 12: Database pruning results for the hand drawn bear ((a)), and ((b)) the top-20 retrievalsgiven in the increasing order of dissimilarity.� Matching based on Deformable Template: Under the assumption that all plausible candi-dates for a query image are contained in the top-10 retrievals in the fast pruning stage,we apply the deformable matching scheme on these candidates only to further re�ne theresults. The initial pose parameters of the deformable template (position, scale, and ori-entation) are estimated using the generalized Hough transform. Figures 15(a) and (b)illustrate the initial and �nal con�gurations of the deformable template match for the bulltrademark. It typically takes 5� 8 seconds to calculate the initial con�guration using thegeneralized Hough transform. The iterative deformable matching process takes about 6seconds on a Sun Sparc 20 workstation.Table 4 presents the dissimilarity measures of the �ve hand drawn logos (Fig. 11) to the top-10 retrieved images by the pruning stage. In four out of the �ve queries, the simple integratedshape dissimilarity index ranks the correct logo in the �rst place, and in one case, the correctlogo is ranked in the second place. The dissimilarity score using the deformable matching ranksthe desired images (underlined) in the �rst place for all the �ve queries. An incorrect match22



(a)

(b)Figure 13: Database pruning results for the hand drawn bull ((a)), and ((b)) the top-20 retrievalsgiven in the increasing order of dissimilarity.generally results in a large dissimilarity value so that the corresponding matching hypothesis canbe rejected.5.1 Retrieval by Human SubjectsIt is instructive to compare the automated retrieval results with those obtained by human sub-jects. For this purpose, we asked �ve subjects to retrieve images from the same database usingthe same �ve queries shown in Fig. 11. Fig. 16 shows the top-nine retrievals for the bull query bythe human subjects. It took each subject between 1 to 2 hours to �nd the top-ten retrievals forthe �ve query images. By comparing Figs. 13 and 16, one can make the following observations.The top most retrieval for the bull query and the human respondents is the same. In fact, thetop most retrievals for all the �ve queries are consistent for both the human respondents and theproposed algorithm. This is expected since the hand drawn queries closely resemble one of thedatabase images. As there is a substantial amount of diversity in the image database, only twoto three of the top-ten retrievals are in common between the outputs of the algorithm and human23



(a)

(b)Figure 14: Database pruning results for the hand drawn kangaroo (a), and ((b)) the top-20retrievals given in the increasing order of dissimilarity.respondents for each query. We note that for all the queries, the retrievals obtained by the �verespondents are somewhat consistent for the following reasons: (i) human subjects can easilydecide the foreground greyscale of the object, no matter whether it is 0 or 255, and (ii) humansubjects tend to abstract the query image for some conceptual information. As an example, forthe bull query, most human respondents retrieved all the trademark images in the database whichcontain a bull head, even though the shape of the bull in the retrieved images is quite di�erentfrom the query shape. Our system, on the other hand, cannot understand the concept of a bullhead and retrieves most of the images that resemble a triangle. As another di�erence, while we(humans) can extract other images with similar semantic content (like bull head in this exam-ple), we lack the ability to easily match objects at di�erent orientations. The proposed systemretrieves images invariant to orientation, and hence, retrieves images that resemble a triangle(a convex hull approximation of the bull head) at arbitrary orientations. A drawback with oursystem is its inability to adjust to changing contexts. We (humans) have the ability to retrievedi�erent images for the same query based on the context we are looking for. We thus feel thatit is not possible with the current state-of-the-art in computer vision to build a system that can24



(a) (b)Figure 15: Deformable template matching; (a) the initial position of the bull template overlaidon the edge map of a bull logo using the generalized Hough transform, (b) the �nal match.template Top 10 retrievals from the fast pruning stage1 2 3 4 5 6 7 8 9 10bull :149 :670 :959 :856 :847 :862 :803 :784 :820 :913boomerang :137 :596 :731 :820 :628 :785 :794 :857 :771 :804bear :425 :639 :504 :509 :705 :688 :640 :669 :574 :609kangaroo :751 :422 :521 :630 :877 :725 :639 :628 :645 :559deer :392 :457 :662 :857 :677 :665 :488 :787 :686 :425Table 4: Dissimilarity values for the �ve query images when the deformable template matchingis applied to the top-10 retrieved images from the fast pruning stage.completely mimic human behavior, but we feel that a consistent system that presents e�cientand accurate results (upto a certain tolerance range) is an important step towards automationof image database retrieval. These observations explain the di�erence between the retrievals byhuman subjects and the proposed algorithm.5.2 Retrieval based on Image FillingRetrieval results in Figs. 13 and 16 appear to indicate that trademark similarity is based moreon the general global shape of the marks rather than on �ne details. When the query is a �lledbull image, the system tends to retrieve database images that are �lled, rather than the otherbull images made up of line drawings. Can the object outline itself be used for retrieving per-ceptually similar images? We extracted the outline of objects within the trademark images andcomputed edge direction histogram and moment-based features on the outlines. This approachdid not yield good retrieval results since both the methods are not very robust for line drawings(Section 4.2.3). Thus, instead of using just the outline, we �lled in the objects and computed thefeatures on the �lled-in images. Figure 17 presents �ve bull images in the database, and their25



5 4 4 4 3
3 3 3 2Figure 16: Nine top most retrieved trademark images by the �ve human subjects for the bulltemplate. The number below each retrieved image is the number of human respondents (out of5) who placed that image in the top-10 retrievals.corresponding �lled-in images. The image �lling is done by extracting the connected componentsin the background pixels in an image and setting each one of them except the actual background(the rest are the holes) to the foreground value.We have conducted experiments to match the �lled-in query images against the �lled-inimages from the database. The aim of these experiments was to study the e�ect of using onlygross details in the images (�lling-in leads to a coarser representation of the images in thedatabase) on the e�ciency and accuracy of the fast pruning stage. Applying this techniqueon the hand drawn sketches, we found that image �lling improved the rankings of other similarimages, but these similar images were still not present in the top-20 retrievals. We also conductedexperiments with database images as the query (as opposed to hand drawn images) and comparedthe top-20 retrievals based on the �lled and un�lled databases. Figures 18(b), 19(b), and 20(b)show retrieval results for three query images (a bull image, a bear image, and a kangaroo imageshown in Figures 18(a), 19(a), and 20(a)). It can be seen that in each case, the retrieval basedon the �lled-in database extracts more images that have similar semantic content. In the caseof the query on a bull image (�gure 18(a)), the system extracts four other images of a bull headother than the query one. These are bull head images retrieved in the second, third, sixth, andfourteenth places. Similarly, we see that with the bear and kangaroo queries (Figures 19(b)and 20(b)), we retrieve two more images of a bear and a kangaroo, respectively. As a basisof comparison, Figures 18(c), 19(c), and 20(c) show the retrieval results when the bull, bearand kangaroo images from the database were retrieved without �lling the holes in the images.It is extremely di�cult to quantify the results of the system in terms of the actual recall or26



(a)
(b)Figure 17: Image Filling; (a) Five images of a bullhead, (b) Filled-in images for the �ve bullimages.precision rates. A major drawback in quantifying the precision and recall rates is the need toidentify images that are similar to the query image. We have found that it is time consumingand tedious for human subjects to identify all images in the database that are similar to a queryimage. Therefore, we compute the precision and recall rates using our (one of the authors)de�nition of similarity to be the perceptual similarity. Table 5 presents the recall and precisionrates for three queries as shown in Figures 18, 19, and 20. We have been able to identify tenimages of a bullhead, four images of a bear, and three images of a kangaroo in the database. Theprecision and recall rates are based on these values. A more detailed study is needed to have abetter understanding of the system performance in terms of the precision and recall rates.Query n1 n1 n2 Recall Recall Precision Precision(F) (U) Rate (F) Rate (U) Rate (F) Rate (U)Bullhead 4 3 10 40% 30% 20% 15%Bear 3 1 4 75% 25% 20% 5%Kangaroo 3 2 3 100% 66% 15% 10%Table 5: Recall and precision rates for three queries (shown in Figures 18, 19, and 20); n1 refersto the number of images retrieved in the top-20 positions that are similar to the query, n2 refersto the number of images in the database that are similar to the query, (F) refers to results on�lled images, and (U) refers to the results on the un�lled images; Recall rate is (n1=n2), precisionrate is (n1=20).Filling-in the holes in the image improves the e�ciency of a match and makes the system morerobust, since the �ner details are neglected (in the case of edge directions, holes contribute to theedge direction histograms and in the case of invariant moments, they are evaluated over larger27



(a)

(b)

(c)Figure 18: Database pruning results for a bull image ((a)), (b) top-20 results based on �lledimages, and (c) top-20 results based on un�lled images.
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(a)

(b)

(c)Figure 19: Database pruning results for a bear image ((a)), (b) top-20 results based on �lledimages, and (c) top-20 results based on un�lled images.
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(a)

(b)

(c)Figure 20: Database pruning results for a kangaroo image ((a)), (b) top-20 results based on �lledimages, and (c) top-20 results based on un�lled images.
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number of points improving their robustness). With the proposed �lling-in, we can now matchimages which are either just outlines or regions. A major drawback of the scheme though, isnon-utilization of information contained in the holes. Many a times, certain trademarks containuseful information in their holes. Figure 21 shows two database images where the holes containsigni�cant information. Note that, for the sake of clarity, the holes are marked in white where asthe foreground for these trademarks is black. When �lling-in the database images, these holesare not utilized, leading to false matches (here matching is based on squares). A human can veryeasily identify the foreground and background in an image and extract various objects from theimage. Our proposed system is not able to do this automatically. Another di�erence is the easeof humans to identify objects in an image. Figure 22 shows a trademark which uses an image ofa bee as the design mark. The object (bee) is made up of a number of components. It is easy forhumans to identify the object, but it is extremely di�cult for an automatic system to group thecomponents into a single object. Automatic object segmentation is a promising area for futureresearch. We believe that if the system is presented with segmented objects extracted fromimages, then it can perform matching based on these objects. At present, the system extractsimages similar to the entire query image, rather than on the basis of the individual objectspresent. Figure 23 presents the retrieval results based on a query containing an image whichhas signi�cant information in the holes; all the images in the database with a square border areretrieved.
Figure 21: Two images containing a square border; information contained in the holes (white)is neglected when �lling in the database.

(a) (b) (c)Figure 22: Object consisting of multiple components; (a) trademark image of a bee; (b) & (c)segmented objects.
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Figure 23: Database pruning results for an image with a square border (query image correspondsto the top most retrieval). The top-20 retrievals are given in the increasing order of dissimilarity.6 Conclusions and Future WorkAn e�cient shape-based retrieval algorithm has been developed to retrieve trademark images.E�ciency and accuracy of retrievals are achieved by designing a two-stage hierarchical retrievalsystem: (i) a simple statistical feature-based process quickly browses through a database for amoderate number of plausible retrievals; and (ii) a deformable template matching process screensthe candidate set for the best matches. Preliminary results on a trademark image database showthat this is a promising technique for content-based image database retrieval. The technique isrobust under rotated, scaled and noisy versions of the database images [26].We note that image retrieval based on user-provided information such as hand drawn sketchesis a challenging problem in multimedia applications. A human's perception of shape can be rathersubjective and as a result, the representation of the desired object has a large variance. Our goalis to extract images which have a semantic content that is similar to the query image. Figure 16demonstrates that semantically similar images may actually be visually very di�erent from eachother. In order to retrieve these images in the fast pruning stage, we �rst need to somehowextract salient shape features from the images. We present a heuristic that extracts the outlineof the objects in an image and �lls-in the interior in order to generalize the shape of the objectsin the image. This scheme improves the retrieval results for the trademark images. Anothermethod to extract the semantic content is through a semi-automatic (manual intervention duringpreprocessing) scheme using textual description of the trademark images. Text-based search canthen be incorporated prior to the pruning stage.32
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