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Abstract
Accounts of change in contemporary research in industry and the academy
often note the increasing coexistence of market and academic norms and
practices. This article suggests that, at least in industry, these conflicting
norms and practices are often preserved by loose coupling between market
pressures and the research organization. Based on a two-year case study,
this article examines the imposition of tight coupling at an industry lab that
had previously been able to maintain some of norms and practices associ-
ated with the academy. Tight market coupling limited the role of judgment
in the governance of research. First, a market-based quantitative project
selection system delegitimized expert judgment. As a result, projects with
obvious market and technical uncertainties were more difficult to justify.
Second, objective, market-based oversight also limited the role of expert
judgment. Tracking the return on investment of scientists’ hours with time
cards had the effect of discouraging time spent on learning or exploratory
work. In many cases, researchers argued that displacement of judgment for
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a quantitative governance system caused work to shift away from research
and toward product development.
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expertise, methodologies, methods, politics, power, governance, represen-
tation, accounting practices, markets/economies

How might efforts to govern research systematically affect research itself?

Some scholars suggest we ought to expect to see more efforts to manage sci-

ence by the numbers (Moore et al. 2011; Leslie 2010; Benner and Tushman

2003) given the growing emphases on the role of science in economic growth

(Slaughter and Rhoades 1996; Lave, Mirowski, and Randalls 2010; Mirowski

2011; Berman 2011, 2014; Stephan 2012) and on quantification and account-

ability as cornerstones of modern management (Porter 1995; Power 1999,

2008; Strathern 2000). This article reports on one such effort. Drawing upon

ethnographic, interview, and archival data, it examines the use of market data

to plan and manage research systematically at an industrial lab over a two-

year period. The new market-driven system ended a regime of loose coupling,

which did not represent a golden age by any stretch but was able to tolerate

the often conflicting goals and norms of scientists in the labs and the market-

facing business units they supported. Systematization of research planning

and management according to market-based metrics left little room for sub-

jective judgment in research, which researchers argued made it more difficult

to continue pursuing research rather than development work.

Loose coupling and ceremonial compliance are often described as adap-

tations to situations in which genuine compliance with stated goals and pro-

cedures would interfere with the performance of difficult-to-plan work

(Meyer and Rowan 1977, 1978). Loose coupling allows for interaction

when standardization across groups might be counterproductive (Weick

1976; Orton and Weick 1990). Many of the research environments

described by Science, Technology and Society (STS) scholars as containing

contradictory norms and practices can also be seen as being loosely coupled

(Vallas and Kleinman 2008; Stark 2009). These environments preserved

certain academic norms and practices such as a high degree of researcher

discretion in choosing and managing projects while retaining commercial

practices such as securing intellectual property (IP) rights and searching for

market outlets for research products. The lab I studied largely functioned

this way since its founding.
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Tighter coupling reduced the role of judgment in two ways. First, tighter

coupling required that market data and projections rather than expert judg-

ment determined which projects were worthwhile. Second, ongoing esti-

mates of return on investment via time cards, rather than the subjective

assessment of scientists or managers, determined whether time was well-

spent. In sum, quantitative market analyses rather than expert judgment

became the means by which to govern research. The new system not only

negatively affected morale; many argued it made the lab less viable in the

long run. Researchers reported that they felt that many of their new projects

were more akin to product development, whereas their previous more open-

ended research projects had served to cultivate unique, and thereby valu-

able, expertise.

I argue that one of the important functions of loose coupling in these

hybrid research settings is to preserve the role of judgment in research.

Indeed, in this case, not all executives, many of whom had been scientists,

believed the market-driven system would help. They and other scientists

protested that real uncertainty was constitutive of research and could not

be quantified (see Dennis 1987; Shapin 1994, 2008). Nonetheless, with the

constant threat of insolvency looming, a new Chief Executive Officer

(CEO) saw governance based on accountability to market-based metrics

as the only legitimate course he could pursue. The new, more ‘‘objective’’

system did not represent a power grab by management. Instead, it shifted

authority and responsibility for making decisions from individuals to a set

of intendedly objective procedures (Porter 1992, 1995). Consequently, reli-

ance upon judgment was kept to a minimum, from the CEO down to indi-

vidual researchers. This article suggests that quantitative systems to make

research accountable may bring about an end to loose coupling and thereby

drive out norms and practices associated with the academy, even where they

once facilitated research.

Sustaining Contradictions in Research Environments

Asymmetrical convergence is often used to describe the changes in US sci-

ence in the past few decades. Asymmetrical convergence describes a pro-

cess of two-way influence between the norms and practices of science

and the marketplace but suggests that the marketplace will ultimately have

the upper hand (Kleinman and Vallas 2001; Vallas and Kleinman 2008).

The asymmetrical convergence thesis arose in response to surprising trends

observed in industry and university settings related to the life sciences. On

one hand, scientists in industry enjoyed freedoms typically associated with
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the academy—they had a surprising degree of autonomy, could publish

widely, and maintained broad intellectual networks (Owen-Smith and

Powell 2001; Shapin 2008; Vallas and Kleinman 2008; Evans 2010). On the

other hand, academics increasingly secured IP rights, obtained funding

from corporations, and looked for practical, often economically relevant

outlets for their work (Owen-Smith and Powell 2001; Colyvas and Powell

2006; Vallas and Kleinman 2008). Scholars even observed institutionalized

pressures toward convergence, such as the growth of government-funding

programs that intended to bring industry and the academy together (Berman

2008, 2011; Mirowski 2011).

An important aspect of the asymmetrical convergence thesis is the

sustaining of contradictory norms and practices. Settings undergoing asym-

metrical convergence display competing market and academic logics. Aca-

demic and industry settings shape one another through flows of information,

people, and materials, thereby keeping these contradictions active (e.g.,

Powell et al. 1996; Evans 2010; Powell and Sandholtz 2012). Norms, logics,

and practices intermingle but remain unreconciled (Owen-Smith and

Powell 2001; Vallas and Kleinman 2008; Stark 2009). Described as a net-

work form of organizing (Powell 1990) or as a heterarchy (Stark 2001), the

end result is the same: the market relies more on science, science relies

more on the market, and contradictory practices coexist.

Settings that are able to preserve significant contradictions are often

loosely coupled. There are many definitions of loose coupling. At the most

general level, the elements of a loosely coupled system are responsive (in

contrast to decoupled systems) and distinctive (in contrast to tightly coupled

systems; Weick 1976; Orton and Weick 1990). For instance, in a loosely

coupled arrangement, the research lab and business division might be in

dialogue about technological goals but retain important differences in

norms and practices, such as expectations around autonomy or how to eval-

uate performance. Meyer and Rowan (1977, 1978) use the notion of loose

coupling to describe how schools separated the technical requirements of

teaching from the institutional pressures to appear modern and rational. They

argue that ceremonial compliance is an adaptation to modern managerial

myths when the realities of work preclude such foresight and coordination.

Loose coupling allows conflicting practices and systems of belief to coexist.

A recent literature on accountability suggests that loose coupling may be

coming to an end in many domains of work (e.g., Power 1999; Strathern

2000). Hallett (2010) describes a shift from loose to tight coupling in an

elementary school under a new principal. He calls this an instance of

accountability myths becoming real. Following up on Meyer and Rowan’s
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(1977, 1978) prediction that tight coupling would lead to significant con-

flict, Hallett finds that increased surveillance and control by administrators

caused teachers ‘‘epistemic distress’’—they questioned their basic assump-

tions, routines, and even identities. Tight coupling negatively affected the

quality of instruction and the experience of teaching. Teachers and staff

eventually sent a volume of forty-four grievance letters to the school district

office but to little avail. While Hallett nicely captures the effects of tight

coupling in the context of education, there remains no study of how tight

coupling might affect research work.

The dominance of an accountability logic in professional managerial circles

means that financial pressures at industrial research labs might be met with

tight market coupling (Power 1999, 2008), representing, in those instances,

a reversal in the asymmetrical convergence trend. In such a scenario, myths

of transparency and accountability would be realized in the practice of

research. From the 1980s to early 2000s, when scholars conducted many of the

studies behind the asymmetrical convergence thesis, large private- and public-

sector investments afforded biotechs and their university partners a great deal

of freedom. In contrast, corporate research labs in computing, communica-

tions, and pharmaceuticals/chemicals have been under greater shareholder

pressure and more concerned with business relevance since the early 1980s

(Varma 2000). Thus, we might expect to see deviations from the asymmetrical

convergence thesis in these non-life science industries sooner.

This study considers an effort to impose tight market coupling at a cash-

strapped lab in the information technology industry. It highlights the potential

for the affinities between scientism and neoliberalism (Moore et al. 2011;

Mirowski 2004, 2011) to encourage a form of tight coupling, in which the

market is held up as the ideal and exclusive arbiter of what projects are sup-

ported and whether hours worked are valuable (Robson 1994). Without being

able to rely on subjective judgment, scientists and managers found it increas-

ingly difficult to justify research with apparent and unquantifiable uncertain-

ties. Consequently, researchers complained that many ITLab projects began

to resemble engineering or product development. The case suggests that in

settings in which the logics of science and the marketplace intermingle, loose

coupling might be essential to preserving research (Stark 2009).

Cycles of Decoupling and Recoupling in Corporate
Research

Although the term loose coupling is generally not used, histories of corpo-

rate research labs reveal that the degree of coupling is at the heart of cyclical
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struggles between corporate research labs for greater freedom and head-

quarters for greater business relevance. New business-inclined research

directors or strained corporate finances would push labs toward greater

accountability. Executives in charge only gave up on greater accountability

when they realized such efforts were interfering with the conduct of valu-

able research (Hounshell and Smith 1988; Reich 1985; Shapin 2008).

The trouble caused by greater accountability can be seen as the by-

product of inescapable difficulties in measurement (Dennis 1987). Efforts

at detailed measurement have long been viewed as a potential threat to

research. As Charles Kettering reflected on becoming head of research at

General Motors in the early twentieth century:

I told Mr. Sloan [then CEO of General Motors] that I would take it [the job]

on three conditions—that I would have no responsibility and no authority,

and that I would never be held accountable for the money I spent. I don’t

think you can run a research laboratory any other way. The minute you take

responsibility or authority, you quit researching. You can’t keep books on

research, because you don’t know when you are going to get anything out

of it or what it is going to be worth when you get it. (Boyd 2002, 118)

Kettering argues that any effort to measure costs and benefits leaves scien-

tists and managers concerned about whether they will be held accountable

at some point in the future. Because of the uncertainties of research, effec-

tive accountability would make it difficult to continue doing research.

In a review discussion, Hounshell (1998) describes the futility of trying

to design methodologies for accurately measuring the costs and benefits of

research:

As a historian, I cannot—and I will not—say that history ‘‘proves’’ my argu-

ment. But I can definitely say that in the past, some very smart people have

wrestled with the issue of measuring the return on investment in R&D and

have frankly admitted that it is an intractable problem. Moreover, they con-

cluded that any scheme they might develop was so flawed as to be dangerous

if used alone for decision making; consequently, they relied on other criteria.

(1998, 6-7)

What are these other criteria? Essentially, the labs relied on expert judg-

ments and exist within a regime of loose coupling. In some cases, industrial

labs would use readily observable criteria—such as giving scientists credit

for publishing in top journals (Hounshell and Smith 1988). Yet, amorphous

6 Science, Technology, & Human Values

 at PENNSYLVANIA STATE UNIV on September 15, 2016sth.sagepub.comDownloaded from 

http://sth.sagepub.com/


and subjective factors were often more prominent. They would also evalu-

ate scientists on the extent to which they contributed to the research of

others and the social climate of the lab (Reich 1985). As experts in the fields

they oversaw, managers had a sense of the quality of their staff’s work with-

out need for objective criteria or metrics (Reich 1985; Hounshell and Smith

1988; Shapin 2008).

Rather than relying on traditional managerial methods to create order,

corporate labs functioned as honorific status groups (Barnes 2007). Put

another way, they functioned as guilds. As managers, well-known scientists

had the instant respect of their staff and wielded more clout when it came to

protecting the autonomy of researchers from short-term business pressures

(Reich 1985; Shapin 2008). I next describe how I studied a shift toward

greater accountability in a contemporary industrial lab.

Setting and Data

ITLab (all names pseudonyms) is a wholly owned subsidiary of ITCorp, but as

explained below, it is only partially funded by its parent. ITLab has been in

operation for over four decades and has contributed in very significant ways

to computer hardware and software technologies that are ubiquitous today. Its

past and present scientists have won numerous national and international tech-

nical awards including inductions into the American Academy for the

Advancement of Science. Dozens of alumni became university faculty. It

employs around 150 scientists. When I began my study, ITLab was one of the

most academic-leaning industrial labs (at least related to computing and com-

munications) in operation. Almost all scientists there publish papers, many

have more papers than patents, and some of the scientists I interviewed counted

academics among their chief research competition. The ability to publish and

present research widely was a major selling point to top PhD graduates.

From June 2009 through May 2012, I had access to ITLab. I gained

access to ITLab through a three-month summer internship in its social sci-

ence group. After the internship, I was asked if I wanted to stay as an unpaid

visiting researcher for a year to conduct fieldwork and interviews, an offer

that was extended two more times. This position gave me unfettered access

to the building. I was given an office, access to the e-mail network, and

there were almost no legal restrictions on what I could see since I was bound

by the same confidentiality agreements that cover employees.

I collected most of the data for this article from June 2009 through

August 2010, during which I was at ITLab Monday through Friday from

about 9 a.m. to 6 p.m.1 From September 2010 to August 2011, I visited
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ITLab one day a week, typically conducting an interview or having lunch

with scientists whom I had gotten to know during the previous year of

my study. I scheduled my visits to coincide with meetings that I thought

would be relevant to the study. In the third year of my position as a visiting

researcher, I had gathered enough data and only visited every two to three

weeks in order to catch up with certain informants or attend meetings that

appeared extremely relevant to my study.

I conducted eighty-two interviews with scientists, managers, and execu-

tives that lasted between 45 and 125 minutes, with a mean of 73 minutes

(Table 1). The population I interviewed was quite diverse in terms of disci-

plinary background. From the physical sciences, I was able to interview

individuals with expertise in optics, fluidics, electronics, materials, particle

manipulation, and physical chemistry. From computer science and mathe-

matics, I interviewed researchers who worked on algorithms, machine

learning, natural language systems, statistical planning and optimization,

security, and networking.

For the first five months of my study, I became acquainted with the lab,

read internal documents, had lunch with a variety of scientists and business-

people, and began conducting interviews. For the next eight months, I sha-

dowed three research groups in parallel. One group was a semiconductor

materials group, another researched miniature electronic devices, and the

last worked on security and communications software. For each of the sha-

dowed groups, I attended their weekly meetings, planning and brainstorming

meetings, and some of their meetings with other companies. I also attended

Table 1. Interview Data.

Characteristic Number

Software researchers 15
Hardware researchers 19
Managersa 19
Business personnel 19
Male 44
Female 8
Total individuals 52
Total interviews 82
Average duration 73 minutes

aMost of these were middle managers who also engaged in research. The remaining managers
had technical PhD’s but devoted all their time to administration. Business personnel included
business development, legal (intellectual property), and marketing. I interviewed some
individuals more than once.
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workshops, regular lab and organization-wide meetings, and dropped in on

interesting meetings I saw in the online calendaring system. I took notes in

all meetings and audio-recorded roughly half of them. Typically, I spent

twenty hours a week gathering observational data.

In addition to observations, I consulted several informants regularly to

gain their perspective on certain events in the lab and advice on how to study

certain features of ‘‘ITLab life.’’ I became relatively close to four scientists

and one IP licensing manager. I attended non-company social events such

as baby showers, poker nights, and dinner gatherings with my informants.

In addition to these five individuals, I was on friendly terms with a number

of other scientists and businesspeople with whom I would occasionally have

lunch or chat with in the hallways, in the cafeteria, by the coffee machines, at

the ITLab gym, or drive with to a meeting at a company or university.

Timeline and Summary

I use a timeline to provide a brief overview of the case (Figure 1). Prior to

the bursting of the Internet bubble, ITCorp funded ITLab with very general

mandates and weak oversight. After divestiture (2002), ITLab spent several

years in relative anarchy; many thought the organization would be shut-

tered. Within ITLab, a power struggle ensued in which Jon Knolle (as noted

earlier, all names are pseudonyms), an executive from operations who had

not been a scientist became CEO.

My observations began in June 2009. In the middle of July 2009, the

CEO hired a vice president (VP) of business development (BD) he thought

capable of implementing a rational research management system, which

became known as the ‘‘portfolio system.’’ The new VP grew the business

staff, introduced the portfolio system for projecting returns on investment,

and instituted a complementary system of time card accounting of costs.

The ‘‘strategic reviews’’ served as the moment for cutting projects that fell

below certain market criteria.

Concerns about morale and the rapid departure of prominent scientists

began to be expressed by scientists and some managers in early 2010. The

number of government grant applications, reflecting a desire for autonomy,

increased dramatically throughout the period of study. ITCorp fired CEO

Knolle in December 2010. Recognizing that many of the morale problems

were due to the short-term focus on commercial funding, the new CEO tried

to address the morale problem through minor concessions to encourage

government and internal funding for more exploratory research (a slight

loosening of coupling).
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End to the Era of Loose Coupling at ITLab
(1970s-2002)

For its first two decades of existence, ITLab had enjoyed a great deal of

autonomy. This autonomy and large research budgets had left it rich with

well-known scientists. As ITCorp became less profitable in the 1990s and

Loose coupling under ITCorp

Divestiture 

CEO Knolle prioritizes contract
research model, searches for VP

VP Anderson hired to 
implement portfolio system

Anderson imposes timecards 

First strategic review 

every year

Public concerns about 
prominent scientists leaving CEO Knolle dismissed

New CEO slightly eases
coupling

Sensitizing to finance begins 

Many departures – high 
financial insecurity

1970s 

2002 

2008 

2009 

2010 

2011 

2012

Government grants doubling 

Figure 1. Timeline.
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early 2000s, use-inspired basic research (think Pasteur) decreased while

pure applied research (think Edison) increased (Stokes 1997). The late

1980s and 1990s witnessed a migration of well-known scientists to acade-

mia, research fellow positions at large companies or nonprofits, and start-

ups. With only a few prominent scientists left in each lab, the guild model

of governance had weakened.

During the crash of the Internet bubble (2000-2002), ITCorp nearly went

bankrupt. In order to strengthen its balance sheets, ITCorp divested itself of

ITLab. For the first time in its history, ITLab was no longer guaranteed full

funding. In fact, for much of the six years after being spun out of ITCorp,

ITLab faced potential insolvency. Senior executives believed that the way

out of this predicament was commercial funding: large companies would be

attracted by ITLab’s reputation and could afford to pay well above project

costs.

In order to become an outward facing commercial lab rather than an in-

house lab, the types of people in management positions would need to

change. For the first time in its history, someone with primarily a business

background was promoted to be CEO of ITLab. Yet, Jon Knolle, the new

CEO, was bothered by the perception that he was unqualified to lead the lab.

He educated himself and his staff about methodologies for managing

research. He amassed a library of business books referred to in the building

as ‘‘the innovation literature’’ in his office. Business school professors and

independent consultants regularly met with ITLab management to offer to

impart their techniques for the professional administration of research. They

left copies of their articles from specialty journals such as Research Man-

agement and the Journal of Technology Transfer as their marketing mate-

rials. They led several off-site meetings to train business staff on how to

better link research to the market, including how to select and oversee

projects, and how to sell research capabilities.

Apart from Jon, much of the drive toward tighter coupling came from

Jeff DeGroot. Jeff was widely respected as a scientist at ITLab. Yet, he had

worked in business roles for two decades. Jeff described his former life as a

scientist as a period of naı̈veté and idealism; that as a researcher he had

aspired to ‘‘light and truth.’’ He changed after working at a start-up with

founders and investors he characterized as ruthless. He believed, upon his

return to ITLab, that most scientists at ITLab needed to undergo the same

‘‘cultural transformation’’ that he experienced, which would lead them to

attach greater importance to money. He thought that his identity as a scien-

tist left many usefully confused, explaining that his role in intensifying the

commercial focus of the lab was that of a ‘‘wolf in sheep’s clothing.’’
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Jeff and Jon spent over a year searching for the right manager to imple-

ment a quantitative system for selecting and overseeing research projects.

After interviewing thirty-five candidates, they hired Cliff Anderson as VP

of the BD group. Cliff had a PhD in the natural sciences but got an MBA

after working as a researcher in industry and becoming frustrated by his

managers’ laissez-faire attitude and lack of methodology. Upon his intro-

duction to ITLab, scientists at a company-wide meeting, Cliff stated that his

three principles for management were ‘‘transparency, metrics, and account-

ability.’’ Cliff soon hired eight staff in the BD group and created a market-

ing group of five. Most of this staff was not technical, but the few who were

had experienced a similar disillusionment with research, ‘‘So I said enough

of this R&D crap. I really like to work on stuff because I can actually see it,

make it into a product and be useful. So I then went into a technology trans-

fer function.’’ In total, staff dedicated to sales, marketing, and strategy grew

from about four to twenty.

Whereas the BD team had served a consulting role before—advising

researchers on markets and helping them pitch their work—its function was

now explicitly managerial—playing a large part in selecting and overseeing

research projects. Reflecting this change, Cliff centralized all the BD staff

into a separate floor such that they could better coordinate their efforts and

be consistent about processes at ITLab.

In addition to granting more power to professional administrators, exec-

utives sought to increase awareness of financial issues. Lab and middle

managers were told they would be held accountable to certain financial tar-

gets, encouraging them to discuss finances in staff meetings more regularly.

The VP of finance began to visit lab meetings every quarter to provide a

financial update, replacing technical talks that would have taken place in the

past. Archives revealed that prior to 2008, there were none of these talks;

after, they occurred every quarter. These meetings were uninteresting to

researchers and I observed the number of laptops being used increase from

a mere handful to an overwhelming majority of the audience. Finance also

began sending e-mails that mandated spending freezes for equipment and

supplies in order to meet quarterly goals, regardless of the needs of ongoing

experiments or research.

In summary, the most apparent way to assure the stability of ITLab was

to increase the predictability of projects and obtain contracts from corpora-

tions with deep pockets. To do this, ITLab expanded its BD, marketing and

finance groups to guide research projects toward commercial relevance. I

describe the creation of an intendedly objective financial system for over-

seeing and guiding research work in the next section.
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The Case for Quantitative Financial Oversight (Mid to
Late 2009)

CEO Knolle hired VP Anderson to make ITLab ‘‘more of an organization’’ by

implementing a systematic approach to managing research. A month into the

job, Anderson was convinced that the lack of structure was due to a shortage of

will rather than the nature of research, ‘‘ITLab historically has had no ability to

calculate an NPV (Net Present Value), an IRR (Internal Rate of Return), or an

ROI (Return on Investment). We have no ability to make accurate future finan-

cial projections . . . the fact that we can’t do this accurately just means that we

don’t have a good tool to use.’’ Rather than attributing the difficulty of account-

ing for research to its inherent uncertainties, Anderson believed that it was a

matter of methods and effort in collecting appropriate data.

The first step in modeling ITLab research was to find out what research-

ers were doing with their time. VP Anderson noted, ‘‘I really believe that

what I like to do is to create order out of chaos, and you can’t only clean

half your house. I feel like part of that is a near complete understanding

of what is going on from an investment perspective.’’ BD and finance cre-

ated a list of all activities by asking middle managers to identify all work

that accounted for more than half of an employee’s hours. Yet, translating

research time into discrete projects for modeling purposes was difficult.

While some hours could straightforwardly be assigned to particular funders,

goals and milestones, others were murky. Some hours spent doing research

could be counted toward multiple projects or toward none at all.

In Anderson’s estimation, there were over 200 projects at ITLab. He

intended to cut the total number of projects at ITLab to fifty or sixty so that they

could be better understood and managed. As one of his staff summarized,

‘‘There are way too many projects at ITLab given how many BizDev people

we have.’’ Anderson complained that the number of skunk-works (unofficial)

projects ‘‘really scares me’’ and that ‘‘we are pretty damn loose about what proj-

ects we decide to tamper in.’’ From the point of view of professional adminis-

trators who participated in managerial communities of practice such as the

Churchill Club and the Industrial Research Institute, the lax oversight of proj-

ects and the resulting incoherence of ITLab’s activities appeared irresponsible.

The Design of a Market-based Governance System
(Mid to Late 2009)

The portfolio system would begin with a means for organizing and analyz-

ing market data. The first step was to divide projects into a two-by-two table
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of high and low market and technical uncertainties (Figure 2). The largest

share of projects, roughly 60 percent, was supposed to be in a category

referred to as ‘‘core.’’ Core projects had a 90 percent probability of techni-

cal success because of their incremental nature and had the potential to

address markets with which ITLab had experience. The expectation among

business staff was that these projects would also be ITLab’s most profitable.

Fifteen percent of projects would be dedicated to using an old technology to

pursue a new market (‘‘adapting’’) and another 15 percent to pursuing a new

technology in an old market (‘‘revamp’’). Only 10 percent of projects would

have the goal of creating a new technology that would address a new market

called ‘‘options’’ (from ‘‘real options’’).

Using these definitions, however, half the existing projects at ITLab rep-

resented options, meaning there were five times too many projects ‘‘high’’

in market and technical uncertainties. Anderson publicly stated that many of

these options projects would need to be stopped and the others would need

to be closely managed in an ‘‘aggressive VC (venture capitalist) style’’ in

order to ensure that no money or effort was going to waste.

Despite the best efforts of the BD team, the aspiration to find an objec-

tive market-based approach made it hard to escape a conservative bias in

selecting research projects. They scored projects on four criteria. The first

criterion was potential profit, which would account for 40 percent of a proj-

ect’s total score. This measure had to, in one way or another, rely upon com-

parisons to already existing markets (making it conservative). The second

criterion was time to potential revenue, which favored work that could

quickly be made relevant to the market (30 percent). The third was the

potential value of the IP, which was to be based on the breadth of the prop-

erty rights (broader in newer fields) and the size of the market (larger in

established markets; 20 percent). The fourth criterion was business

model—how was money to be made from the research (10 percent)? When

I observed internal discussions of this model, the IP staff were quick to point

out to the BD group that, put together, criteria favoring near-term revenue

(profit, time to revenue, and business model) accounted for 80 percent of a

project’s score. It was very difficult to come up with a ‘‘data-driven’’ model

Existing ITLab Market New Market

New Technology Revamp (15%) Options (10%)
Existing ITLab Technology Core (60%) Adapting (15%)

Figure 2. Ideal portfolio allocations.
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for rating research that would not have a conservative bias. Data exist only

for existing markets, and so the more different the world imagined by the

research, the more tenuous the use of data about existing markets (Shapin

2008, 132-45).

Naturally, project scores had to be weighted by risks. Many of these risks

were in fact unquantifiable uncertainties. A couple of the senior executives

who had been scientists resisted, for quite a while, the idea of assigning

probabilities to undefined events (i.e., the outcomes of many research proj-

ects). They argued that it was impossible to assign a probability to some-

thing—that is, to assess risk—if no one knew what that thing was. These

executives relented after realizing that CEO Knolle and VP Anderson saw the

quantitative portfolio system as essential. If the system were to be implemen-

ted, uncertainties would have to be included somehow. The question was now

how much the translation of an uncertainty into a risk strained credulity. If it

strained credulity too much, it made a project difficult to justify.

Dan Renke was the BD staff member who designed the technical aspects

of the portfolio system. He adapted a number of worksheets from ITCorp

product divisions to attempt to translate many uncertainties into risks. He

did his best to change the worksheets, originally intended for use in an engi-

neering setting, such that they would apply in a research setting. Renke

summarized how risks were assigned:

Each of the risks has worksheets. Technical risk has a worksheet here. It has

this tree approach. This is what ITCorp uses [in product development] and

we’ve adapted this from ITCorp. There’s a hardware and software worksheet,

if a project has both, you do both and you use the higher risk estimate for scor-

ing purposes. This [item on the technical risk worksheet] asks whether there is

a prototype, simulation, etc.

Worksheets covered technical, business model, and execution risks. Often,

uncertainties were translated into risk using discrete stages that indicated

what was known and unknown about the possibility of a project’s success.

For instance, on technical success: having only a simulation gave a project a

1 percent chance of success; a bench-scale proof of concept: 10 percent; and

a prototype: 70 percent. Of course, what counts as an appropriate and con-

vincing simulation or prototype differs widely across research fields and

industry applications. Renke himself had encountered these different stan-

dards when he tried to commercialize the same ITLab technology in a few

industries. Yet, he and other executives had to elide these distinctions in

order to have a consistent system for evaluating projects.
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The challenges with designing a methodology for financial forecasting

of research are nicely captured by Shapin (2008) in his discussion of uncer-

tainty in industrial science. Knightian uncertainty is defined as risk that is

impossible to calculate (Knight 1921). Many uncertainties in research are

Knightian—not only do people lack the information to calculate the odds

of desirable and undesirable outcomes, totally unanticipated outcomes may

also be possible. Shapin writes,

One of the most mundane, yet characteristic, features of any research prop-

erly so called is uncertainty—uncertainty in its outcomes and uncertainty

in the procedures employed to secure outcomes. If one defines research as

an inquiry into the relatively unknown, then neither the exact shape of the

eventual results, nor the methods which will be successful in securing those

results, nor the time and resources required for success, nor the likelihood of

success, nor, finally, the consequences of findings can be exactly specified in

advance of undertaking the research. (2008, 132)

There is no research without uncertainty and uncertainty cannot be mea-

sured. These uncertainties plague any attempt to estimate both the costs

(uncertainties in the conduct of the work) and the benefits (uncertainties

regarding outcomes) of research. Thus, a project selection and oversight

system biased against unquantifiable uncertainties might encourage engi-

neering or development work at the expense of research.

Making Management Mechanically Objective
(Mid-2009 Onward)

In order to ensure the legitimacy of the portfolio system, managers would

need to follow strict processes for assigning scores and evaluating risks. As

the scoring worksheets suggested, Renke and the BD group sought to make

the process of assigning scores as objective as possible. Their aspirations fit

Porter’s definition of mechanical objectivity, ‘‘It [mechanical objectivity]

means following the rules. It implies personal restraint. Rules are a check

on subjectivity. They should make it impossible for personal biases to affect

outcomes’’ (1995, 4). In order to assess research projects properly, not only

would scientists’ judgments need to be excluded, but the idiosyncrasies of the

business staff would also need to be excluded. As Renke puts it,

The only reason we can do this now is that BizDev has been centralized so

theoretically we are objective even though we all have our biases. But, that’s
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the idea. We don’t want researchers to put scores in. We don’t want lab man-

agers to put scores in . . . . BizDev will own this and try to normalize the pro-

cess. We have regular meetings, we police ourselves. We have to be honest

here because otherwise the process will lose its integrity.

This was not only an aspiration to mechanical objectivity—it even echoes

Porter’s ‘‘accounting ideal’’ in which the desire to avoid the appearance of

subjectivity leads to a desire to minimize variation across individuals

(1992). The most objective member of the community is the most proce-

dural and the least influenced by special knowledge or personal judgment.

Through disciplined averaging, BD hoped to provide more objective assess-

ments of a project’s market potential.

Yet, the challenges inherent in relying upon mechanical objectivity in

research came into relief when experts strongly advocated for a research

project but market data simply did not exist. One example that I witnessed

over many meetings and interviews was an effort to build a fast, portable,

and inexpensive medical diagnostic device. Funded by the US Defense

Department to build a water-contaminant sensor, Diane Kalman had repur-

posed the system she had built in her spare time to count white blood cells.

These counts could tell doctors that an antiviral regimen stopped working

and needed to be changed. For the HIV-infected in rural developing set-

tings, simply traveling to a clinic and getting the results weeks later posed

a barrier to proper treatment. Kalman had recreated the functionality of a

medical instrument the size of a small room in a device that could fit in a

backpack. Moreover, the device provided results in minutes and was built

from a few hundred dollars of parts. From global health scholars to pharma-

ceutical executives to scientists at medical instrument companies, every

expert who saw the system was stunned at its potential. Many of these out-

siders had volunteered significant time to help Kalman.

Kalman now needed $100,000 to fund herself and colleagues to build

more rugged prototypes for testing at nonprofits. The trouble was that exec-

utives had agreed that funding would only be allocated to projects whose

market potential could be specified. Medical instrument makers had tested

Kalman’s device and found the performance to be equivalent to their prod-

ucts but were unwilling to undercut their existing businesses by licensing-in

the technology. Other market opportunities posed too many uncertainties—

they often required multiple partners and regulatory change. Internally,

Kalman argued that even if there was no obvious path for commercializa-

tion, it was reasonable to bet that at least one of these opportunities would

materialize. Yet, her assessment or that of outside experts was no longer a
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legitimate consideration for her lab director, who concluded, ‘‘The money is

not the issue, Diane. We have $100,000. It’s a programmatic issue.’’ The

problem was not respect for her abilities or questions about the quality of

her results—it was that she could not provide a market rationale. She had

to put the project aside and only resumed a year later when she won another

government grant.

Thus, the growing emphasis on procedure at ITLab meant that the port-

folio system was not a power grab in the traditional sense. A few of the

executives who had put a stop to Kalman’s project were scientists and

understood her system’s novelty and potential, but they believed their

options were constrained by the need to adhere to an objective process.

Hamstringing experts for the sake of objectivity required that administrators

also hamstring themselves. As Porter describes of accountants who saw the

role of judgment heavily curtailed in their work, ‘‘this is authority as Barry

Barnes defines it: not so much power plus legitimacy, but power minus dis-

cretion’’ (1992, 642). Tight coupling to the market diminished scientists’

and middle managers’ authority while giving power to executives who

themselves had a very little discretion.

To recap: ITLab sought a quantitative market-driven system for manag-

ing research. The system was premised on the objectivity of the market as a

means of selection and oversight of research projects. To legitimate the sys-

tem, BD would have to formalize market analyses as much as possible. This

represented an end to loose market coupling. The next section considers

some consequences.

Making Researchers Mechanically Objective (Mid-2009
Onward)

The need to reallocate scientists to projects based on the vicissitudes of the

market led to a rethinking of what types of employees would ‘‘fit’’ at ITLab

in the future. Ideal scientists would be so adaptable as to be interchangeable.

If ITLab was to truly be responsive to the market, scientists could have no

personal attachment to their work. As one of the BD staff remarked,

As it looks like something is gaining traction in the marketplace then we’re

going to have to move people around. That’s hard from a researcher point

of view, the way that ITLab researchers are. So that’s the other thing, how

can we make a more flexible workforce to be able to move people around

to double down on investments as we need to during the course of the year,

not just on a yearly timescale, but a quarterly timescale maybe . . . . this also
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means we should consider hiring more generalist researchers, not necessarily

the best specialists in a particular area.

The model of the scientist as devoted specialist was no longer appropriate if

ITLab was to quickly respond to market needs. At biweekly and monthly

meetings of labs, senior managers echoed this sentiment—reminding staff

of the need to hire go-getter generalists rather than the best specialists.

Recognition at ITLab also moved toward commercial achievements and

away from technical ones. I observed over e-mail and in large meetings

repeated celebrations of recently won commercial contracts. In contrast,

scoring in the ninety-ninth percentile on an National Institutes of Health

grant review or obtaining a government grant three times larger than any

commercial project would go unmentioned. Honorary titles such as ‘‘prin-

cipal scientist’’ or ‘‘research fellow’’ were previously reserved for individ-

uals who had made major intellectual contributions. Now they also went to

scientists who attracted a great deal of commercial funding, regardless of

the quality of their research. Whereas publication in a prestigious journal

was previously one of the best accomplishments a scientist might have in

a performance review, the new top criterion was bringing in commercial

funding.

The commercial emphases suggested that rather than relying on the asce-

tic calling to science (Weber [1918] 1958) scientists would need to find

meaning somewhere else—perhaps the organization’s goals. A surprisingly

similar trajectory to that of ITLab is reported by Mirowski and Van Horn

(2005) regarding pharmaceutical Contract Research Organizations looking

for a ‘‘new breed of scientific researcher . . . who appreciated the pragmatic

importance of narrowly formulated questions as well as cost containment

innovations, and was less held in the thrall of academic advancement’’

(p. 510). In order to respond to changing market demands, ITLab scientists

would need to be of a more entrepreneurial bent—willing to leap at what-

ever’s lucrative rather than devoting themselves to deep exploration of a

few areas. Not only were personal goals and passions no longer a consider-

ation in selecting projects, they became cause for skepticism.

In addition to tightly coupling project selection to the market, executives

tried to connect project oversight to market data. VP Anderson wanted to

track hours worked to assess the return on investment of projects. He lob-

bied CEO Knolle for the company-wide use of time cards. Initially resisted

by other executives, they eventually accepted them as an experiment

(although it did not end while I was there). Time cards were not unheard

of at ITLab—they were just not frequently used. Two labs that had
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significant amounts of US Department of Defense funding required scien-

tists to complete time cards on a biweekly basis. The BD group claimed that

time cards would now need to be completed every day in order to be accu-

rate. Finance created extremely detailed categories of time use—each proj-

ect had categories reflecting anticipated activities. BD posted signs in

hallways to remind scientists to fill out their time cards (Figure 3).

BD and finance tried to assure scientists that time card data would not be

used for employee evaluations. Yet, it was difficult to dismiss the worry that

hours allocated to categories such as ‘‘professional development’’ (the cate-

gory used for writing articles or attending conferences) represented a liabil-

ity. These ‘‘liability’’ categories were considered essential for scientists’

careers and for ITLab’s claim to house valuable expertise. At several

organization-wide meetings, I saw scientists ask if management’s goal was

to undermine scientists’ careers. In one lab meeting, a recent PhD asked

how she could categorize reading articles into the time card system. A man-

ager who was an ardent supporter of the ITLab’s commercial efforts

retorted, ‘‘You read articles on your own time.’’ Time cards changed how

researchers thought about what they did. They could rely less on their sense

of what was important and instead had to consider their ability to justify

explicitly how time was spent.

Time cards also affected interactions within the lab that were important

to the conduct of research. Attending talks and meetings out of curiosity or a

sense that they were relevant had been quite common prior to 2008 and

2009. As one scientist who had been at ITLab over thirty years noted, ‘‘With

Figure 3. Time card reminders.
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time cards, there are these unintended disincentives, people feel like they

can’t even have time to communicate or to collaborate outside of the things

that they are able to assign hours to. And that is very destructive.’’ Having to

account for each hour worked had a negative effect on social relations in the

lab (see Leslie 2010 for a similar consequence in a forensic lab).

One physicist described his way of avoiding the constraints of the time

card surveillance in order to think clearly with his colleagues. Every two

weeks, he invited colleagues, postdocs, and PhD interns to his house where

they would discuss research problems in the garden, ‘‘We really try to be

focused with no distractions of people coming in or the phone ringing or

a manager on the side saying, ‘Now you guys are already talking for half

an hour and haven’t had any ideas.’’’ Although it exaggerates the severity

of oversight, this quote captures the perceived need for freedom from con-

stant explicit justification in order to do research.

To summarize, tighter coupling to the market changed project selection

and project oversight. The need to prioritize projects based on the vicissi-

tudes of the market meant that researchers would need to tamp their expec-

tations about being passionate about their work or developing deep

expertise. Moreover, the use of time cards had the effect of discouraging

activities that supported research but that could not be accounted for in

advance. Both these changes had the effect of de-emphasizing the intrinsic

and collegial motivations in research. They represented the exclusion of

subjectivity and subjective judgment. The next section considers scientists’

and managers’ painting of the problem as one of trust in the goodwill and

judgment of scientists (with opposing conclusions).

Loose Coupling, Trust, and Ignorance (Mid-2009
Onward)

Meyer and Rowan (1977, 1978) emphasized the role of purely ceremonial

inspection in facilitating loose coupling. Ceremonial inspection ended at

ITLab with the introduction of the portfolio system and time cards. Manag-

ers could no longer claim ignorance about how scientists spent large

amounts of their time. Now, knowing exactly what scientists were doing,

the only way for managers to allow scientists to use their judgment in

choosing how they spent their time was to trust them. Trust in the goodwill

and judgment of scientists is often described as the working solution that

allows research to proceed despite its uncertainties (Polanyi 1946; Shapin

1994, 2008). Yet, supporters of the portfolio system claimed that personal

trust was no longer necessary because judgment was less necessary. In any
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case, they believed it would be foolish to trust individual scientists. In con-

trast, scientists argued that expert judgment was the only way of coping

with the uncertainties of research, making trust (even implicit via ignor-

ance) essential.

Explicit criticism of the portfolio system focused on the idea that Knigh-

tian uncertainty could be transmuted into risk, making expert judgment less

critical and thereby making trust a nonissue. As many interviewees noted, if

planning research accurately were possible, there would be no need to

bother doing the research. A week after the announcement of the portfolio

system, one scientist/middle manager said,

Well, I went and worked on my resume that day. To me, if senior staff takes

that seriously, we are in a crash-and-burn failure mode. And I think that way

only because it seems like it was a tool developed to substitute for good judg-

ment. So I think good judgment is essential among managers, and good judg-

ment means that a manager looks at ideas, evaluates them on their own terms,

without a rubric or a standard, decides if they’re good or not; if they’re good,

champions them, raises money for them, and defends them, and if they’re

bad, he kills them. Right? And that’s true at my level, it’s true at my boss’s

level, and it should be true at the CEO’s level. So I don’t see how anyone

could systematize that type of judgment because technology has never been

the same. Technology is the product of people constantly making judgments

about how to place their bets. And if you knew of a system that could make

bets, and make them better than good judgment, you would be a billionaire,

right? And maybe Warren Buffett could do it, but Warren Buffett has said he

can’t, that he just uses good judgment, and he has no systematic way of mak-

ing decisions. Peter Lynch said the same thing. So a couple of famous people

who systematically beat the market said there’s no system for doing it.

Many were skeptical of the possibility for evaluating research according to

a system of rules. A good analogy was financial markets. If no methodol-

ogy could optimize market investments, how could rules be devised to

optimize research investments? Scientists argued that the ongoing need

to accommodate new knowledge and new uncertainties made judgment

indispensable.

Judgment, and faith in judgment, became even more important when

faced with technical and market uncertainties. The linked uncertainties of

technology and market could deepen the problem of translating uncertainty

into risk, casting even more doubt on the resulting estimates. A physicist

with multiple government grants noted,
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What made ITLAB really famous long ago was not looking for replacement

technologies in existing markets, but having a vision of new markets. This is,

of course, where the business people have the biggest problem. All of a sud-

den they put their head in the sand because it’s a gut feeling. It’s a judgment.

The fact that no obvious market existed for many technologies created a

chicken-and-egg problem that many scientists found extremely frustrating.

Without a market to point to, they could not justify a project; without

research results, they could not justify a market. The only way out of this

problem, scientists argued, was to trust their judgment.

A challenge for advocates of relying upon judgment was how to hold

individuals accountable. How would scientists and their managers be held

accountable when projects lost money? As one experienced computer

scientist noted,

The past CEO of ITLab, who became chief strategist of ITCorp for a while, told

me that he used to tell the people in ITCorp that he could guarantee them that

fifty percent of the work at ITLab was of absolutely no value. The only problem

was that he didn’t know what fifty percent it was. So unless you have that kind

of attitude and that’s conveyed to the business executives and they’re willing to

live with that then you don’t really have the freedom to do great research.

When finances were tight, temptation grew to end loose coupling and the

‘‘logic of good faith and confidence’’ (Meyer and Rowan 1977; Hallett

2010). When it became naive to trust the motivations and judgment of

scientists, failure became a sign of bad faith, thus reinforcing the need for

an objective system of planning research (Sitkin and Stickel 1996). The

only sure way to reduce the chances of ‘‘failures’’ was to pursue projects

with fewer uncertainties.

To some executives, allowing scientists to use their judgment seemed

foolish because they simply were deeply skeptical of scientists’ motiva-

tions. One executive hired to create a company based on a research project

echoed this suspicion: ‘‘If you look at the motivations of the researchers—

there’s a number of people in this place who are playing in their own some-

thing. And they’re being paid an awful lot of money to play in their own

something . . . .’’ Within his own projects, he hired engineers to single-

mindedly focus on ‘‘digging a ditch.’’ He even encouraged lab directors

to hire more non-PhDs because he believed they were less distractible

workers. Particularly coming from non-research environments, business-

people tended to think that researchers needed to be tamed or reined in
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because the chaos of research at ITLab suggested that, left to their own

devices, they would not pursue ITLab’s business interests in good faith.

These managers viewed good faith efforts as the product of explicit

incentives rather than a combination of the subjective and contextual fac-

tors. For instance, Anderson framed research motivation in terms of fear

of being thrown out on the street. Signaling the change in culture he hoped

for but had not seen, Anderson viewed the environment of start-ups as a

good model,

I think we have to be really critical about what makes a healthy startup. In my

opinion that means knowing that you can lose your house after you’ve mort-

gaged it, knowing that you might be going without a paycheck for several

months. It’s kind of that hungry-passionate feeling . . . . I have a concern that

we can’t duplicate that within ITLab.

Anderson believed that individuals did their best work when confronted

with strong extrinsic pressures. Yet, he ignored the fact that start-ups were

primarily engaged in commercialization—a very different mandate from an

industrial lab. He had not succeeded in making ITLab as high pressure an

environment as a start-up. On the contrary, researchers were so uninspired

by their work that the parking lot was mostly empty by six every evening.

Disenchantment (Early 2010 Onward)

As ITLab pursued a more commercial strategy, the nature of work shifted

away from research and toward engineering, which many researchers found

less compelling. Some of these researchers described their previous func-

tion as gaining a theoretical understanding of a technology’s performance.

Many new projects, particularly those funded by outside firms, consisted of

adding a feature to an already existing product, making a system more reli-

able, or more manufacturable. The pressure in these projects was so high

that when I asked some researchers why they did not publish on their new

projects, they said that they did not have time to understand the principles

underlying their work sufficiently in order to make it interesting to an out-

side audience.

This shift occurred for two reasons. First, external commercial firms in

information technology, who were potential licensees or buyers of ITLab

technologies, began requiring ITLab to further develop its technologies

before contracting with ITLab for those technologies. These firms had faced

years of cost cutting themselves and thus were less willing than before to

24 Science, Technology, & Human Values

 at PENNSYLVANIA STATE UNIV on September 15, 2016sth.sagepub.comDownloaded from 

http://sth.sagepub.com/


license-in relatively unproven technologies. As one BD person who had

been trying to sell ITLab’s technologies noted, ‘‘They have to be able to see

that you’re reducing the technical risk for them. They’re not going to do it.

They don’t like to invest engineering resources to reduce technical risk.’’

Management encouraged researchers to reduce the market and technical

risk of their projects in order to make them commercially viable, which

essentially meant more engineering or development work. After one such

presentation by management, one older researcher protested that ‘‘this is the

kind of thing that we used to call engineering.’’ But management’s view

was clear: ITLab would have to do more engineering and development

work to get new technologies closer to product in order to assure firms that

licensing-in a technology made sound business sense.

Second, because they were incentivized by commissions and held

accountable to quarterly goals, ITLab’s BD staff tried to obtain commercial

contracts even when they involved the outsourcing of another firm’s devel-

opment work. For example, in one large project, the lead researcher was

unable to help the client because the challenges were engineering chal-

lenges: making a system easier and cheaper to manufacture. As the BD

person attached to that project explained,

If you look at Joerg’s skills set and Wen’s skills set, Joerg is a much better

engineer, right, and Wen is—I don’t want to say is a much better scientist but

Wen is a scientist, right? So where it came time to deliver something to the

customer where you had to take manufacturing sensibilities into account, the

manufacturing design rules, Joerg is just much better suited to doing that.

Outsourced development often required the use of engineering skills rather

than research skills. The increase in contracts that involved outsourced

development work contributed to many scientists’ perception that the port-

folio system encouraged more mundane and predictable work. Not only was

this type of work less appealing to researchers, most thought of themselves

as poor engineers and thus ill-equipped to handle such work.

Beyond the change in the nature of work from research to engineering, ITLab

faced the challenge of matching substantive expertise toclientneeds. Many scien-

tists found themselves assigned to projects that seemed to be a mismatch for their

expertise. While some complained about this in interviews, perhaps the best indi-

cation comes from an internal forum post with fourteen approvals,

. . . I feel like a commodity researcher who is expected to fill whatever role

happens to be needed based on the work that was brought in, regardless of
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whether I have the right skills and certainly without concern for my interest

level. As a result, I rarely work on a project I’m interested in and I often feel

like I am not producing world-class work, which is what our customers are

paying for . . . . Of course I’m willing to chip in from time to time when it’s

needed, but it’s deeply dissatisfying when you’re always chipping in and

never flourishing in your work . . .

Being told to work on anything a customer would pay for led some to feel as

if they were interchangeable. Not only was it difficult for scientists to make

significant contributions, it was difficult to develop expertise and identify

with their work.

The importance of the link between personal attachment and expertise

was highlighted when it came time to cut projects that lacked acceptable

financial projections. VP Anderson noted that having been a scientist him-

self, he knew that it was hard to stop work on a labor of love. Yet, one of the

early steps in the portfolio system was to conduct a review of each project in

the lab, complete with estimates of market potential created by the BD staff.

One computer scientist whose project was stopped worried that his col-

leagues would stop being personally invested in their work, ‘‘In some sense

we’re getting conditioned to not be passionate about ideas, because you are

as good as your next contract.’’ He went on to state, ‘‘If you take a passio-

nate person and tell them to work on something that they don’t care about,

it’s like killing their soul.’’

The simultaneous subtraction of personally significant projects and addi-

tion of poorly matched projects led to complaints that the lab culture was

deteriorating and that knowledge was becoming shallow. In a consultancy’s

survey of ITLab, most businesspeople described ITLab as ‘‘cutting edge’’

while most researchers did not. Scientists publicly stated that ‘‘ideas are get-

ting really stale in the trenches’’ and argued that ‘‘our current system seems

to guarantee that we will lag the market rather than lead it.’’ In private, a few

senior scientists who had been at ITLab their entire careers confronted VP

Anderson and told him that he was running ITLab into the ground and that it

would have been better off without Anderson or his staff. Moreover, in

interviews and observations, I heard widespread concern about a hemorrha-

ging of talent—‘‘we’re losing some of our more creative lights.’’ Away from

managers, scientists joked about their desire to work for other employers.

Finally, many scientists used government grants to pursue deeper

research that better fit their expertise and intellectual interests. ITLab’s offi-

cial policy discouraged this, as BD staff argued that scientists should only

pursue government funding if it had clear relevance to a commercial
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market. One BD director elaborated the position, ‘‘That’s exactly the situ-

ation we don’t like, which is when researchers get government funding and

they say, ‘Don’t bother me, I’m covered.’ The truth is we look at the oppor-

tunity cost: could they be working on something that is more valuable?’’

Even though government funding was seen as allowing researchers to gain

depth in a certain area, executives discouraged it if the link to future com-

mercial work was unclear. Despite the admonitions, scientists knew ITLab

was too desperate to turn down money and applied anyway.

Managers Confront the Problem of Judgment (Late
2010 Onward)

Some senior managers had been concerned all along that excluding judg-

ment from the management of research would harm research and thereby

harm ITLab’s viability. In interviews one year after the unveiling of the

portfolio system, they were willing to articulate their alternative vision for

governance at ITLab. At least two of the four lab managers, both of whom

had been scientists, felt that encouraging the cultivation of deep expertise

(with an eye to fields that would be important externally) was the most

important job of management. They pointed out that the original reason for

having strategic reviews was to determine which research fields were grow-

ing in order to decide which ITLab groups should expand. In contrast, if a

research field appeared to be declining externally, management would not

replace departing researchers or reassign those who remained to new

groups.

Thus, the alternative to the portfolio system that these executives advo-

cated was one in which cultivating expertise was the immediate goal, with

increased revenue based on that expertise a by-product. Within this model,

projects would be nested within programs and programs would be nested

within groups. Groups would last at least ten years, programs at least five

and projects anywhere between six months and three years. Even if any par-

ticular project had no tangible technical or economic success, it would at

least contribute to the repertoire of tools in the program and expertise within

the group. As one of these directors summarized, ‘‘You need to focus on

learning so that people have expertise and [ITLab has] more advanced tech-

nology.’’ To some executives who had been scientists, the overarching pri-

ority in choosing projects ought to be the deepening of expertise.

This alternative system did not require detailed market modeling or pre-

dictions. It did not have the portfolio system’s biases against the uncertain-

ties endemic in research. One director who had (ironically) spent twenty

Giannella 27

 at PENNSYLVANIA STATE UNIV on September 15, 2016sth.sagepub.comDownloaded from 

http://sth.sagepub.com/


years designing statistical planning systems described his approach to

research management as moving between technical and market uncertain-

ties in a project, ‘‘You should have some early answers early on, but it

doesn’t have to all be hashed out and over time you’ll improve on your

answers.’’ For him, management’s goal is to decide which technical and

market uncertainties should be addressed next; that goal is accomplished

by relying on managers’ common sense, scientists’ technical expertise, and

the BD group’s market expertise. Given this perspective, it made little sense

for new projects to be assessed centrally, without relying upon the judgment

of other members of the research program.

Moreover, all of the lab directors disagreed with CEO Knolle’s exclusive

focus on obtaining commercial research funding and discouragement of

pursuing government grants that did not have clear commercial relevance.

Lab directors were worried about the hollowing out of expertise given the

nature of the commercial work ITLab was securing, ‘‘ . . . [O]verall this

year, but hopefully not long term, there has been more of a short-term per-

spective. Clients we see are interested in something that impacts their bot-

tom line this year or next year . . . .’’ Projects to assist large companies in

developing soon-to-be products tended to contribute even less to the accu-

mulation of expertise. In a parallel vein, the IP group argued that patents

resulting from constantly shifting foci and related to the products of major

corporations would be overly narrow while know-how would remain

superficial.

Even the portfolio system’s greatest advocate, VP Anderson, began to

see the limitations of a purely quantitative approach to project selection.

After a senior IP manager had decided to leave ITLab, he confronted VP

Anderson and argued that the portfolio system created incentives that would

produce an ‘‘aversion to variance.’’ This suggested that even if ITLab was

not intentionally averse to risk, its discomfort toward large negative devia-

tions in the outcome of any individual project made it behave as if it was

risk-averse. In the meeting, Anderson replied, ‘‘We’re asking some similar

questions. I am going to admit that I don’t have the luxury of asking the

question about our aversion to variance, but I think it’s a really good ques-

tion . . . .’’ And despite his early confidence that the central problem in

financially modeling research was finding the right tool for the task, Ander-

son added, ‘‘I do worry about our ability to predict.’’ The meeting revealed

that Anderson himself had begun to see the limits of financially modeling

research. Yet, in public, Anderson only conceded that the conservative allo-

cation of projects in the portfolio system (60 percent in ‘‘core’’) had been a

bit unrealistic for a research center.
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Eventually, executives at ITCorp noticed the declining morale brought

on by the departure of ITLab’s most prominent scientists (these executives

were also in touch with directors at ITLab and had access to annual surveys

showing a decline in job satisfaction). In addition to the aforementioned

changes in the substance of work, the constant emphasis on profitability had

taken its toll. A top-voted comment on an internal forum in the summer of

2010 read, ‘‘I realize we are a business, but everything is about money/cash/

profits. This cash-only focus seems to really bring down morale.’’ In

December 2010, quite abruptly, an executive from ITCorp headquarters

sent a company-wide e-mail announcing that CEO Knolle was retiring and

thanking him for his service.2 The next day, the executive flew to California

to explain to an openly disbelieving audience that CEO Knolle had done

very good work, had retired, that ITLab appeared to be on an upward trajec-

tory, and thus staff should expect no major changes in operations.

While many scientists and middle managers (and even the lab directors)

were optimistic about potential for improving the research culture under a

new CEO, real change was slow. The new CEO was much more supportive

of government-funded work and did not see it as inferior to commercially

research. But while he asked at every meeting he attended how morale

might be improved, he did not accept key suggestions, such as eliminating

time cards or abandoning the idea of a portfolio system.

Meanwhile, over the course of the study period, scientists continued to

find other ways to increase their autonomy and pursue work of greater inter-

est. For example, government grant applications grew from twenty-three in

2007 to thirty-four in 2008 to forty-five in 2009 and jumped to over eighty

in 2010. Some suggested adopting the policy of allocating 10 to 20 percent

of time to personal projects, which is well known in industrial labs. Addi-

tionally, a few experienced scientists put together a committee for a ‘‘senior

hire’’—a famous scientist who could use informal authority to energize and

organize a few groups within ITLab. Finally, scientists advocated for a

scientist-run program to support small exploratory projects. Under the new

CEO, they began this program, but it represented a little less than 2 percent

of the ITLab’s budget.

By opening up room for government grants and allowing scientists

greater control in choosing projects, ITLab had, to a small extent, loosened

coupling to the market. Yet, the reversal remained too timid and the foun-

dations for a return to the guild model of governance at ITLab had been

weakened too much (as evidenced by the desire for a senior hire). In several

cases, scientists who left ITLab for another corporate lab turned around and

hired away the best of their former ITLab colleagues. Scientists still raised
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concerns about the seemingly high turnover rate (particularly among the

most published and well-known scientists), and the shallowness of research

work. The lab could not return to its glory days of the 1970s and 1980s when

managers defended the high variance that comes with high autonomy to

executives. Tight market coupling may have been maladaptive in practical

terms, but its legitimacy made it very difficult to challenge.

Conclusion

Facing constant financial pressure, ITLab executives seized upon a market-

based methodology that they thought would promise higher and more con-

sistent revenues than an informal system of governance. They ended an era

of loose coupling that had kept the goals and practices of business and

research separate but in dialogue. The portfolio system represented an effort

to tightly couple research work to the marketplace. In the interest of space,

this case study focused on the displacement of judgment by quantitative

market criteria in only two aspects of governance: project selection and

project oversight. It showed how the exclusion of judgment made it difficult

to justify research projects and activities, tending to replace research work

with more predictable engineering and development work.

Despite the seeming straightforwardness of the market-driven approach,

it did not translate into financial security, much less significant profitability

for ITLab. Client firms, from Fortune 500s to venture-backed start-ups,

tended to be much more price-sensitive than anticipated. Several of the larg-

est commercial contracts, particularly those based on clear deliverables,

expanded dramatically in costs. Sometimes, these projects went deep into

the red because of the lack of expertise in engineering and development

at ITLab and the inherent difficulties of accurately forecasting the work

required in such projects. When I stopped visiting ITLab, the sense of pre-

cariousness had not lifted—a key government grant or sale of a technology

license before the close of the fiscal year remained crucial to keeping the lab

solvent.

Until the introduction of a market-driven planning system, ITLab had

successfully preserved the conflicting goals and norms of science and the

marketplace. There had never been a reconciliation of the ideas and prac-

tices associated with pure academic research and the competitive market-

place. Since its founding, people had always argued about whether it

ought to be more focused on contributing to the business or doing deeper

and more autonomous research. An active effort to sustain the contradic-

tions in settings in which the academic and market norms and practices are
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converging can be seen as pursuing an incompletely theorized agreement.

An incompletely theorized agreement allows parties to pursue common

goals at one level while disagreeing about their premises or implications

(Sunstein 1995). These agreements allow patrons of science and scientists

to disagree about goals, norms, and practices and still cooperate. Tight cou-

pling represents a threat to this agreement because it seeks intentionality

and logical coherence across all levels—it demands reconciliation where

tension and contradiction prove more fruitful (Sunstein 1995; Stark 2009).

This case illustrated the consequences of reconciling the contradictions

of science and the marketplace in the context of an industrial lab, but one

could imagine similar consequences for efforts seeking to reconcile scien-

tific practice with the external pressures faced by academic or government

organizations.

The case study also suggested that a key error that enables the overreli-

ance on rules in scientific governance is the misrecognition of expertise as

objective and impersonal. As Porter argues, ‘‘The public rhetoric of scien-

tific expertise studiously ignores the tacit knowledge and informed intuition

that go into science’’ (1995, 7). This is the view of the expert as rule-based

system (Dreyfus and Dreyfus 2005). If scientists were merely rule-based

systems, perhaps research could be managed in the way VP Anderson ini-

tially hoped. Even former scientists like Anderson could lose sight of the

importance of tacit and subjective knowledge in the conduct of research.

Weber wrote of one future in which the disenchantment of the world yielded

‘‘specialists without spirit’’ ([1958] 2012, 182). Yet, in this study, scientists

themselves hinted that there may be no ‘‘specialists without spirit.’’

Reliance upon subjective judgment may be a prerequisite for the ongoing

reenchantment of research. As Saler (2006) points out, the Oxford English

Dictionary defines enchant in a negative sense as ‘‘delude, befool’’ and in a

positive sense as ‘‘delight, enrapture.’’ These are simultaneously true in

describing the enchantment of science. Facing uncertainty in science is

being aware that one might be wasting time or on the heels of a discovery.

The ongoing need for subjective judgment to cope with this uncertainty

makes research a deeply personal endeavor. This article’s goal was not sim-

ply to point out the contradictions of rationally planning research but also to

suggest that efforts to govern research systematically and impersonally

might backfire precisely because they leave little room for subjective con-

siderations. It was the exclusion of subjectivity that concerned Feyerabend

over fifty years ago when he offered philosophers who believed they could

formulate a programmatic logic of scientific discovery, ‘‘They can keep sci-

ence; they can keep reason; they cannot keep both’’ (1957, 231).3
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Notes

1. In addition to these, I conducted sixty interviews related to intellectual property

that I do not count here since they bore only tangential relevance to this study.

2. ITCorp stated that CEO Knolle was simply retiring and because of ‘‘legal con-

cerns’’ was reluctant to specify any issues in public forums. Nonetheless, senior

managers intimated that the loss of key researchers, falling morale, and reluc-

tance to pursue government funding led to the dismissal.

3. Feyerabend is using reason in a way that is more similar to our understanding of

rationality. He goes on to write, ‘‘Reason, at least in the form in which it is

defended by logicians, philosophers of science and some scientists, does not fit

science and could not have contributed to its growth. This is a good argument

against those who admire science and are also slaves of reason . . . .’’ (1957, 231).
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