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Konstantinos Dovrolis
Under the supervision of Professor Parameswaran Ramanathan

At the University of Wisconsin-Madison

Internet applications and users have diverse Quality-of-Service (QoS) requirements, making the
current common-service-for-all paradigm inadequate and limiting. It is widely agreed that the
Internet architecture should offer some type of service differentiation, so that some traffic classes
get better QoS than others. This dissertation focuses on relative service differentiation. This is a
scalable and simple network architecture, because 1t does not require per-flow state in the routers,
admission control, signalling, static routing, or resource reservations. In this context, we develop
the Proportional Differentiated Services (PDS) architecture. In PDS, the differentiation between
classes is controllable, allowing the network provider to adjust the QoS spacing between classes,
and predictable, providing higher classes with better service than lower classes independent of

the load conditions.

We first consider the issue of delay differentiation, and the related packet scheduling
problem. The proposed Proportional Delay Differentiation (PDD) model constrains the average
delay ratios between classes. We design three scheduling algorithms for the PDD model. The
Proportional Average Delay (PAD) scheduler meets the PDD model when it is feasible; PAD,
however, is not predictable in short timescales. The Waiting Time Priority (WTP) scheduler
approximates closely the PDD model even in short timescales, but only in heavy load conditions.

The Hybrid Proportional Delay (HPD) scheduler combines the PAD and WTP features.

We then consider the issue of loss differentiation, and the related packet dropping prob-
lem. The Proportional Loss Differentiation (PLD) model constrains the loss rate ratios between
classes. We design and evaluate two dropping algorithms for the PLD model. The two drop-

pers, PLR(o0) and PLR(M), differ in the interval over which the loss rates are measured. This
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difference causes a trade-off between the two droppers, in terms of implementation complexity,

accuracy, and adaptability to varying class loads.

Users with an absolute QoS requirement can dynamically search for the minimum class
that meets that QoS. We investigate this Dynamic Class Selection (DCS) framework in the
context of proportional delay differentiation. We examine whether an acceptable class exists
for each user, and show the properties of the resulting distributed DCS equilibria. Simulations
provide further insight in the dynamic behavior of DCS, and in the factors that determine the

well-provisioning of a network.

Finally, we consider the class provisioning problem. The network provider, in this case,
knows the rate and average delay requirement of each traffic type in a link. The objective is to
compute the required link capacity and the appropriate parameters of the PDD model that meet

these requirements. We give a methodology that meets this objective.
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Chapter 1

Introduction

1.1 Background

Packet networks can transfer a wide range of information types, such as E-mail, WWW pages,
voice, music, video, and others. In general, if an information unit can be digitally represented, it
can also be assembled into packets and transferred through a network. The Internet, which is an
interconnection of many different networks using the Internet Protocol (IP), was mainly used for
E-mail and file transfers in the eighties, for WWW access in the nineties, and more recently, for
multimedia streaming and conferencing as well. The ever-increasing diversity in the data types
that can be carried over a packet network is a major reason for the unprecedented success of the

Internet.

The information transfer in a packet network is accomplished through a sequence of links
and routers from the sender to the receiver(s). The links serve as direct connections between
end-users or routers. The routers serve as ‘junction’ points where packets from an input link are
transmitted, or forwarded, to one or more output links. The path and the service that packets
receive in a network is determined by information stored in the packet headers, such as the source

or destination addresses and the application port numbers.

Figure 1 shows the basic architectural components of a conventional TP router [53].
Packets arrive at input links (input interfaces) and depart from output links (output interfaces).
A routing protocol creates the routing table, which specifies the output interface(s) that a packet
should be sent to. A packet switch, which can be a shared bus, a multi-ported memory bank, or a

switching fabric, is used to convey packets from input interfaces to output interfaces [80]. Packets
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Figure 1: Architectural layout of a conventional IP router.

can arrive at the input interfaces in a higher rate than the switch or the output interfaces can
forward. Additionally, packets destined to the same output interface can arrive simultaneously
from different input interfaces. These scenarios can cause bandwidth contention in the router.
Bandwidth contention is dealt with packet buffers that temporarily store (or gueue) the pending
packets until they can be forwarded. If the number of available packet buffers is not adequate,
the router also experiences buffer contention, and some packets need to be dropped. Other types
of resource contention in a router can be caused in the main router CPU or in the ‘routing-

processor’, and they are also dealt with packet buffering and dropping.

An important point in this architectural layout of an IP router is that packet queues
are inevitable, and they can cause delays and packet losses. These two effects are the major
performance degradation factors in packet networks. Since the queueing delays and losses are
caused by individual routers or links, they are considered local, or per-hop, performance factors.
A second important point is that the two main resource types in a router are the rate with
which it can forward and transmit packets (usually called ‘bandwidth’) and the packet buffers in
the router queues. The performance that traffic experiences in a router degrades when there is

contention for either of these resources.

In the rest of this chapter, we introduce the notion of service differentiation in packet



networks. We first discuss the current Internet service model, and highlight its common-service-
for-all paradigm. Then, we present IntServ and DiffServ, which are the two major architectures
proposed for introducing service differentiation in the Internet. IntServ is based on flows, end-to-
end resource reservations, and admission control. DiffServ is based on traffic aggregation, per-hop
differentiation, and resource provisioning. This dissertation focuses on the DiffServ architecture.
Two major proposals in DiffServ are the Virtual Leased Line (VLL)and Assured service models.
These two models, as well as some more recent works, are reviewed. Our major contribution is to
develop an original architecture, called Proportional Differentiated Services (PDS). The chapter

closes with a summary of the PDS architecture and with an overview of the dissertation.

1.2 The ‘Common-Service-For-All’ paradigm

Not all applications have the same QoS requirement from the network. An interactive video-
conference session requires lower delays and less losses than a file transfer with FTP. Similarly,
the access of a Web page should be completed faster than the transfer of an E-mail message.
Additionally, not all users need the same performance. Some individuals and companies use
the Internet for important transactions, and rely on it for their everyday life and business. The
central point in this discussion is that some degree of service differentiation would be beneficial
in packet networks, so that the more demanding applications or users get a better performance
than the rest. Such a service differentiation capability, of course, would need to be accompanied
in practice with some pricing or policy rules; according to which a better service level either costs

more, or is limited to certain traffic types or users.

The current Internet does not offer, at least in its vast majority, any service differentia-
tion. This 1s reflected in Figure 1 by the fact that there 1s only one queue in each input or output
interface. In other words, all packets that follow the same path are treated in the same way, being
queued or dropped at the same contention points, independent of the application or the user that
generates them. We refer to this effect as the common-service-for-all paradigm of the current

Internet. To illustrate the deficiencies that it causes, Figure 2 shows a generic QoS requirement
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Figure 2: A QoS requirement curve for a network link that services four traffic types.

curve for a network link that services four traffic types. Say that about 20% of the traffic is
E-mail or FTP with very low QoS requirements in order to perform well, 35% is WWW ftraffic
with somewhat higher requirements, 20% is voice traffic with interactive requirements, while the
rest of the traffic is generated from applications like distributed interactive games that are very
demanding. Even though these applications have diverse performance expectations, they would
get the same treatment in the router queues, and so they would receive the same QoS in today’s

Internet.

If the router has enough forwarding resources, it can provide an adequate performance
even to the most demanding applications and users. This type of over-provisioned routers or links
are referred to in practice as fat pipes, since they have enough resources to satisfy the requirements
of the entire traffic mix. In the example of Figure 2, the fat pipe would offer the stringent QoS of
the ‘Games’ traffic type to all packets, even if they need a much lower performance. The problem
with fat pipes is that, from an economic point of view, they do not utilize the network resources
efficiently. This is especially important for networks in which the forwarding resources are costly,
such as transcontinental links, satellite connections, or access links that are priced based on the

bandwidth of the interconnection.

On the other hand, if the router or link does not have enough forwarding resources,
it can only provide adequate performance to the less demanding traffic. This type of under-

provistoned routers and links are referred to in practice as thin bottlenecks. In the example of



Figure 2, the thin bottleneck only meets the QoS requirement of the E-mail and WWW traffic

types, preventing the more demanding applications from performing well.

In summary, the fact that current routers follow the common-service-for-all paradigm
leads to either inefficient network operation, or to inadequate performance for some applications
and users. Because of this issue, there is a wide consensus that the current Internet service
model should be replaced with an architecture that can offer different QoS to different traffic
types or users [41]. The desired characteristics or objectives of this new service model, however,
are not yet clear. The following two sections describe the two major architectures that have
been developed within the Internet Engineering Task Force (IETF) [49] for addressing this issue:
the Integrated Services architecture (or IntServ), and the Differentiated Services architecture (or

DiffServ).

1.3 Integrated Services architecture

The Integrated Services (IntServ) architecture was developed within the IETF in the mid-nineties
[15, 118, 115], and has its roots in earlier research results [5, 79, 27, 28, 38]. The basic premise in
IntServ is that applications have hard network performance requirements, and they cannot oper-
ate effectively unless these requirements are met. For instance, an IP telephony application may
require a maximum end-to-end delay of 200msec for each packet, while a video streaming appli-
cation may need a packet loss rate that is less than 1073, In the IETF terminology, the IntServ
architecture is mainly appropriate for intolerant or unelastic applications, i.e., applications that

do not tolerate or adapt to a performance level that is lower than what they ask for.

Figure 3 shows the major architectural blocks of an IntServ-capable router. The service
models that have been discussed or standardized in the IntServ architecture include a maximum
end-to-end delay [98], a sufficiently low loss rate [117], and a minimum end-to-end rate [3]. Even
though these service models differ in their implementation or usage, they are all based on the
following IntServ architectural principle: the service differentiation s accomplished with per-

flow end-to-end resource reservations. These three terms (‘per-flow’; ‘end-to-end’, and ‘resource



( . . .
Routing Routing Routing
Protocol Table Processor
N\
Packet
Switch F@ ID O
ow
- Classifier —1 ] Scheduler| ———=
Input Per-Flow Queues Output
Interfaces Interfaces
Per-Flow
"~ | Data& Control State
o . .
Signalling | | Admission| | Per-Flow
(RSVP) Control Billing
N\

Figure 3: Architectural layout of an IntServ router.

reservations’) have important implications on the strengths and the weaknesses of IntServ, and

are discussed next.

First, IntServ is flow-centric, meaning that the service differentiation router mechanisms
apply to individual packet flows, i.e., streams of packets that belong to the same application

session. IntServ requires that routers perform the following operations on the packets of a flow:

flow classification, to identify the flow in which a packet belongs to [57, 100],

scheduling, to provide a certain delay deadline or rate to a flow [101, 102],

buffer management, to allocate a number of buffers to a flow [107], and

e traffic shaping or policing, to control certain traffic characteristics (e.g., maximum bursti-

ness) of a flow [20, 101].

The previous operations must be performed for all active flows. In addition to the data-plane
per-flow state, which summarizes the above operations, a router has to also maintain and process
information for each flow at the control-plane. The control-plane in IntServ is responsible for
resource reservations and signalling operations (discussed next), but also for per-flow accounting

[37] and policy control [86].



Second, IntServ is an end-to-end architecture, and so it requires the cooperation between
network providers in order to provide an end-to-end service guarantee. Suppose, for instance,
that a network path between two users goes through networks X, Y, and Z. If one of these
networks does not support the service type that a user requests, the service cannot be provided
in an end-to-end basis. The Internet has a highly hierarchical structure, with major backbone
providers connecting smaller regional networks, which then connect even smaller local networks,
and so on. In such a hierarchical structure, establishing the required multilateral agreements in

order to enable end-to-end services has been proven to be quite difficult in practice [41].

Third, IntServ is based on per-flow resource reservations, meaning that a certain amount
of forwarding resources (bandwidth and buffers) has to be reserved for a flow before the session
starts and for the duration of the session. In order for resource reservations to be accomplished in
a network, a signalling protocol is also required. The signalling protocol conveys the application
QoS requirements and traffic characteristics from the end-hosts to the routers along the flow’s
path. If the resources do not suffice for the new flow in any of the routers, the signalling protocol
notifies the end-hosts that the flow request has been denied. This process is called admission
control [52, 62]. The signalling protocol that has been designed for the IntServ architecture is the
Resource Reservation Protocol (RSVP) [123, 16]. The significant per-flow processing that RSVP
requires at the control-plane raised concerns about the IntServ scalability [97]. Recent measure-
ments with a commercial RSVP implementation, however, showed that the RSVP overhead may

not be so important [73].

Despite the fact that IntServ is able to provide strict QoS guarantees to individual
flows, its deployment by network providers has been quite limited. In addition to the issues of
inter-domain deployment and RSVP overhead, discussed earlier, there are also scalability and
manageability issues in IntServ [64]. The scalability concerns are raised because IntServ requires
that routers maintain and process data and control state for every active flow in the router.
Gigabit or terabit links carry millions of simultaneously active flows, making it difficult to build
IntServ-capable routers. Next generation routers may be able to accommodate millions of flows

by maintaining per-flow state only at the edge routers [106, 105], giving to the term ‘flow’ a more



coarse granularity [56], or using approximations of the ideal algorithms [99].

The manageability concerns are raised because of the conventional wisdom that an
IntServ network is harder to install, debug, and operate. This is probably true, given that
IntServ requires admission control, signalling, per-flow accounting, and the configuration of sev-
eral router mechanisms. Another important issue is that routes can dynamically change in an 1P
network. Routing changes may not be a frequent event in the Internet as a whole, but there are
certain links in which they occur quite often [81]. If a certain end-to-end QoS is guaranteed to a
flow, the architecture should be able to either forbid routing changes for that flow (route-pinning)
[46], or to reserve the required forwarding resources, while the session is in progress, in the flow’s
new path. Both these operations are hard to implement in practice. Similar complexities arise

when IntServ flows need fault tolerance [32].

Other factors that have contributed to the weak deployment of IntServ is that it requires
new Application Programming Interfaces (APIs) at the end-hosts, especially for multimedia ap-
plications [45], and that it can provide true end-to-end service guarantees only if similar resource
reservation mechanisms are also deployed in the servers [8], and the end-host operating systems
[120]. The combination of all these issues led the IETF and the research community to consider
simpler and more scalable service differentiation architectures, such as the proposals discussed in

the next section.

1.4 Differentiated Services architecture

The Differentiated Services (DiffServ) architecture was developed within the TETF in the late
nineties [74, 9], and in several aspects it is still work-in-progress. The initial objective in DiffServ
was a more scalable, manageable, and easily deployable architecture for service differentiation in
IP networks. The major DiffServ premise is that individual flows, or microflows, with similar
QoS requirements can be aggregated in larger traffic sets, called macroflows. All packets in a
macroflow receive the same ‘forwarding behavior’ in routers. So, a macroflow is the minimum

level of granularity in a DiffServ network in terms of service differentiation. Each macroflow
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Figure 4: Architectural layout of a DiffServ router.

uses a certain service class, or Per-hop Behavior (PHB). A PHB is identified by a short label
(currently six bits) in the TPv4 or TPv6 header, which is called Differentiated Services Code Point

(DSCP).

Microflows are aggregated into macroflows at the edges of a DiffServ network. The
‘edge’ can be the host-network interface. In that case, the operating system or the application
determines the macroflow that the flow belongs to. Or, the ‘edge’ can be a router that connects
a microflow-aware network to a DiffServ network. The mapping from microflows to macroflows
requires flow classification [100]. This is a relatively expensive operation, but since it is only
performed at the network edges, where the number of microflows is much smaller, it is expected
to not cause scalability problems. Microflows are aggregated in macroflows based on rules set by
the network operator. For instance, a macroflow can be all the traffic originating or destined to
a certain organization, the traffic that is sent/received by a certain host, or all the traffic of a

certain application.

Figure 4 shows the main architectural components in a DiffServ router. The first benefit
that aggregation provides is that it addresses the scalability issue, since state is only required
for a few service classes. Note in Figure 4 that there 1s a queue for each class, instead of a
queue for each flow. If the number of classes is small, say a few tens, the per-queue operations of

classification, scheduling, buffer management, or shaping/policing, become significantly simpler
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and faster. Second, aggregation simplifies the network management, since the operator needs
to only monitor and control the service level of a few classes, rather than of millions of flows.
Third, aggregation makes the network pricing/accounting simpler, since users do not have to
be billed for each session or microflow, but for the overall traffic they generate in each service
class. Obviously, the fundamental drawback of aggregation is that the network cannot guarantee

a certain QoS to a microflow.

Besides exploiting the benefits of aggregation, the DiffServ architecture also makes other
simplifications. First, the PHBs have strictly local (per-hop) semantics. So, they can provide
service differentiation even if they are deployed only at individual congestion points, without
requiring deployment in an entire network or across different domains. For example, a network
provider can decide that the entire network will be over-provisioned, without using any service
differentiation mechanisms, and deploy DiffServ only at the transoceanic links where congestion

is acceptable due to the high bandwidth cost.

Second, DiffServ does not require a signalling protocol, since there are no resource reserva-
tions for individual flows. In some proposals, though, such as the VLL service (§1.5.1), forwarding
resources need to be reserved for a macroflow during a certain time period. Instead of a signalling
protocol, the VLL proposal uses a bandwidth broker, which is a centralized agent controlling the
resource reservations in a network. Other proposals, such as the Assured service (§1.5.2), re-
quire careful resource provisioning. Provisioning refers to determining the necessary amount of
forwarding resources for a service class over a large time period (say hours to days) based on
the expected traffic load in that class. The limitations of bandwidth brokers and provisioning are

discussed in Section §1.5.

Third, DiffServ allows both absolute (or quantitative) and relative (or qualitative) service
differentiation. An absolute service model aims to provide a macroflow with a quantitative
performance level, such as a minimum forwarding rate or a maximum loss rate, at a certain link
or network path. Examples of absolute services are the VLL and the Assured service proposals.
These service models require ‘semi-static’ bandwidth reservations or provisioning, as mentioned

in the previous paragraph. An absolute service model also requires some form of admission
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control or policing, in order to prevent users from sending traffic at a higher rate than their

network contract allows.

Relative services, on the other hand, provide a number of classes with increasing per-
formance. The network simply guarantees that higher classes will provide better QoS than lower
classes [33]. The exact QoS in each class is not specified, and it depends on the load conditions
and the service differentiation mechanisms that the network deploys. If the applications and
users have absolute QoS requirements, they can dynamically search for the class that best meets
their QoS and pricing constraints. The relative differentiation model does not require resource
reservations, admission control, signalling, or fixed routing, and so it is considered as simpler to

manage and deploy.

Summarizing the last two sections, Table 1 shows the main differences between the

IntServ and DiffServ architectures.

1.5 Previous work on differentiated services

The two DiffServ models that received most attention so far are the Virtual Leased Line (VLL)
service [51], and the Assured service [24]. We briefly present them next, discussing also their

limitations. Then, we review some more recent proposals on service differentiation.

1.5.1 Virtual Leased Line (VLL) service

The VLL service, also called Premium service, was proposed by Van Jacobson in 1997 [51], and
it 1s widely considered today as the DiffServ starting point. The VLL service aims to implement
a guaranteed peak bandwidth service with negligible queueing delay and losses, similar to the
service that a user would get with a leased line in a circuit-switched network. The VLL traffic
is limited at the network ingress to its contracted peak rate, say R, using traffic shaping at the
edge routers. The shapers guarantee that packet bursts are not injected into the network, and

that the VLL traffic never exceeds the rate R at the network ingress. In the network core, the
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rate R is reserved for the VLL macroflow along its path, and additionally the VLL traffic is
serviced with the highest priority. The original expectation was that the VLL macroflows would

not experience any significant queueing delays or losses.

Recent research, however, has shown that these expectations are not always met. The
VLL traffic, even if it is shaped at the network edge and serviced with the highest priority in
the network core, can still become bursty as it flows through the network. The reason is that
multiplexing of VLL traffic from different input interfaces in the core routers can create packet
bursts [21], causing queueing delays and potentially losses. The magnitude of this burstiness
depends on the VLL load, the hop count of a VLL macroflow, and the shaping parameters at
the network ingress. This implies that in order to guarantee reasonably low queueing delays, the
VLL load must only be a small fraction of the network capacity [105]. Experimental results have
shown that, under certain conditions, i1t is indeed possible that the VLL service can experience
significant queueing delays and losses [42]. More recently, [47] investigated how to address these
VLL issues with re-shaping at the boundaries between network domains. Re-shaping, though,
requires information about the microflows that constitute the VLL macroflow, and so it may not

be a feasible operation in high-speed links.

The VLL service requires some form of semi-static bandwidth reservations that a ‘band-
width broker’ protocol or agent has to setup in each domain [51]. Interdomain reservations have
to be agreed upon and coordinated between the individual bandwidth brokers of each domain
[111]. The requirement for a centralized bandwidth broker in each domain causes concerns about
the scalability and fault-tolerance of the architecture, while distributed broker architectures raise
consistency issues that are not yet solved [105]. The VLL service also requires some form of
route-pinning for holding the VLL traffic in the links where the bandwidth reservations have
been setup, despite of route changes that can occur in TP networks. Despite these issues, the
VLL service is the most popular DiffServ model today, and there are routers that support it.
Also, there has been some experimentation with VLL in the QBone [110] and in other networks.

These efforts are still in progress.
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1.5.2 Assured service

The Assured service was originally proposed by David Clark in [25], under the name Expected
Capacity framework, and it was later refined in [75] and [24]. The basic idea in the Assured service
is quite simple. A user purchases from the network a certain bandwidth ‘profile’, say R. As long
as the traffic that the user generates has a lower rate than R, it is marked as IN; otherwise, it
i1s marked as QUT. In times of congestion, the network drops OUT traffic with a significantly
higher probability than IN traffic. Consequently, users are allowed to obtain a higher throughput
than their profile R in times of low network load, but they are limited to their IN traffic in times
of congestion. How does the network guarantee that the IN traffic will not be dropped, and
that each user will get the contracted bandwidth profile? The original conjecture was that if the
network 1is sufficiently provisioned, the IN traffic should not be dropped. ‘Provisioning’, here,
means that the network operator keeps track of the profiles of different users and of the routes
that the IN traffic goes through, in order to reserve an adequate bandwidth capacity in each
network link. The Assured service was further studied in [24], in the context of TCP transfers,

focusing on specific marking procedures for TCP traffic.

Recent results, however, have shown that it is difficult to design provisioning algorithms
that achieve simultaneously good service quality with large spatial granularity and high resource
utilization [104]. Some form of route-pinning is also necessary to implement the Assured service,
since the provisioning procedure assumes fixed routing and steady load in each network link. In
the context of TCP transfers using the Assured service, [121] and [93] showed that under certain
conditions it is impossible to provide a certain throughput to a TCP connection, independent
of how well-provisioned the network is. The Assured service has been also analytically studied
in [66] and [92] with simple queueing models, attempting to quantify the ‘assurance level” of the

provided bandwidth profiles.
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1.5.3 Other proposals

The early works in the context of differentiated services focused on the VLL and Assured service
models. More recently, however, there has been a large interest in other service models as well.
Some of these proposals are based on the DiffServ principle of flow aggregation, while others
attempt to provide per-flow service guarantees (as in IntServ) but without maintaining per-flow

state 1n the core routers.

The Asymmetric Best Effort (ABE) architecture [14] provides two service classes: one
for delay-sensitive applications (such as IP telephony) and another for throughput-sensitive ap-
plications (such as data transfers). The User Share Differentiation (USD) scheme, proposed in
[114], guarantees that the per-hop distribution of bandwidth is performed proportionally to the
profile that each user purchases. USD is an example of relative differentiation. A similar relative
service model has been studied in [4]. A refinement of the Assured service appeared in [40],

proposing that the IN/OUT marker should adapt to the measured flow throughput.

A simple case of relative service differentiation is the Paris Metro Pricing (PMP) scheme
[76]. PMP is based on pricing, instead of special router forwarding mechanisms, to provide
relative service differentiation. It is based on the assumption that larger prices for the higher
classes will lead to lower loads, and thus, better performance. Pricing mechanisms, however,
can only be effective over relatively long timescales, especially when the class tariffs cannot be
frequently modified. When higher classes become overloaded (because, for example, many ‘rich’
users become active at the same time), they will offer worse performance than lower classes.
This would be an instance of inconsistent or unpredictable relative differentiation, as we discuss

in §2.3.

The SCORE (Scalable Core) architecture provides per-flow service guarantees, as in
IntServ, but without per-flow state in the core routers [106]. In SCORE, the QoS-related in-
formation is carried in the packet headers (similar to the MPLS technology [113]), instead of
being stored in the routers. This architecture can provide fair-queuing [106] or guaranteed delay

[105] services. SCORE requires per-flow state only at the ingress routers. When a flow goes
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through multiple domains however, which is the common case in the Internet, the border routers
between networks should also maintain per-flow state, which may be a scalability problem in
high-bandwidth links. In a similar architecture, [18] proposed a scheme in which resource man-
agement and admission control are performed only at egress routers, without any coordination

between backbone routers and per-flow state in the core.

1.6 Thesis scope and overview

The broad subject of this dissertation is service differentiation in packet networks. Even though
most of our contributions are applicable to any packet network technology, we focus on IP net-
works, and especially on the Internet, as the major IP-based interconnection of packet networks
today. Within the broad subject of service differentiation, we focus on the DiffServ architecture,
which is based on a few classes of service, local differentiation, and provisioning, rather than on
the more ‘heavy-weight’ IntServ architecture of per-flow and end-to-end resource reservations.
In most of this thesis we consider the relative differentiation model, which is more scalable and
simpler to deploy than the absolute differentiation model, because it does not require admission

control, signalling, bandwidth brokers, or static routing.

Having limited the scope and focus of this dissertation on relative differentiation, we
propose and study an original architecture, called Proportional Differentiated Services (PDS).
PDS refines the basic premise of relative differentiation in two ways. First, it makes the differ-
entiation between classes controllable, allowing the network provider to adjust the performance
spacing between classes. This 1s achieved with simple proportional constraints on the average
delays and loss rates between classes. Second, it makes the differentiation between classes pre-
dictable, providing the assurance to users and applications that higher classes will lead to better

performance, independent of the load conditions.

As shown in Figure 5, the PDS architecture consists of three components: router mech-
anisms for packet scheduling and dropping, user/application dynamic class selection algorithms,

and class provisioning methodologies. These components, in more detail, are:
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Figure 5: The structure of the PDS architecture.

1. Router mechanisms and PDS: the routers have to use special forwarding mechanisms for
providing proportional delay and loss rate differentiation. These mechanisms are the sched-

uler and the dropper, respectively.

2. Users/Applications and PDS: the users and applications that need an absolute QoS can
perform dynamic class selection over a PDS network in order to dynamically select the

minimum acceptable class that meets their requirements.

3. Class provisioning and PDS: the network operator can use the PDS architecture in or-
der to provision an absolute QoS level in each class. The class provisioning methodology

determines the class differentiation parameters and the capacity of a link.

The structure of this dissertation is as follows. The general framework of relative dif-
ferentiated services, the requirements for controllability and predictability, and the proportional
differentiation model are presented in Chapter 2. The implementation of the PDS architecture
requires the design of special scheduling and buffer management router mechanisms. The sched-
uler in the PDS context has to provide proportional delay differentiation, which is the subject
of Chapter 3. Similarly, the packet dropper in the PDS context has to provide proportional loss
rate differentiation, which is the subject of Chapter 4. Chapter 5 has two parts. In the first part,
we study a dynamic class selection algorithm that users and applications can use to meet an
absolute QoS requirement. In the second part, we propose a class provisioning methodology that
can provide an absolute QoS level to each class. The dissertation is summarized and suggestions

for future work are given in Chapter 6.
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Chapter 2

Relative Differentiation

This chapter provides the background for the Proportional Differentiated Services architecture.
We first state the relative differentiation premise, as the basic requirement between a number
of graded classes of service. The important concepts of dynamic class selection and class provi-
stoning are discussed. We then impose two crucial requirements on the relative differentiation
premise. The controllability requirement aims to provide the network provider with the appropri-
ate ‘knobs’ for adjusting the performance spacing between classes. The predictability requirement
states that higher classes should provide better performance than lower classes, independent of
the load conditions. Finally, we propose the Proportional Differentiation model as a means for
controllable and predictable differentiation, in terms of the per-hop queueing delays and packet

losses.

2.1 Relative differentiation premise

As discussed in §1.4, there are two distinct models in the DiffServ architecture: absolute differ-
enttation and relative differentiation. The former uses some form of admission control in order
to provide an absolute , or quantitative, performance level to each class or macroflow. The latter
offers a number of classes of service that are relatively differentiated, such that higher classes
receive better performance than lower classes; but at a higher cost. The actual performance of
a class is not known a priori. Consequently, users and applications that have an absolute QoS
requirement have to search dynamically for an acceptable class, depending on their QoS and cost

requirements.
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The relative differentiation model does not require admission control, bandwidth brokers
and resource reservations, or any form of signalling between the users and the network. It also
does not require route pinning or provisioning. So, it is considered as a simpler architecture to
deploy and manage overall [33]. Since there is no admission control, however, the offered load
in a link cannot be controlled or predicted. This is the fundamental reason why absolute QoS

guarantees cannot be provided in this architecture.

The central premise of relative differentiation is that the N classes of service are ordered

in the following sense:

Class ¢ provides better (or at least no worse) performance than class j, for ¢ > j, in

terms of the per-hop queueing delays and packet losses.

The elucidation ‘or no worse’ 1s required, since all clagsses may experience the same performance
level in low load conditions. The TETF has standardized eight relative differentiation classes,
called Class Selector Compliant Per-Hop-Behaviors (CSC PHBs), or simply Class Selectors [74].
The three bits of the IPv4 header that identify the Class Selectors correspond to the Precedence
bits in the original TPv4 packet header [84]. Even though the use of the Precedence bits has
been limited in the past, there have been certain links or networks that deployed simple DiffServ

schemes (such as providing higher priority to Telnet traffic) [67].

An important point about the Class Selectors is that higher classes offer better perfor-
mance in terms of both queueing delays and packet losses. In other words, the Class Selectors
provide ‘one-dimensional’ differentiation. This simplification is justified by the fact that the
Precedence bits in the original IPv4 header were not discriminating between delays and losses.
It is likely that a ‘two-dimensional’ differentiation model, in which a class causes higher delays
but less losses than another class, would be more useful for some applications. An example of

two-dimensional differentiation is given in §4.3.

The mapping of packets to a certain Class Selector can be done either at the application
level, at the operating system of the end-hosts, or at the edge routers of a network. For example, a

WWW server can classify the requested HT'TP transactions based on the user-subscription level,
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Figure 6: Dynamic class selection in a relative differentiation network.

so that ‘non-members’ are mapped to the lowest class, while ‘members’ get the better service
of a higher class [8]. Or, in the case of an academic organization, a policy-based classification
of packets may be performed at the local hosts, so that faculty use the highest service class,
graduate students a middle service class, while the undergraduate students the lowest class. Or,
a commercial network may classify the ingress traffic at the corresponding edge router based
on the class prices and the maximum tariff that customers are willing to pay. The mapping of

packets to different classes can be performed using flow classification techniques [6, 100].

Applications and users that do not have absolute QoS requirements can select their class
based on the performance versus cost trade-off. In this case, a user would choose the highest
possible class that she i1s willing to pay for. We believe that a large part of the Internet workload
falls in this category. On the other hand, for applications and users that have an absolute QoS
requirement, the relative differentiation architecture requires that they dynamically search for
the class that provides them with an acceptable QoS level. This dynamic class selection model is

illustrated in Figure 6.

The network, in this model, offers per-hop delay and loss differentiation, providing higher
classes with a better performance. The application, on the other hand, aims for an operating
range in which it performs well in terms of the end-to-end delay and loss rate. In this example,

the sender maps the packet flow to a Class Selector, while the receiver monitors the end-to-end
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Figure 7: Well-provisioned and under-provisioned differentiation in a link with four classes and
four traffic types.

performance. The receiver notifies the sender about the current performance through a feedback
channel. Based on this feedback, the sender decides whether to stay in the same class, or switch
to a higher or lower class. If the user is also interested in minimizing the cost of the session, the
application searches for the least expensive (i.e., minimum) class that offers acceptable delays

and losses. The dynamic class selection process, outlined here, is studied in detail in Chapter 5.

It is possible that an application cannot find an acceptable class, even if the highest
class is selected. This depends on the forwarding resources in the link (bandwidth and buffers),
and on the volume and QoS requirements of the traffic mix. Intuitively, if the link is adequately
prouvistoned, 1.e., if it has enough forwarding resources for the given workload, there will be an
acceptable class for each traffic type. A detailed study of a specific instance of this provisioning

problem is given in §5.4. We next give a graphical example to illustrate the provisioning issue.

Figure 7 shows a QoS requirement curve for a link with four traffic types: Email, WWW,
Voice, and Games (as in Figure 2). The link offers four classes of service. In the well-provisioned
case (Figure 7-a), the performance level in each class is such that all traffic types can find an
acceptable class. For instance, the ‘Games’ traffic type can meet its requirements in Class-4,

while the WWW traffic type would use Class-2. In the under-provisioned case (Figure 7-b), on
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the other hand, the forwarding resources in the link are not adequate for Class-4 to meet its
QoS requirement. The result is that a large part of the ‘Games’ traffic type does not find an

acceptable performance, even in the highest class.

2.2 Controllability requirement

The relative differentiation premise of §2.1 simply states that a higher class should provide better
performance than a lower class. This 1s a minimalistic requirement, similar to the Precedence
field specification in the original TPv4 header [84]. We advocate that in order for a relative
differentiation model, such as the Class Selectors, to be effective in practice, it has to meet
some additional requirements on the relation between classes. The first of these requirements is

presented in this section.

A requirement, from the perspective of the network provider, is that the relative QoS
spacing between classes should be controllable, based on appropriate performance ‘knobs’ that the
router provides and the operator can adjust. A separate set of performance knobs can exist for
adjusting the queueing delay differentiation, and another for controlling the packet loss differenti-
ation. For example, using these knobs the operator can make the highest class much better than
the lower N-1 classes, and restrict its usage only to routing and network management traffic.
Additionally, the operator can use the performance knobs to create a smoother differentiation
between the lower N-1 classes, aiming to capture the wide range of QoS and cost requirements

that users have.

Note that, ideally, a differentiation scheme should be able to adjust not only the relative
spacing between classes, but also the absolute QoS level in each class. For instance, instead of
controlling how much better a class is relative to another class, a network provider would prefer
to specify a maximum delay and/or a maximum loss rate for each class. Since the aggregate load
or the class load distribution is not known, however, due to the lack of admission control, such

absolute performance levels cannot be provided in this architecture.

As an example of a relative differentiation model that 1s not controllable, consider the
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Figure 8: Short-term average delays (K =10000pks) with a three-class SP scheduler.

Strict Priority (SP) packet scheduler. SP services the packet from the highest backlogged class
first. Even though SP satisfies the relative differentiation premise, providing higher classes with
lower delays, it has some important drawbacks. First, the lower classes can experience long
‘starvation’ periods in which the queueing delays are excessive. Second, SP does not offer any
differentiation knobs that the network provider can adjust in order to control the performance
spacing between classes. Instead, the delays in each class depend exclusively on the load condi-

tions and the load distribution between classes.

These drawbacks of SP are illustrated in Figure 8. The graph resulted from a simulation
of a three-class lossless Strict Priority (SP) scheduler. Note that all simulation procedures and
parameters in this dissertation are described in §7.1; the reader can refer to that appendix for
all the simulation details not given here. The utilization of the scheduler is u=90%, and the
class load distribution is (A1, A2, A3)=(60,30,10)!. The sample path shows the average delays for
the three classes, measured in every K'=10000 packet departures of the aggregate traffic, (i.e., it
shows short-term average delays in a timescale of K packets). The queueing delays are measured
in (fixed-size) packet transmission times, e.g., a queuing delay of 10 units means that the packet

has to wait in the queue for 10 other packets to be transmitted first.

Returning to Figure 8, note that only Class-1 encounters significant queueing delays,

I This notation means that 60% of the traffic is Class-1 packets, 30% Class-2, and 10% Class-3.
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while Class-2 and Class-3 have only minor delays and they are practically indistinguishable?.
This implies that the network operator does not have a way to differentiate the two higher
classes, users have no reason to select Class-3 instead of Class-2, and Class-1 receives the entire

performance penalty.

As an example of a controllable scheme, consider the capacity differentiation model. The
basic 1dea in this scheme is to provide more forwarding resources to higher classes, relative to
the class input loads. The amount of forwarding resources allocated to each class controls the
relative differentiation in this model. To illustrate the capacity differentiation model, we focus
next on the allocation of bandwidth between classes and on the corresponding queueing delay

differentiation.

A scheduling discipline that has been proposed in [48] for providing relative delay differ-
entiation is the Generalized Processor Sharing (GPS) scheduler [29] and its many packet-based
approximations, such as Weighted Fair Queueuing (WFQ) (see [103] and references therein).
GPS provides a minimum service rate r;(t) to each backlogged class i at time ¢, based on the

class weights {w;, j=1...N}
w;

ri(t) =C =——
ZjEB(t) wj

(2.1)

where C'is the link bandwidth (capacity), and B(t) is the set of backlogged classes at time ¢.
The GPS weights w; are the performance knobs that determine the delay differentiation between
classes. If the GPS weights are selected so that a class has a larger share of the link capacity
than the lower classes, relative to the class input loads, higher classes are expected to encounter
lower queueing delays. The delay differentiation that results with the GPS scheduler is further

discussed in §3.5.1.

2The curves for the Class-2 and Class-3 delays are also indistinguishable in the graph.
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2.3 Predictability requirement

The second requirement that we impose on the relative differentiation model is that the differen-
tiation between classes should be predictable. By ‘predictable’, we mean that the performance of
higher classes should be better than the performance of lower classes independent of the aggregate

load, the class load distribution, or the timescales in which the performance is measured.

Obviously, the value of relative differentiation would be limited if the class ordering is
only met in a certain load range (e.g., when the utilization is more than 90%), or in a class load
distribution (e.g., uniform load between classes). It is also important to provide predictable class
ordering in all timescales. Saying that the average delay in class 7 is lower than the average delay
in class j, implying the use of long-term average delays, does not provide any information on the
relation between the delays of the two classes in short timescales. A predictable differentiation
in short timescales is particularly important because most flows in the Internet are rather short-

lived. For instance, an HTTP connection often consists of less than ten data packets [112].

The predictability requirement is important for two reasons. First, since users would pay
a larger tariff for higher classes, they need to know that the performance in higher classes is better
than the performance in lower classes. Factors such as the load conditions, the load distribution,
or the timescales in which the performance is measured, are important for the network provider
but not for the users. Such factors should not affect the ‘class ordering contract’ between the

network and the users.

Second, as will be discussed in more detail in Chapter b, a predictable class differentiation
in all load conditions and timescales allows users and applications to dynamically select an
acceptable class, when such a class exists. Intuitively, if the differentiation 1s not predictable, the
class ordering may vary as the class load distribution varies. In that case, users and applications
may end up moving between classes in an erratic manner, without converging to an acceptable

class, even if such a class exists.

To illustrate the predictability requirement, and to also show that the WFQ (or GPS)

scheduler of §2.2 is not predictable, Figure 9 shows a sample path of the queueing delays in
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Figure 9: Short-term average delays (K =1000pks) with a two-class WFQ scheduler.

a two-class WFQ scheduler. The queueing delays shown are short-term averages measured in
every K=1000 packet departures (i.e., the performance measuring timescale here is 1000 packet
departures). The load distribution is uniform and the utilization is 90%. The WFQ weights are
selected as (wy, w2)=(0.475,0.525), so that the long-term average delay is about 50 time units
in Class-1, and about 20 time units in Class-2. Note that even though the class differentiation
is predictable in terms of long-term averages, the differentiation between the two classes in the
shorter timescale of Figure 9 is not predictable. At several time periods (with a duration of K
packet departures), the delays in Class-2 are higher than the delays in Class-1, meaning that the
performance ordering between classes has been inverted. The fact that GPS is not predictable
can also be illustrated showing its dependence on the load distribution between classes. This is

is shown in a more extensive discussion of GPS in §3.5.1.

As an example of a predictable differentiation model, consider the Strict Prioritization
scheme discussed in §2.2. The SP scheduler services the highest backlogged class always first,
independent of the load conditions, and so it provides predictable delay differentiation. SP is
predictable, but as shown in the previous section it i1s not controllable. On the other hand, the
GPS scheduler 1s controllable, but as shown in this section it is not predictable. The crucial
question is whether there exists a relative differentiation model that is both controllable and

predictable. Such a model 1s proposed in the next section.
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Figure 10: Proportional differentiation in terms of a general performance metric ¢.

2.4 Proportional differentiation model

In this section, we propose the Proportional Differentiation model as a means for controllable and
predictable differentiation between the IV offered classes. The idea of proportional differentiation
1s quite simple: the spacing between classes should follow proportional constraints on the class
performance levels. More formally, if ¢; is a metric for the performance of class i (e.g., average

delay, loss rate), the proportional differentiation model requires that

i _ T

- 1<4i,j<N (2.2)
¢;

where ; 1s the differentiation parameter for class i. Note that if lower values of ¢; lead to better

performance, we must have that m; < m; if ¢ > j.

Figure 10 illustrates the basic idea of proportional differentiation in terms of a generic
performance metric ¢. If higher classes are assigned lower differentiation parameters, they will
get better performance than the lower classes. The performance spacing between classes can be
adjusted through the differentiation parameters m;, which makes the proportional differentiation
model controllable (§2.2). Notice that the proportional differentiation model is independent of
the aggregate load or the class load distribution. Consequently, the network operator can provide
a certain spacing between classes, even if the load conditions are not a priori known, or even

when they dynamically vary.
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The performance spacing between classes can be expressed in terms of the per-hop queue-
ing delays and/or in terms of packet losses. Since these two effects are the major performance
degradation factors in packet networks, we apply the proportional differentiation model in this
dissertation in terms of both queuing delays and packet losses. Specifically, let d; be the average
queueing delay of the serviced packets in class i. The proportional differentiation model in the

context of queueing delays requires that

&\|§~\

.

d;
S 1<ij<N (2.3)
Ji

where ¢; is the Delay Differentiation Parameter (DDP) for class i. The DDPs are ordered as
d1 > d2 > ... > dy > 0. The Proportional Delay Differentiation (PDD) model of (2.3) is studied

in detail in §3.1.

Similarly, let {; be the packet loss rate in class 7, i.e., the long-term fraction of packet
arrivals in class ¢ that are dropped. The proportional differentiation model in the context of

packet losses (or drops) requires that

—[ o~

~I| &
Q
N

[N

=2 1<ij<N (2.4)

where o; is the Loss Differentiation Parameter (LDP) for class i. The LDPs are ordered as
01> 03 > ...> oy > 0. The Proportional Loss Differentiation (PLD) model of (2.4) is studied
in detail in §4.1. For example, the network provider can specify that the average delay and the

packet loss rate in each class is twice as large, compared to the immediately higher class, setting

d;i = 20;41 and 0y = 20541 fori=1... N — 1.

A crucial point about the proportional differentiation model is that it specifies a QoS
spacing between classes that holds independent of the aggregate load or the class load distribution.
This is a radically different approach than other differentiation schemes that expect certain load
conditions, and provision an absolute QoS level in each class that can only be met in those
load conditions. In those differentiation schemes, when the load prediction fails, the resulting

differentiation becomes unpredictable in the sense that a class can get worse performance than
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Figure 11: Proportional differentiation in short timescales.

some lower classes. An example of this behavior is shown in §3.5.1 for the GPS scheduler. The
proportional differentiation model does not have this problem, because it specifies an invariant

performance spacing between classes that is independent of the load conditions.

A large part of this thesis focuses on router mechanisms that can implement the propor-
tional differentiation model in terms of queueing delays (Chapter 3) and packet losses (Chapter
4). We show there that there are fundamental issues that prevent the proportional differentia-
tion model from being always feasible. Given that it may be impossible to always achieve the
constraints of (2.3) or (2.4), we have to accept some approzimation errors or deviations from the
ideal proportional constraints that the differentiation parameters specify. Consequently, when we
compare different mechanisms for packet scheduling or dropping, the magnitude of these errors

1s used to decide which mechanism is better.

To illustrate this issue, Figure 11 shows two cases of proportional differentiation between
three classes, resulting from two different mechanisms. In both cases, the proportional constraints
are met when we measure the class performance ratios over the entire time axis (i.e., in terms of
the long-term average behavior). In the first case (Figure 11-a), that results say from a mechanism

X, the differentiation between classes is not always as specified by the ratios m;/7;, but it is quite
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close to those constraints. In the second case (Figure 11-b), that results from a mechanism Y, the
errors 1n meeting the proportional differentiation constraints are significantly larger. In terms
of choosing a candidate mechanism, we would choose X instead of Y because the former causes

smaller deviations from the proportional differentiation model.

Note that we choose to not quantify these errors using second-order statistics (such as
the variance or standard deviation of the resulting performance ratios). Instead, we evaluate the
errors in the time-domain; this is done by measuring the performance ratios between classes in
short timescales, say in every K packet departures or arrivals, and then computing the resulting
class ratio distributions. This time-domain technique will be illustrated in Chapter 3 for short-

term average queueing delays, and in Chapter 4 for short-term packet loss rates.

The evaluation of proportional differentiation in the time domain provides us with two
benefits. First, as discussed in the previous paragraph, it quantifies the deviations from the
ideal proportional constraints that the differentiation parameters specify. Second, it allows us
to wnvestigate the predictability of the resulting relative differentiation in short timescales. The
measurement of the performance ratios between classes in a range of timescales, from a few tens
or hundreds of packets to thousands or millions of packets, shows whether the higher classes

encounter better performance independent of the performance monitoring timescales.

2.5 Summary

The main strength of the relative differentiation model is its simplicity. It does not require
admission control, signalling, provisioning, or bandwidth brokers. Also, it does not require
the knowledge or control of the offered load in each network link, and so it is insensitive to
dynamic routing changes. The fundamental drawback, though, is that it only provides a relative
ordering between classes, and not a per-class absolute QoS level. We stated two requirements
that a relative differentiation model should meet: controllability and predictability. The former
requires that the network operator should be able to adjust the class spacing between classes.

The latter requires that the relative ordering between classes should be met independent of load
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conditions and timescales. Existing differentiation models; such as strict prioritization or capacity
differentiation, are either not controllable or not predictable. We proposed an original service
model, called proportional differentiation, that is both controllable and predictable. The model
is stated in terms of both queueing delay and loss rate differentiation. The next two chapters

investigate these two models, and design router mechanisms that can implement them.
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Chapter 3

Proportional Delay

Differentiation

The subject of this chapter is the queueing delay differentiation between traffic classes, and the re-
lated packet scheduling problem. We first propose the Proportional Delay Differentiation (PDD)
model as a means for controllable and predictable delay differentiation. Starting from the PDD
model, we derive the average queueing delay in each class, show the dynamics of the class delays
under the PDD constraints, and state the conditions under which the PDD model is feasible. In
the second part of the chapter, we focus on packet scheduling algorithms that can implement
the PDD model, when the model is feasible. The Proportional Average Delay (PAD) scheduler
meets the PDD constraints, when they are feasible, but it exhibits unpredictable behavior in
short timescales. The Waiting Time Priority (WTP) scheduler, on the other hand, approximates
closely the PDD model even in the shortest timescales of a few packet departures, but only in
heavy load conditions. PAD and WTP serve as motivation for the third scheduling algorithm,
called Hybrid Proportional Delay (HPD). HPD combines the features of PAD and WTP. The
chapter closes with a review of other schedulers in the context of relative or proportional delay

differentiation.

3.1 Proportional Delay Differentiation (PDD) model

Consider a Packet Forwarding Engine (PFE) in a router. The PFE consists of a router output

interface (or output), which transmits (or services) packets with a constant capacity (or service
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rate). Packets arrive in the PFE from other PFEs or router input interfaces, which generally have
different capacities. Packets that cannot be transmitted immediately upon their arrival, because
the output services other packets, are queued in the PFE. A separate First-Come First-Serve
(FCFS) packet queue is maintained for each of the N classes of service!. The order in which
packets are selected for transmission, from the head of each backlogged queue, is determined by
the packet scheduler. 1t is the scheduler that provides the queueing delay differentiation between
traffic classes, which is the subject of this chapter. In Chapter 4, we will extend the PFE model
with two other modules, the backlog controller and the packet dropper, used when packets are

occasionally dropped from the PFE queues. For now, we assume that the PFE queues are lossless.

In more detail, the PFE model is as follows. A lossless, work-conserving, and non-
preemptive PFE with transmission capacity C' (bytes per second) services N queues, one for each
traffic class. Let A; be the average input rate, or simply the average rate, in class i (packets per
second), and A:Zf\;l \; the average input rate in the PFE. Let L; be the average size (bytes)
of class ¢ packets, and E:Zf\;l(/\iii)//\ the average size among all packets. The utilization of
the PFE is u=LA/C. The lossless property requires that u < 1 (i.e., the PFE is stable), and
that there are enough buffers for packets that need to be queued. The work-conserving property
means that the scheduler does not idle when there are waiting packets; this is a common practice
in routers in order to minimize the queueing delays. The non-preemptive property means that
a packet transmission is always carried out to completion, which 1s also the standard practice in

packet networks.

The Proportional Delay Differentiation (PDD) model aims to control the ratios of the
average queueing delays between classes based on the Delay Differentiation Parameters (DDPs)
{6;,i=1,...,N}. Specifically, let d; be the average queueing delay, or simply average delay, of
the class ¢ packets. The PDD model requires that the ratio of average delays between two classes

¢ and j is fixed to the ratio of the corresponding DDPs

&\|§~\

.

S 1<ij<N (3.1)
9;

I'We use the terms ‘class’ and ‘queue’ interchangeably.
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Following the convention that higher classes provide better service, d; > d2 > ... > dy > 0. In
the following, we choose Class-1 as the ‘reference class’ and set §=1. Then, the PDD model
requires that the average delay of each class ¢ is a certain fraction J; of the average delay of
Class-1,

di=6d i=2... N (3.2)

independent of the aggregate load, or the class load distribution.

3.1.1 Per-class average delays in the PDD model

In given load conditions, the N-1 ratios of the PDD model specify uniquely the average delays
of the N classes. The key additional relation in the mapping from delay ratios to class delays is
the conservation law [54, 13], which constrains the average class delays in any work-conserving
scheduler §. The conservation law holds under arbitrary distributions for the packet interarrivals
and packet sizes, as long as the first moment of these distributions (A\; and L;) and the second
moment of the packet size distribution exist, and the packet scheduling discipline § is independent

of the packet sizes.

Specifically, the conservation law requires that for any work-conserving scheduler & of

capacity C that causes an average delay d; in each class 7, we must have that

N — — —
> X Lidi =ALdag = qag (3.3)
i=1

where d,, and ., is the average delay (in seconds) and the average backlog (in bytes), re-
spectively, in a First-Come First-Served (FCFS) scheduler of capacity C' that services the same
aggregate traflic stream as §. The conservation law implies that even though a scheduler § can
affect the relative magnitude of the class delays, making the delay of one class lower than the
delay of another class, this is a ‘zero-sum’ game because the weighted sum of (3.3) has to be
equal to the average backlog ¢,, of the aggregate traffic stream. The average backlog g, is a

significant nvariant in this balance, as it does not depend on the scheduling discipline &, but
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only on the aggregate traffic stream and the service rate C.

Suppose now that the scheduler § satisfies the PDD model of (3.1). With the additional
constraint (3.3) that the conservation law imposes, we can show that the average delay in class
118

i di dag

== t=1
Snzt OnAn L

. (3.4)

; =

Consequently, even though the PDD model consists of N-1 relative constraints, the average delay
in each class is absolutely specified when the PDD model is applied to a certain traffic stream

with load distribution {);}, average packet sizes {L;}, and aggregate backlog .

When all classes have the same average packet size, i.e., L; = L for all i, we can set L = 1,
and normalize the backlog measures to average packet size units. In that case, the average delay
in each class can be simplified to

7 62 (jag

di=—24% =1 .. N (3.5)
N ) )
2 n=19nAn

We assume that all classes have the same packet size distribution, and so?, the same average

packet size L = 1.

3.1.2 Delay dynamics in the PDD model

Based on Equation (3.5), we can now investigate the variations in the average class delays, under
the constraints of the PDD model as the aggregate load, the class load distribution, or the DDPs
vary. We refer to the following properties as the delay dynamics in the PDD model. The proofs

of these properties are given in §7.2.

Property 1: Increasing the input rate of a class, increases (in the wide sense)® the average

delay of all classes.

2The reason for the stronger assumption on the packet size distribution will become clear in §3.1.3.
3¢Increasing in the wide sense’ means that the corresponding function is non-decreasing.
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This property shows that in the PDD model there i1s no segregation between classes, that is
expected due to the relative differentiation nature of the model. When the delay of a class
increases, due to additional load in that class, the delays of all classes will also encounter an

Increase.

Property 2: Increasing the rate of a higher class causes a larger increase in the average class

delays than increasing the rate of a lower class.

In the case of two classes, for instance, suppose that the class rates become either A] = A\; + ¢
and Ay, = Aq, or AY = Ay and A = Aa+¢ (¢ > 0). Even though the conservation law requires that
the weighted average of the class delays is the same in both cases (Ajd} + Mody = N/ d + Ny dY),
the class average delays in the second case are larger, i.e., d¥ > d| and dy > d’, because of the
PDD constraints. This property shows that higher classes cost more, in terms of queueing delay,

than lower classes.

Property 3: Decreasing the delay differentiation parameter of a class increases (in the wide
sense) the average delay of all other classes, and decreases (in the wide sense) the average delay

of that class.

This property implies that if the delay of a class is reduced, by lowering its DDP, then the delay

of all other classes will increase.

The following two properties are important in the Dynamic Class Selection (DCS) model
(see §5.1 and §5.2). In the DCS model, users dynamically choose the class they use, searching
for the minimum class that provides them with an acceptable delay. The first property states
that when one ore more users move to a higher class, the delay of all classes increases. The class
delays decrease, on the other hand, when one or more users move to a lower class. The second
property shows that when a user switches from one class to another, the user still observes a

consistent class ordering, i.e., the higher class provides a lower delay.

Suppose that the class load distribution changes from {A,} to {AL}, with A, = A; — ¢,

Ay =Aj+e and A, = A forall k £ 4,5 (€ > 0). Let d’. be the average delay in class n when the
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class load distribution is {\/ }.

! <d, foralln=1...N. Similarly, if i < j then d/, > d,,.

Property 4: If i > j then

Property 5: If i > j then 7‘/7' > d;. Similarly, if i < j then 7‘/7' < d;.

3.1.3 Feasibility of the PDD model

We have assumed so far that the PDD model is feasible, i.e., that there exists a work-conserving
scheduler that can meet the constraints of (3.2). However, this is not always possible. Given
the load distribution and the average backlog of the aggregate traffic, the PDD model not only
specifies the N-1 delay ratios, but also the N average delays of Equation (3.5). The important
point, though, is that there may not exist a work-conserving scheduler that can set the average
delay of each class to a certain value. Intuitively, the reason is that the average delay of a class
(or of any set of classes) has a lower bound due to the inherent load in that class (or set of
classes). This lower delay bound would result if that class (or set of classes) was given strict

priority over the rest of the traffic.

Formally, given the input rates {A;} and the average backlog ¢o4 of the aggregate traffic
stream, we say that a set of DDPs {6;,i = 2,..., N} is feasible when there exists a work-
conserving scheduler that can set the average delay of each class as in (3.5). So, the set of DDPs
{6;,i=2,...,N}is feasible when the set of class delays {d; = (52'(]@9/(2”]\;1 Andp), i=1,...,N}

1s feasible.

The necessary and sufficient conditions for the feasibility of a set of N average class
delays, given the N class loads, were derived by Coffman and Mitrani in [26] (see also the follow-

up work [69]). Under general assumptions?, a set of N average delays {d;, i = 1,..., N} is

4Most of [26] assumes Poisson arrivals. The particular result that we include here holds, as [26] also states, for
general arrival and packet size distributions.
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feasible if and only if the following 27V-2 inequalities hold,

Shidi > d3P Y Ni=gl"  forallged (3.6)
i€ i€g
where @ is the set of 2/¥-2 nonempty proper subsets of the set {1,2,..., N}. (jip and jgp are the
average backlog and the average delay, respectively, of the traffic in the set ¢, if ¢ was given strict
priority over all other classes. The Coffman-Mitrani inequalities state that any set of classes ¢
has a lower bound on its average backlog and this bound results when the traffic in ¢ is serviced

with the highest priority in a Strict Priority (SP) scheduler.

If all classes have the same packet size distribution, which is also our assumption®,
Regnier [88] extended the Coffman-Mitrani results, showing that the necessary and sufficient

feasibility conditions can be reduced from 2V-2 to the following N-1 inequalities
N ) ) N
Sxidi > iR Y M=k k=2..N (3.7)
i=k i=k

where (j,ff\, and c?,ff\, are the average backlog (jip and average delay Jgp’ respectively, for ¢ =
{k,...,N}. When ¢ = {k}, we simply write ¢;” and d;”. Regnier’s result imposes a lower

bound on the average backlog of only the N-1 subsets of the & highest classes (k=1,..., N —1).

From (3.7) and (3.5), we can now show that the necessary and sufficient condition for

the feasibility of the PDD model when N = 2 is

_ 52(j _
dy = e > dSP .
: AL+ 82 T : (8:8)

with d» < 61 = 1. Since ¢qy = /\1ij + /\zcigp, it is easy to show that the feasibility condition

becomes
dSP 1 dSP
Js > % or — < Jg—P (3.9)
1 2 2

5Note that this is stronger than assuming that all classes have the same average packet size, required for (3.5).



39

SP scheduling
100 SP scheduling

10000
e T
[ -
1000 L Class-2
10 ¢

) >

3 % 100
[ =]
g N )
) LN g
> [

z : 10

1 N z \x
. .
R
R | 1L
e e w1
0 0
0 10 20 30 40 50 60 70 80 90 100 0 10 20 30 40 50 60 70 80 90 100
Percentage of Class-1 traffic Percentage of Class-1 traffic
(a) Average delays, u=75% (b) Average delays, u=95%

Figure 12: Average delays with SP as a function of the load distribution.

So, a given delay ratio 6 < 1 between Class-2 and Class-1 is feasible if and only if the corre-
sponding average delay ratio in the SP scheduler is not higher than d,. Note that the average
delays of the two classes in SP, and so their ratio, are a function of the input rate A, the load

distribution (A1, A2), and the aggregate average backlog ¢ag.

When N > 2, the feasibility conditions for the PDD model are the following N — 1

inequalities

N S N
by > NdiP o k=2, N (3.10)

where S = Zf\;l Aid; and Gog = Zf\;l A\ d? P

To illustrate the feasibility conditions graphically, Figure 12 shows for the case of two
classes the per-class average delays with SP in two utilization points (u=75% and u=95%) over a
range of load distributions. Also, Figure 13 shows the average delay ratios di¥ /d5" for the same
load conditions. These graphs resulted from a simulation of the SP scheduler. When u=75%
(Figure 13-a) and the load distribution is (A1, A2)=(70,30), the DDP 1/65=8 is feasible, while the
DDP 1/62=16 is infeasible. On the other hand, if 1/62=14, the load distribution must be such

that 0.3 < A1/A < 0.6 in order for the PDD model to be feasible. When «u=95% (Figure 13-b),



40

SP scheduli
2 scheduling SP scheduling

600
[e——e Class-1/Class-2 | T GGl
18 b
500
£ 2 400
© g
g g
3 ©
© 300
g 9
3 g
g c
> [
2 < 200
8 ]
100
6 - ]
4 0 :
0 10 20 30 40 50 60 70 80 90 100 0 10 20 30 40 50 60 70 80 90 100
Percentage of Class-1 traffic Percentage of Class-1 traffic
(a) Ratios of average delays, u=75% (b) Ratios of average delays, u=95%

Figure 13: Average delay ratios with SP as a function of the load distribution.

the DDP 1/§:=32 is always feasible, while the DDP 1/d5=100 is only feasible when at least 12%

of the traffic belongs to Class-1.

There are two important points shown in Figures 12 and 13. First, for a certain load
distribution, the higher the utilization is, the larger the ratio dj¥/d5" becomes. So, as the
utilization becomes higher, the feasible range for the DDP §5 increases. Second, for a certain
utilization, the feasible range for §5 decreases as the fraction of Class-1 or Class-2 traffic tends
to zero. The reason for this effect is as follows. When A; — 100% (and Ay — 0%), the average
delay in Class-1 decreases to the average aggregate delay c?ag. The average delay in Class-2, on
the other hand, does not decrease to zero, because it is lower bounded from the (non-preemptive)
service time of Class-1 packets. The end-result is that the ratio di”/d5" decreases, as \; —
100%. Similarly, when A; — 0, the average delay in Class-2 increases to Jag. The average delay
in Class-1 does not increase to infinity, because it is upper bounded from the (finite) duration of

the Class-2 busy periods. The end-result is that the ratio pr/cigp decreases, as A; — 0.

If the number of classes 18 N > 2, such a graphical interpretation of the feasibility

conditions is not straightforward. One can still use (3.10) to examine numerically if the N-1
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conditions are satisfied for the given DDPs, load distribution, and aggregate backlog. The major
issue, however, in examining the feasibility of the PDD model in a practical setting is to know
the average delays J,fp that would result if a class was serviced with the highest priority by an
SP scheduler. If the traffic does not conform well to a mathematically tractable queueing model,
for which the average class delays are known analytically (see [13] for instance), one needs to
estimate or measure them experimentally. Most existing routers provide an SP scheduler. So,
a network provider can measure the class average delays J,fp deploying the SP scheduler for
short time intervals in the actual workload. Alternatively, if the SP deployment is considered

harmful due to its starvation effects (§2.2), the delays J,fp can be estimated from emulating an

SP scheduler with the actual workload of the link.

3.2 Proportional Average Delay (PAD) scheduling

Another way to interpret the PDD model i1s that the normalized average delays, defined as
(3.11)

I<u4,j <N

l§

d; = d; /d;, must be equal in all classes, i.e.,

|
u°.q|k>. !

Il

S

&
l
S &

A scheduler that aims to equalize the normalized average delays among all classes is described
next. We refer to this algorithm as Proportional Average Delay (PAD) scheduling.
Let B(t) be the set of backlogged classes at time ¢, D;(t) be the sequence of Class-i

packets that departed before time ¢ (in order of their departure), and d* be the delay of the

m’th packet in D;(t). Assuming that there was at least one departure from class ¢ before ¢, the
(3.12)

normalized average delay of class ¢ at ¢ 1s

where S; is the sum of queueing delays of all packets in D;(t), and P; is the number of packets

in D;(t) (or cardinality of D;(t)).
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Suppose that a packet has to be selected for transmission at time t. PAD chooses the
backlogged class j with the marimum normalized average delay at t,

= d;(t 3.13
j = arg max (t) (3.13)

The packet at the head of queue j is transmitted, after a queueing delay dfj-l_l. The variables S;

and P; are then updated as S; = S5; + dfjH and P; = P; + 1, and the new normalized average

delay cij (t) is computed from (3.12).

The selection of the maximum d; (t) term, as in (3.13), requires at most N-1 comparisons,
which is a minor overhead for the small number of classes that we consider here. The main
computational overhead of PAD is a division, for the calculation of S;/P;, after each packet

6. With current commodity microprocessors (= 500MHz), a floating-point division

departure
takes less than 100ns (a 50 cycles). This delay would not be an issue for network interfaces of
up to 1Gbps, which transmit a (minimum-size) 40-byte packet in about 320ns. For even faster
network interfaces, one can avoid the division operation and compute d; (t) using an exponential
running-average of the form d;(t) = (1 —27%)d;(t) + 27wl T /§; where w is a positive integer.
Also, during ‘cold-start’, or when the counters S; and P; are reset to zero due to an overflow,

some classes will not have a history of departed packets. The scheduler can then start servicing

packets in a FCFS order, until P; # 0 for all <.

The basic idea in PAD is that if a packet is serviced from class j with the maximum
normalized average delay, the delay of that packet will not increase any more (since it is serviced),
and thus the increase of S; due to that packet will be minimized. So, servicing a packet from
class j tends to reduce the difference of cij (t) from the normalized average delays of the other
classes. In the long-run, if the scheduler always minimizes the differences between the normalized
average delays in this manner, we expect that the normalized average delays will be about the

same. As will be illustrated next, this is the case with PAD when the selected DDPs are feasible.

6 Obviously, the factor 1/§; can be precomputed and does not require a division. If it is a power of two, it does
not require a multiplication either.
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Figure 14: Average delay ratios with PAD and SP as a function of the utilization.

PAD is an excellent scheduler in terms of meeting the PDD model, when the chosen
DDPs are feasible. We were unable to prove that PAD is optimal, in the sense that it can always
meet a set of feasible DDPs. Simulation results, though, have provided us with evidence that

PAD is quite close to such an optimal scheduler.

To illustrate this point, Figure 14 shows typical simulation results for N=2 classes. The
two graphs show the ratio di/ds of the average delays with PAD and SP for two DDP selections
and for a uniform load distribution (A;=A2), as a function of the utilization u. Recall from
Equation (3.9) that in the case of two classes, a given DDP 1/4d5 is feasible if and only if it is
lower than the ratio di /d» in SP. As shown in Figure 14-a, PAD achieves the specified delay ratio
1/62=8 in all utilization points that this DDP is feasible. The resulting delay ratio is less than
eight only when u <70%, but SP does not lead to a larger delay ratio either, meaning that this
DDP is infeasible in that utilization range. Similarly, in Figure 14-b, PAD achieves the specified
delay ratio 1/6,=32 when the utilization is higher than about 80%, which is also when this DDP
is feasible. Because PAD can achieve the PDD model when the given DDPs are feasible, at least

based on our simulation results, we consider PAD as an optimal scheduler for the PDD model.
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Figure 15: Individual packet delays and short-term delay ratios with PAD.

Is PAD also a predictable scheduler however? In order to answer this question we have
to examine the behavior of PAD in short timescales, and check whether higher classes always
encounter lower delays. To get a deeper insight on the behavior of PAD in short timescales, Figure
15-a shows the queueing delays of individual packets at their departure instant. The utilization in
this simulation is u=90% and the load distribution to (A1, Az) = (70, 30). Note that during most
of the time, the Class-2 packets depart with minor queueing delays. Occasionally though, as it
occurs shortly after time 999.900, some Class-2 packets depart with significantly larger queueing

delays, even larger than the Class-1 delays in the corresponding time frame.

Let us analyze in detail what happens in the time period 999.760-999.960. Just before
999.760, the Class-2 queue is almost empty and its queueing delays are close to zero. From
999.760 to 999.920 (phase-1), d» is less than cil, and there are no departures from Class-2. The
arriving Class-2 packets during phase-1 accumulate large waiting times, up to the duration of
this phase (160 time units), but the normalized average delay do does not change since there
are no departures from that class. At about 999.920, dy becomes less than ciz, after servicing

exclusively packets of that class during phase-1. From that point and until 999.960 (phase-2),
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all the backlogged Class-2 packets from phase-1 depart back-to-back without interventions from
Class-1 packets. At about 999.960, the two normalized average delays become comparable, and
the scheduler starts servicing packets again in a more uniform manner. This example shows that
because PAD is unaware of the waiting times of backlogged packets, it occasionally allows higher
classes to experience much larger queueing delays than their long-term average delays, or the
queuetng delays of lower classes. This is a manifestation of unpredictable delay differentiation

that should be avoided.

It is also instructive to examine the ratios of short-term average delays between classes
with PAD, in relatively short timescales. Figure 15-b shows the ratios of average delays, measured
in every K=10000 successive packet departures, for N=3 classes. The utilization is u=90%, and
the load distribution is (A1, Az, A3)=(50,30,20). Note that PAD does a rather poor job in meeting
the PDD constraints in this short timescale. This should be expected, since PAD attempts to
equalize the long-term normalized average delays and not the normalized average delays in the
last K departures. Another important point in this graph is that there are several time periods
in which the ratio Jl/ciz is larger than the ratio 621/623, meaning that Class-3 experiences higher
delays than Class-2. These are incidents, again, of unpredictable delay differentiation. A good
scheduler for the PDD model should not only achieve or closely approzimate the constraints of
(3.2), but it should also provide predictable delay differentiation in short timescales. A scheduler

that emphasizes on this predictability issue is studied next.

3.3 Waiting Time Priority (WTP) scheduling

The Waiting Time Priority scheduling algorithm was first studied by L.Kleinrock in 1964 [54]
under the name Time-Dependent Priorities. A packet is assigned a priority that increases pro-
portionally to the packet’s waiting time. Higher classes have larger priority-increase factors. The
packet with the highest priority is serviced first (in non-preemptive order). In the following, we

describe WTP in a different way to highlight its similarities and differences with PAD.

Suppose that class i is backlogged at time ¢, and that w;(t) is the head waiting time



46

of class ¢ at ¢, 1.e., the waiting time of the packet at the head of class ¢ at ¢. We define the

normalized head waiting time of class ¢ at t as
lZ}Z' (t) = Wy (t)/él (314)

Every time a packet is to be transmitted, the WTP scheduler selects the backlogged class j with
the marimum normalized head waiting time,
j = arg iIEnBa()t() w; (1) (3.15)
The similarities with PAD are now obvious. In the same way that PAD chooses for
service the class with the maximum normalized average delay, WTP chooses for service the
class with the maximum normalized head waiting time. PAD attempts to minimize in this
manner the differences of the class normalized average delays, while WTP attempts to minimize
the differences between the normalized waiting times of successively departing packets. Suppose,
hypothetically, that WTP manages to always reduce these differences to zero. The queueing
delays of successively departing packets will be then proportional to the given DDPs,

dm e

P — (3.16)

where d™ and ¢(m) are the queueing delay and the class, respectively, of the m-th departing
packet. Of course, this goal is not always feasible. Equation (3.16) shows, though, that WTP
attempts to achieve a proportional differentiation between the delays of successive packet depar-

tures.

In terms of scalability and performance, WTP requires at most N-1 comparisons for
each packet transmission, which is a minor overhead for the eight classes or so that we consider.
To avoid the multiplication of the waiting time w;(t) with the factor 1/§;, the waiting time
can be increased by 1/§; after each time unit (instead of incrementing it). An implementation

requirement, which also applies to PAD, is that packets have to be timestamped upon arrival
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Figure 16: Individual packet delays and short-term delay ratios with WTP.

so that their delays can be measured; we do not expect this requirement to be an important

difficulty in practice.

WTP is an excellent scheduler in terms of providing higher classes with lower delays in
short timescales. To illustrate the behavior of WTP in short timescales, the two graphs (a) and
(b) of Figure 16 show the individual delays of successive packet departures, and the ratios of
short-term class delays averaged in every K =10000 packets, respectively. To compare WTP and
PAD, these graphs refer to the same time interval and the same traffic stream as the graphs in

Figure 15.

First, note that in Figure 16-a W'TP services the Class-2 packets with lower queueing
delays, even in the shortest timescales of successive packet departures. A more careful exami-
nation of that graph also shows that the individual packet delays in Class-2 are approximately
proportional to the corresponding Class-1 packet delays, and that the proportionality factor is
about five, which is the specified DDP (1/d;=5). In other words, as stated in Equation 3.16,

WTP attempts to provide proportional delay differentiation between successive packet departures,

and this objective is closely approrimated when the delays are sufficiently large.
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Second, note that in Figure 16-b the correct class ordering is also maintained when the
delays are measured over short timescales, in this graph every K=10000 packets. Figures 22 and
23 1n the next section, show that this is also true in a wide span of timescales, ranging from a
few packets to many thousands of packets. So, with WTP the average queueing delays in higher
classes are smaller than the average delays in lower classes, independent of the location or the
duration of the averaging time window. Also note that the measured delay ratios in Figure 16-b
vary around the specified DDPs, 1/§5=4 and 1/d3=8, even though the deviations are sometimes

significant.

In summary, WTP meets the goals that we have set for predictable delay differentiation,
and 1t approximates the PDD model in short timescales. Is WTP also controllable, however, and

specifically does it meet the PDD constraints of (3.1)7

In the special case of Poisson arrivals, we can show analytically that WTP converges to
the PDD model as the utilization approaches 100% (heavy load conditions). The following result

is proved in §7.3.

Proposition 3.1: If the packet arrivals in each class are generated from a Poisson distribution,
the WTP scheduler meets the PDD model of (3.1) as the utilization u tends to 100%,

JWTP (52'
! as u—1 (3.17)

s

Since the Poisson assumption has been shown to be often invalid in packet networks

[82, 116], we have also examined the validity of Equation (3.17) with simulations, using the
infinite-variance Pareto interarrival distribution. The general observation from this empirical
study is that WTP meets the PDD model as the aggregate backlog in the PFE ., tends to
infinity, but not always when the utilization tends to 100%. In the case of Poisson arrivals,
the aggregate backlog tends to infinity as the utilization tends to 100%, which is in agreement
with Proposition (3.1). For other arrival distributions, however, it is not always true that the
aggregate backlog tends to infinity as the utilization increases. In the extreme case that the

traffic is periodic, the aggregate backlog is zero even when the utilization is 100%.
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Figure 17: Average delay ratios with WTP and PAD as a function of the utilization.

How close to ‘infinity’ does the aggregate backlog have to be, though, in order for WTP
to closely approximate the PDD model? Figure 17 shows the achieved delay ratios for the case
of two classes and for a uniform load distribution, as a function of the utilization. The traffic
is generated from an infinite variance Pareto distribution, as described in §7.1. The aggregate
backlog for each utilization point is also shown (denoted by ¢ in the graphs). Note that the
aggregate backlog does not depend on the load distribution or on the specified DDPs. The

corresponding curves for PAD are also shown, for comparison purposes.

Figure 17 shows that WTP tends to the PDD model as the utilization approaches 100%
and the aggregate backlog increases. For a moderate delay ratio, such as 1/J,=8, the required
average backlog for a close approximation of the specified delay ratio is a few tens of packets.
This is not an unusual average backlog for heavily utilized, high-speed links [90]. In order to
closely approximate a more drastic delay differentiation with WTP however, such as 1/6,=32,
an average backlog of hundreds of packets is needed. This may be impractical, especially when
there are not enough buffers, or when the network operators prefer to drop packets (and so limit

their maximum delay) instead of queueing them for hundreds of packet transmission times. In
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moderate load conditions, say below 85%, WTP shows a large deviation from the PDD model,
either because the specified DDP is infeasible (as in Figure 17-b for u =65%), or simply because
it 1s not a particularly good scheduler in terms of meeting the long-term average delay ratios of

the PDD model.

To summarize, WTP 1s an excellent scheduler in terms of providing predictable delay
differentiation even in short timescales. It also approximates the PDD model in heavy load
conditions, when the average backlog 1s sufficiently large for the given DDPs. For lower load
conditions, on the other hand, WTP deviates significantly from the PDD model. In the next
section, we combine the operation of PAD and WTP, in order to create a hybrid scheduler that

combines the features of these two schedulers.

3.4 Hybrid Proportional Delay (HPD) scheduling

As shown in §3.2, PAD attempts to minimize the differences between the normalized average
class delays. This objective makes PAD capable of meeting the PDD model when the given
DDPs are feasible. WTP, on the other hand, attempts to minimize the differences between the
normalized head waiting times. This objective makes WTP capable of approximating the PDD
model in successive packet departures. As a consequence of this behavior, WTP provides higher
classes with lower delays even in the shortest timescales. Can we combine the operation of these
two scheduling algorithms in order to create a scheduler that is both close to the PDD model,
when the DDPs are feasible, and also that provides a predictable delay differentiation in short
timescales? This is the objective of the Hybrid Proportional Delay (HPD) scheduling discipline,

described next.

HPD, just like PAD and WTP, maintains a delay metric for each class ¢, normalized by
the corresponding DDP §;. Specifically, if d; (t) is the normalized average delay in class ¢ at ¢,

as defined in (3.12), and @;(¢) is the normalized head waiting time in class ¢ at ¢, as defined in
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Figure 18: Effect of the HPD parameter ¢ on the average delay ratios.

(3.14), the normalized hybrid delay in HPD is

hi(t) = gdi(t) + (1 = )i (t) (3.18)
where ¢ is the HPD parameter (0 < g < 1). When a packet is to be transmitted, HPD chooses
the backlogged class j with the maximum normalized hybrid delay,

= hi(t 3.19
j = arg max hi(t) (3.19)

When g is zero HPD becomes equivalent to WTP, while when g 1s one HPD becomes equivalent
to PAD. For other values of g, HPD combines the operation of PAD and WTP resulting in a
hybrid behavior. In the following, we examine different aspects of the HPD behavior and compare

it with PAD and WTP using simulation results.

Choosing a ‘good’” HPD parameter value: Figure 18 shows the effect of the HPD parameter
g on the ratio of average delays for two classes. In heavy load conditions (u=95%), the selection

of g does not matter much, and the PDD model is closely approximated for practically any g¢.
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Figure 19: Individual packet delays and short-term delay ratios with HPD.

The reason is that in heavy load conditions both PAD and WTP meet the PDD model, and so
does HPD. In lower load conditions (u=75%) though, g needs to be close to one in order for
HPD to approximate the PDD model well. Note that the dependency of the delay ratio on g 1s
convex, meaning that the approximation error decreases faster as g approaches one. Of course,

a good value of g has to also take into account the predictability of HPD, which improves as g

decreases and HPD behaves more like WTP.

Figure 19 shows the same sample paths of individual delays and short-term delay ratios
for HPD, as Figure 16 shows for WTP, and Figure 15 shows for PAD. The HPD parameter
is set to g=0.875. Comparing carefully the two graphs in Figures 19-a and 16-a shows that,
with ¢=0.875, HPD provides almost indistinguishable results with WTP. Similar experiments
and comparisons of different sample paths for other values of ¢ have shown that a lower value
of g does not add to HPD’s predictability. A much higher value of g, on the other hand, larger
than 0.95 or so, causes occasional predictability problems; similar to the PAD behavior shown in

Figure 15-a.

In summary, we have found that ¢=0.875 is a ‘good’ value in the trade-off between the
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Figure 20: Average delay ratios with HPD as a function of the utilization.

behaviors of PAD and W'TP. In the following, g is set to 0.875 unless stated otherwise. Note that
0.875=1-273, which also means that the multiplication with ¢ and 1 — g can be replaced with

shift and subtract operations.

Effect of the aggregate load on the average delay ratios: Figure 20 shows the effect of
the utilization u on the HPD average delay ratios. Results are shown for two classes, when the
specified delay ratio is either 1/d:=8 or 1/d2=32. The load distribution between the two classes

i1s uniform. For comparison purposes we also show the PAD and WTP curves.

As the utilization increases, all three schedulers tend to the specified delay ratios. The
differences between HPD and PAD in heavy load conditions, above 90% or so, are minor. In
moderate load conditions, between 70% to 90%, HPD is significantly closer to the PDD con-
straints than WTP. The largest relative error between HPD and PAD in this operating region is
about 20% in these graphs. This error can be further reduced with a higher HPD parameter, if
the network operator values the importance of meeting the specified DDPs more than providing
a consistent delay ordering between classes in short timescales. In light load conditions, less than

about 70% or 75%, the PDD model becomes infeasible, and so the PAD scheduler cannot achieve
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the specified delay ratios either.

Effect of the load distribution on the average delay ratios: Figure 21 shows the effect of
the class load distribution on the HPD average delay ratios. Results are shown for four classes
and seven class load distributions in light load conditions («=75%) and in heavy load conditions
(u=95%). In Figures 21-a and 21-b the DDPs are: d1/d2 = d2/03 = J5/0,=2, i.e., each class
should have a twice as large average delay than the next higher class. In Figures 21-c and 21-d,
on the other hand, the required delay differentiation is set to a factor of four between successive

classes, i.e., 81 /8y = d5/03 = d5/04=4.

Ideally, HPD should meet the PDD model independent of the class load distribution.
The first set of DDPs (§;/6;41=2, i=1,2,3) is feasible in both load conditions, because PAD (not
shown here) can meet the PDD model. In moderate load conditions (Figure 21-a), HPD closely
approximates the specified delay ratio between successive classes, and the deviations from the
PDD model are less than 10%. In heavy load conditions (Figure 21-b), HPD accurately meets

the specified delay ratios in all load distributions.

The second set of DDPs (§;/8;41=4, i=1,2,3) is infeasible when u=75%, because PAD
cannot meet the PDD model. Since the DDPs are infeasible in that case (Figure 21-c)”, HPD
exhibits large deviations from the specified PDD model; it is noted that PAD exhibits similar
deviations. In heavy load conditions (Figure 21-d), on the other hand, the DDPs are feasible
and HPD manages to closely approximate the PDD model without any significant deviations. In
general, HPD manages to closely approximate the PDD model, when it is feasible, independent
of the class load distribution. The approximation errors increase as the utilization decreases, and

as the required delay differentiation between classes becomes more extreme.

Delay differentiation with HPD and WTP in short timescales: In evaluating the pre-
dictability of a scheduler, our primary focus is to examine whether higher classes encounter lower
delays in all timescales. It has already been illustrated in the previous graphs that HPD provides

higher classes with lower delays, but only in terms of long-term averages. Is the delay ordering

7The class load distributions in this graph are as in the graph of Figure 21-d.
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Figure 22: Percentiles of the average delay ratios with WTP and HPD as a function of the
averaging timescale K (u=95%).

between classes, however, also met in short timescales?

Figures 22 and 23 investigate the delay differentiation that HPD and WTP produce in
short timescales of different length. The graphs in these two figures show five percentiles of the
distribution of delay ratios between two classes, when the delay ratios are measured in successive
time windows of K packet departures. K determines the timescale in which we measure the
class delays and compute their ratio. In these experiments, K ranges from successive packet
departures (K=2) to several thousands of packet departures (K=10000). The five percentiles
shown give a comprehensive view of the distribution of the resulting delay ratios, providing the
median delay ratio (50th percentile), the 25th and 75th percentiles, as well as two tail delay ratios
(10th and 90th percentiles). Note that when there are no packet departures from both classes in
a time period of K packet departures, a delay ratio is not measured. Also, the duration of the
simulation runs is adjusted so that we get approximately the same number of delay ratios for
all values of K. In both figures, the specified DDP is d5=1/8 and the class load distribution is

uniform.
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Figure 23: Percentiles of the average delay ratios with WTP and HPD as a function of the
averaging timescale K (u=80%).

Figure 22 shows the results of these experiments in heavy load conditions (u=95%). As
shown, the resulting distributions of delay ratios are quite narrow, centered around the speci-
fied DDPs §;/d2=8, in both HPD and WTP. This means that in heavy load conditions, HPD
inherits the excellent predictability of WTP, i.e., it provides lower delays to higher classes, and
it approximates closely the PDD model. This behavior is consistent in a range of timescales,
from successive departures to several thousands of packet departures. In Figure 23, on the other
hand, the utilization is u=80%, and the load is moderate. In this case, the HPD delay ratio
distributions are significantly more spread than the WTP distributions. Additionally, the HPD
distributions are not centered exactly around the specified &;/d2=8, but they indicate slightly
higher delay ratios. Even if HPD does not approximate the PDD model as closely as WTP does
in moderate or low load conditions, however, it still provides lower delays to the higher class,

and so it produces predictable delay differentiation.

A summary of the previous simulation study follows. In heavy load conditions, above 90%
or so, both PAD and WTP meet the PDD model, and so does HPD. In lower loads conditions,

HPD is closer to the PDD model than WTP, but it does not achieve the optimal behavior
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of PAD. HPD closely approximates the PDD model, when it is feasible, independent of the
class load distribution. The approximation errors increase as the utilization decreases, and as
the required delay differentiation between classes becomes more extreme. HPD does not have
the predictability problems that PAD has. This means that HPD manages to provide lower
delays to higher classes even in short timescales, ranging from successive packet departures to
several thousands of packet departures. HPD, however, does not perform as well as WTP in
approximating the PDD model in short timescales when the load conditions are moderate or

low.

3.5 Related work on delay differentiation

In this section, we review other scheduling algorithms for relative or proportional delay differen-
tiation model. We start with the family of link sharing schedulers, showing that they can provide
controllable delay differentiation, but they are too sensitive to class load distribution changes.
The next two schedulers, ADD and BPR, were presented in our original publications on delay
differentiation ([30] and [31]). The final part of this section presents recent contributions made

by other researchers, extending our work on proportional delay differentiation.

3.5.1 Link sharing schedulers

Several packet schedulers aim to provide each class with a minimum bandwidth share of the link’s
capacity. Examples of such schedulers are the packet-based approximations of GPS (§2.2) such
as WFQ [29], as well as the Class Based Queueing (CBQ) [44] and Hierarchical Packet Fair
Queueing (H-PFQ) [7] link sharing schedulers. These mechanisms were developed in the link
sharing context, where different organizations or users are guaranteed a certain fraction of a
link’s capacity, sharing any available excess bandwidth. The link sharing schedulers have been
also proposed for providing relative delay differentiation. For example, Heinanen suggests the
use of such a scheduler to implement the Olympic service model, which consists of the ‘Gold’,

‘Silver’; and ‘Bronze’ classes [48].
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Figure 24: Average delays with a two-class WFQ scheduler as a function of the weight w;.

To illustrate the use of link sharing weights as differentiation knobs, Figure 24 shows
the resulting average delays for a two-class WFQ scheduler®, as a function of the Class-1 weight
wy. The weight of Class-2 is fixed to ws=1-w;. The utilization is set to u=90% and the load
distribution is uniform, i.e., (A1, A2)=(50,50). When w; = w2, WFQ behaves as a First-Come
First-Serve (FCFS) scheduler and it provides the same average delay to each class. When w; =0
WFQ behaves as a Strict Priority (SP) scheduler that services Class-2 as the high priority class.
For a more moderate differentiation, wy &~ 0.475 makes the average delay in Class-1 about twice
as large as in Class-2, while w; & 0.40 makes the average delay in Class-1 about ten times larger

than in Class-2. This example shows that WFQ is a controllable delay differentiation scheduler.

A drawback of the link sharing schedulers 1s that slight changes in the class load distribu-
tion affect dramatically the resulting delay differentiation. Figure 25 shows short-term average
delays in a three-class WFQ scheduler, measured in every K=10000 packet departures. The
WFQ weights are selected as (wq, ws, w3)=(0.5,0.35.,0.3) so that, when the load distribution is
(A1, A2, A3)=(50,30,20), the average delay in Class-1 is about 50, in Class-2 about 20, and in
Class-3 about 7 time units. In Figure 25-a, notice that the selected WFQ weights create a pre-
dictable delay differentiation, providing the maximum delays to Class-1 and the lowest delays to

Class-3.

81n the context of this discussion, the differences between GPS, WFQ, and the other implementations of GPS
are not important.
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Figure 25: Average delays with a three-class WFQ scheduler in two slightly different load distri-
butions.

If, however, only 10% of the Class-1 traffic moves to Class-2 and Class-3, leading to the
load distribution (A1, A2, A3)=(40,35,25), the class ordering is violated, causing the maximum
delays for Class-2 and the minimum delays for Class-1 (see Figure 25-b). Obviously, such a
‘priority inversion’ between the offered classes would be unacceptable for the higher class users.
This example illustrates that link sharing schedulers are quite sensitive to changes in the class
load distribution. One way to deal with this problem is to dynamically adjust the link share

weights based on the current class loads; this is the basic idea behind the following scheduler.

3.5.2 Backlog Proportional Rate (BPR) scheduling

BPR is a dynamic version of GPS (§2.2), in which the class weights are dynamically adjusted
based on the instantaneous class loads. Specifically, let r;(¢) be the service rate that is assigned
to queue 7 at time ¢. For two backlogged queues ¢ and j, the service rate allocation in BPR

follows the proportional constraint:

ri(t) ((55_] gi(t) (3.20)
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where ¢;(t) is the backlog of queue ¢ at time ¢. If the queue ¢ is empty at time ¢, () = 0.
The sum of the assigned service rates Zf\;l 7;(t) must be equal to the link capacity C' when the

scheduler is busy. We first studied BPR in [31].

The main finding of [31] is that BPR approximates the PDD model of Eq 3.2 under
heavy load conditions. This asymptotic result can be explained informally as follows. In heavy
load conditions, all BPR queues are almost always backlogged, due to the ‘simultaneous queue
clearing’ property stated and proved in [31]. So, if we write (3.20) in terms of averages and use

Little’s law ¢ = Ad, we have that:

9;
= = 21
3 (3.21)

where r; is the average output (service) rate in class é. In steady-state and lossless conditions,
however, the output rates r; are equal to the input rates A; (r; = A;), and so BPR tends to the
PDD constraints,

JBPR
di

(3.22)

e _i s
dBPR " dy 4
Even though BPR tends to the PDD model, [31] showed that it does not do so as well as WTP.
Specifically, the deviations from the PDD model for the same load conditions are higher, and
the delay ratios in short timescales have a wider distribution. In addition, BPR suffers from
the simultaneous queue clearing property, according to which all queues in a BPR busy period

become empty at the same time. This effect causes occasional delay bursts in the high class

packets.

3.5.3 Additive Delay Differentiation (ADD)

ADD 1s a non-preemptive priority scheduler in which the priority of the packet at the head of
queue ¢ at time ¢ 18

pi(t) = wi(t) + s (3.23)
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where w;(t) is the waiting time of that packet at time ¢, and 0 < s; < s9 < ... < sy are the
ADD parameters. Note that ADD is similar to WTP, with the difference that the priority of a
packet does not increase proportionally with its waiting time, but additively. We first presented

ADD in the context of relative delay differentiation in [30] and [31].

The ADD scheduler was also presented in [13], together with the following expression
for the average queueing delay of class ¢ in heavy load conditions, assuming Poisson arrivals and

that all classes have the same average packet size,

di = do/(1 =) = P> Ni(si — sx) (3.24)

P, here is the probability that an arriving packet has to wait in the queue, and dy is the mean
remaining service time of the packet that is being transmitted when a new packet arrives. As
the utilization u tends to 100% (A — C=1), P, tends to one, and we can show that the ADD

scheduler tends to the following additive delay differentiation,
CZZ' — Cij — 85 — 5 (325)

The heavy load result of Equation 3.25 appears to hold even with non-Poisson arrivals. Figure
26 shows the short-term average delays and delay differences, averaged every K=100 packets,
for three classes, with Pareto distributed interarrivals. The utilization in this simulation run
is set to 95%, the load distribution to (A1, Az, As) = (50,30,20), while the two graphs shown
cover the same time window. Note that when the queueing delays are adequately large, the
delay of Class-1 packets 1s about 50 time units larger than the delay of Class-2 packets and
about 100 time units larger than the delay of Class-3 packets. This differentiation matches the
corresponding differences of the ADD parameters: s3-s2=50 and s3-s1=100, as stated in (3.25).
On the other hand, when the delays are not adequately large, the delay differences are less than

what is specified, implying that the ADD parameters are infeasible during those time periods.

We mention the ADD scheduler and the additive differentiation model here, as an in-

teresting case of another relative differentiation model that deserves further investigation in the
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Figure 26: Short-term (K=100pks) average delays and delay differences in ADD.

3.5.4 Recent contributions on proportional delay differentiation

63

The WTP scheduler received further attention in [59]. The authors, starting from Kleinrock’s

result [54] on the average class delays in WTP (see Equation 7.8), derived the feasible load

distribution range for a given set of DDPs. They also proposed a numerical method for calculating

the scheduling weights (when N >2), so that WTP can achieve a feasible set of DDPs for any

given load conditions. For N=2, they showed that WTP can achieve a DDP J5 only when the

utilization is u > 1 — J2. Also, given a DDP §,, the WTP proportional priority-increase factors

should be chosen as b3 = 1 for Class-1, and b3 = u/(u — 1 4 d2) for Class-2. The results of [59],

however, are only valid in the case of Poisson arrivals, since the WTP analysis by Kleinrock was

based on that assumption.

Another scheduler for proportional delay differentiation, called Mean-Delay Proportional

(MDP), was proposed in [72]. MDP is similar to HPD, in the sense that it also chooses for service

at time t the class with the maximum normalized ‘delay’ metric D; (). The delay metric in MDP,
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though, is
o LS +1/2Q:(1 4+ @)
Di(t) = o; Pi+ Qi

(3.26)

where S; and P; are defined as in PAD (§3.2), and @Q; is the number of backlogged packets in
class i at t. For a unit packet size and transmission rate, the term 1/2 @;(14Q;) is a lower bound
on the cumulative delays that the backlogged packets in class ¢ at ¢ will experience before being
serviced. In other words, the average delay metric in MDP takes into account both the previously
departed packets (through S; and P;), and also all the currently backlogged packets. Note that as
the history of departing packets develops (and P; increases), the effect of the currently backlogged
packets diminishes (because @); < F;), and gradually the scheduler behaves in the same way as
PAD. The authors of [72] mention a number of heuristics that can be applied to MDP, such as
periodic re-initialization of the counters S; and P;, or computation of the average class delays
in fixed-length time windows, but they do not give details on how these heuristics affect the

scheduler’s behavior.

[70] and [60] proposed two proportional delay schedulers (called Proportional Queue
Control Mechanism (PQCM) and Dynamic Weighted Fair Queueing (D-WFQ), respectively)
which are based on the GPS rate allocation mechanism (§2.2). Both schedulers adjust the GPS
weights periodically, say every A seconds, based on the measured class backlogs and input rates,
attempting to achieve proportional average delay differentiation in the next window of A seconds.
PQCM uses the instantaneous backlogs to adjust the weights, while D-WFQ uses exponential
averaging estimators for the computation of the backlogs and input rates. Note that PQCM and
D-WFQ are similar to BPR, but with an important difference. BPR adjusts the weights after
each packet departure, and so it is not based on a fixed window A. PQCM and D-WFQ, on the
other hand, perform the rate adjustments periodically, and so they introduce a feedback loop
in the network, according to which the future service rates depend on the input rates over a
previous time interval. This feedback loop in the network can interact with the feedback loop in
the applications or users, when the latter attempt to dynamically choose an acceptable class. If
the delay A in the PQCM or D-WFQ feedback loop is comparable to the delay of the dynamic

class selection process, the two feedback loops may interact causing instability effects. This issue
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is further discussed in the context of Dynamic Class Selection (DCS) in §5.5.

Other researchers proposed different relative differentiation models than the PDD model
of §3.1, and studied scheduling mechanisms that can implement them. For instance, [95] proposed
the Local Optimal Proportional Differentiation (LOPD) scheduler, which attempts to provide
proportional average delay differentiation n each busy period, assuming that there will be no
further arrivals after each packet departure. LOPD is optimal for this differentiation objective of
[95]. [10] extended the PDD model in the direction of deadline violation probabilities, proposing
a scheduler that aims for proportional delay violation probabilities among classes. The scheduler
is similar to Earliest Due Date (EDD), but the deadlines are dynamically adjusted based on the
fraction of packets that missed their deadline in each class. Finally, [61] proposed a Joint Buffer
management and Scheduling (JoBS) mechanism which determines both the scheduling order and
the packet drop decisions. JoBS can be used for both relative and absolute services. The basic
idea is that JoBS makes a prediction after every packet arrival for the delays of the backlogged
traffic, and modifies the service rates so that all QoS constraints are met. If this is not possible,

some packets are dropped.

3.6 Summary and extensions

Our objective in this chapter was to apply the general model of proportional differentiation in
the context of queueing delays. In the first part of the chapter, we proposed and studied the
Proportional Delay Differentiation (PDD) model. The PDD model controls the ratios of the
average queueing delays between classes based on the specified Delay Differentiation Parameters
(DDPs). Starting from the PDD model, we derived the average queueing delay in each class given
a class load distribution, showed certain dynamic properties for the class delays in PDD, and
stated the conditions under which the PDD model is feasible. The feasibility model of the model

can be determined from the average delays that result with the Strict Priorities (SP) scheduler.

In the second part of the chapter, we designed three schedulers for the PDD model. The

Proportional Average Delays (PAD) scheduler appears to always meet the PDD model when it
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is feasible, and so we conjecture that PAD is optimal. PAD, however, exhibits unpredictable
behavior in short timescales. The Waiting Time Priorities (WTP) scheduler, on the other hand,
approximates the PDD model closely even in short timescales, but only in heavy load conditions.
A third scheduler, called Hybrid Proportional Delays (HPD), combines the operation of PAD and
WTP. Our simulation study showed that, in heavy load conditions, above 90% or so, both PAD
and WTP meet the PDD model, and so does HPD. In lower loads conditions, HPD is closer to the
PDD model than WTP, but it does not achieve the optimal behavior of PAD. HPD approximates
the PDD model closely, when it is feasible, independent of the class load distribution. Also, HPD
manages to provide predictable delay differentiation (i.e., lower delays to higher classes) even in
short timescales. HPD, however, does not perform as well as WTP in approximating the PDD

model in short timescales, when the load conditions are moderate or low.

Our focus throughout this study was on the design of scheduling algorithms that can
achieve controllable and predictable delay differentiation, rather than on the analysis of these al-
gorithms. Consequently, in several points our conclusions are based on empirical evaluation using
simulations. Future work can pursue a more mathematical treatment of these schedulers, possi-
bly making some simplifying assumptions on the traffic model or on the algorithms themselves.

Specifically, the following issues deserve further investigation.

e The feasibility conditions for the PDD model can probably be analyzed in greater depth
for the general case of N > 2. If the SP delays J,fp are known for a certain traffic model,
one can derive the feasible space of DDPs given the load distribution, or determine the
feasible load distribution space given a certain set of DDPs. [59] focused on this problem

assuming Poisson arrivals, but for the WTP scheduler instead of the general PDD model.

e It is likely that the PAD scheduler can be proven to be optimal in meeting the PDD model
within a certain family of scheduling algorithms. This family would probably include all
work-conserving schedulers that do not make decisions based on future arrivals (causality)

and that service each class in a FCFS manner. This issue deserves further investigation.

e We proved that WTP tends to the PDD model for the case of Poisson arrivals. It is likely
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that in heavy load conditions this assumption is not required, as long as the aggregate
average backlog tends to infinity. It is also likely that in heavy load conditions WTP
not only achieves the PDD model, but it also provides proportional delay differentiation in
successive packet departures, at least in an average sense (i.e., averaging over all successively

departing packet pairs).
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Chapter 4

Proportional Loss Differentiation

The subject of this chapter is the loss differentiation between traffic classes, and the related buffer
management and packet dropping problem. We first propose the Proportional Loss Differentia-
tion (PLD) model as a means for controllable and predictable loss rate differentiation. The PLD
model is similar in several aspects to the PDD model, such as the model formulation and objec-
tives. There are also some important differences however, that become apparent in the design of
dropping algorithms for the PLD model. We propose and evaluate two Proportional Loss Rate
(PLR) algorithms. The two droppers, PLR(oc) and PLR(M), differ in the interval over which the
loss rates are measured and proportionally adjusted. This difference causes a trade-off between
the two droppers in terms of their implementation complexity, accuracy in meeting the PLD
constraints, and adaptability to varying class load distributions. We also examine the coupled
effect of delay and loss rate proportional differentiation on the throughput of bulk-transfer TCP
connections. The chapter closes with a review of other buffer management and packet dropping

algorithms in the context of relative or proportional loss differentiation.

4.1 Proportional Loss Differentiation (PLD) model

The lossless model of a Packet Forwarding Engine (PFE) was described in §3.1. In that model,
a FCFS packet queue is maintained for each of the N classes of service. The N queues share
the same pool of packet buffers; that in §3.1 was assumed to be unlimited. A scheduler, which
is one of the PFE modules, determines the order in which packets are selected for transmission,

providing a certain delay differentiation between classes. In this section, we extend the PFE
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Figure 27: The lossy model of a Packet Forwarding Engine (PFE).

model to capture the possibility of packet losses, imposing a limit B on the number of available

packet buffers in the PFE.

Packet losses occur in a PFE mainly for two reasons. First, occasionally packets arrive
in such a bursty manner that the PFE does not have an adequate amount of buffers to store
them. The buffer manager in the PFE is then forced to drop some of the arriving or backlogged
packets. Such ‘memory overflow’ losses can be reduced by adding more buffers. Increasing the
number of buffers, though, can make the queueing delays encountered by some packets excessive.
For this reason, network operators often prefer to limit the number of buffers in a PFE and drop

some packets, rather than transferring them too late.

The second cause of packet drops is related to the reactive nature of TCP traffic, which
is the dominant part of the Internet workload today [112]. Roughly speaking, the TCP protocol
reacts to a packet drop by reducing the transmission rate of the sender by a factor of two.
Making use of this TCP behavior, routers can decrease the input rate to the PFE by dropping
some packets, notifying the corresponding TCP senders in this manner that they should reduce
their rates. This technique is called active buffer management [68] and it has several advantages,

especially when the traffic workload consists of bulk-transfer TCP connections [43].

The lossy PFE model that we consider is shown in Figure 27. In addition to the N
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packet queues and the scheduler &, the model includes two more modules, the backlog controller
B and the dropper D. The backlog controller 5 determines the time instants that a packet should
be dropped, either because there is no available buffer, or because the PFE uses an active buffer
management mechanism. When a packet has to be dropped, the backlog controller signals the
dropper to select the backlogged class that the packet should be dropped from. Consequently, B
determines the aggregate amount of losses, as well as the time instants that losses occur in the
PFE, while D determines the distribution of losses between classes, i.e., the loss differentiation.

Note that the total number of buffers B i1s a parameter of the backlog controller.

The simplest type of backlog controller is called Drop-Tail and it signals a packet drop
when there is no available buffer to store an arriving packet. More sophisticated algorithms, such
as RED [43] and its variations [39, 78], are examples of other backlog controllers. An example of
a simple dropper is the Last-In First-Out (LIFO) algorithm, which removes the last packet that
entered the PFE, independent of its class. LIFO corresponds to the FCFS scheduler (§3.1), since
both schemes do not discriminate between classes. An important dropper is the Strict Priority
(SP) algorithm, which removes the packet from the tail of the lowest priority backlogged class.
The SP dropper corresponds to the SP scheduler (§3.1), since both schemes create the strongest
possible discrimination in favor of higher classes. As will be discussed later in this section, the

SP dropper is directly related to the feasibility of the PLD model.

The assumptions stated in §3.1 for the lossless PFE model, namely that the scheduler
1s work-conserving and non-preemptive, and that the packet size distribution is the same in
all classes, also hold for the lossy model of this section. In addition, we make the following
assumptions. First, a backlogged packet requires one PFE buffer independent of the packet size.
This assumption simplifies the PFE model, because an arriving packet can cause only one packet

drop. It is not a requirement, though, for the correct operation of the droppers proposed in §4.2.

Second, we assume that the dropper can perform pushout, 1.e., to drop a packet that is
already backlogged, as opposed to drop arriving packets only. In the past, it was often assumed
that pushout is hard to implement in high-speed links [55]. Recently, however, it has been shown

with actual implementations of high-performance routers that pushout can be efficient [19, 108],
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when packets are removed from the head or the tail of the class queues.

Third, we consider droppers that remove packets from the tail of the class queues. Even
though removing packets from the head of a queue leads to lower average queueing delays [122],
this optimization would make the delay differentiation between classes dependent not only on

the scheduler &, but also on the dropping algorithm D; we chose to avoid this complication.

Fourth, we limit our attention to a Drop-Tail backlog controller. The Drop-Tail backlog
controller that we consider forces the drop of a backlogged packet when a packet arrives, if the
number of backlogged packets is equal to the number of buffers B. This is a necessary assumption
for the loss-related conservation law and the dynamics or feasibility of the PLD model, that follow

next. It is not a requirement though, for the correct operation of the droppers in §4.2.

The loss-related performance metric that the differentiation is based on is the average
loss rate, or simply the loss rate. The loss rate [; in class i is defined as the fraction of class i
packets that have been dropped in the PFE. So, if D; packets have been dropped out of A; arrivals
in class i, the loss rate I; is D;/A;. Similarly, the aggregate loss rate Zag in the PFE is defined as

the fraction of arrived packets that have been dropped in the PFE, independent of their class,

- D; .. .
ie, l,g = D/A = %lA,' Another loss-related performance metric is the fraction of dropped

bytes, instead of packets, but this metric is not as commonly used in practice.

The Proportional Loss Differentiation (PLD) model states that the loss differentiation
between classes has to follow certain proportional constraints, independent of the aggregate load
or the class load distribution. These proportional constraints are controlled with parameters
that the network operator specifies. Formally, the PLD model requires that the ratio of loss
rates between two classes ¢ and j is set to the ratio of the corresponding Loss Differentiation

Parameters (LDPs),

o~ o~

~I| &
Q
N

=2 1<ij<N (4.1)

[N
S

where 01 > 09 > ... > oy > 0 are the LDPs. As in the PDD model, we choose Class-1 to be

the ‘reference class’ and set o;=1. Then, the PLD model requires that the loss rate in each class
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¢ 1s a certain fraction o; of the loss rate in Class-1, i.e.,

li=oily  i=2...N (4.2)

independent of the aggregate PFE load, or the class load distribution.

Before studying the PLD model further, we need to revise the PDD model of §3.1 in the
lossy PFE model of this section. The PDD model was stated in §3.1 assuming no losses. In the
lossy PFE model that we consider here, we have to distinguish between the offered rate A and
the accepted rate A{ in class 1. If [; is the loss rate in class i, the accepted rate is the fraction of

the offered rate that corresponds to serviced (i.e., non-dropped) packets,
M=(1-)X i=1...N (4.3)

Since packets are dropped only from the tail of the queues, the dropped packets do not affect the
delay distribution of serviced packets [122]. So, if d; is the average queueing delay of the serviced
packets in class ¢, the PDD model is still stated as in (3.1), while the conservation law of (3.3)

becomes

D A di = Gag (4.4)
assuming the same average packet size L=1 in all classes. The average delay in class i is

Gi= i iy oy (4.5)

Z Zilvzl 6” A%
The delay dynamics and the feasibility conditions for the PDD model are similarly modified in
the lossy PFE model. In the following, when we refer to a class rate A\; we mean the offered rate

A2

K3
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4.1.1 Per-class loss rates in the PLD model

Similar to the conservation law for the class average delays (4.4), a conservation law also holds
for the class loss rates. The loss rate conservation law states that, given the assumptions in the

previous paragraph, for any dropper D that causes a loss rate [; in class ¢ we must have that

N — —
> Xl = Ay (4.6)
i=1

where iag is the aggregate loss rate in the PFE with a LIFO dropper (or with any other dropper)
[63]. The conservation law implies that even though a dropper D can affect the relative magnitude
of the class loss rates, making the loss rate in one class lower than the loss rate in another class,
this is a ‘zero-sum’ game because the weighted sum of (4.6) has to be equal to the loss rate iag
of the aggregate traffic stream. Note that iag is independent of the class that packets belong to,
and thus, of the scheduler § or the dropper D. The aggregate loss rate iag depends only on the
arriving traffic stream, on the aggregate backlog controller B (and so, on the number of buffers

B), and on the link capacity C.

From the PLD model of (4.1) and the loss rate conservation law (4.6), it is easy to show

that the loss rate in each class 7 1s

7 (o8} lag

li = ——"— t=1...N 4.7
Zilv:lo-nAn ( )

which is of the same form as (4.5) for the average delay in each class. Equation (4.7) shows that
even though the PLD model consists of N-1 relative constraints on the class loss rates, the loss
rate in each class is uniquely determined when the PLD model is applied to a traffic stream with

a certain load distribution {);} and a certain aggregate loss rate Zag.

4.1.2 Loss rate dynamics in the PLD model

Based on Equation (4.7), we can state the following properties for the loss rate dynamics in the

PLD model. The proofs of these properties follow similar derivations with the proofs of the delay
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dynamics in the PDD model (see §3.1.2 and §7.2), and they are not included here.

Property 6: Increasing the input rate of a class, increases (in the wide sense) the loss rate of

all classes.

Property 7: Increasing the rate of a higher class causes a larger increase in the class loss rates

than increasing the rate of a lower class.

Property 8: Decreasing the loss differentiation parameter of a class decreases (in the wide
sense) the loss rate of that class, and increases (in the wide sense) the loss rate of all other

classes.

Suppose that the class load distribution changes from {A,} to {AL}, with A} = A; — ¢,
Ay =Aj+e and A = Ag forall k # 4,5 (e > 0). Let I! be the loss rate in class n when the class

load distribution is {A] }.

Property 9: Ifi > j then I/, <l, forall n = 1...N. Similarly, if i < j then I/, > [,.

/
n

Property 10: If i > j then Z; > [;. Similarly, if i < j then <.

4.1.3 Feasibility of the PLD model

As was the case in the PDD model, the PLD model may not be always feasible. Given the load
distribution and the aggregate loss rate, the PLD model does not only specify N-1 loss rate
ratios, but it also specifies the N loss rates of Equation (4.7). It may not be possible, though,
to enforce a certain loss rate in each class. To see why, suppose that the dropper attempts to
provide a very low loss rate to a class k. It can happen, though, that the only backlogged class
k at the drop time instants is class k, and so the dropper will be forced to drop only class k

packets. This scenario shows that the loss rate in class k cannot be arbitrarily manipulated.

Formally, given a traffic stream with class rates {\;}, a certain number of buffers B in

a Drop-Tail backlog controller, an aggregate loss rate iag, and a particular scheduler §, we say
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that a set of LDPs {¢;, i = 2... N} is feasible if there exists a dropper D that can set the loss
rate in each class as in (4.7). So, the set of LDPs {o;, i = 2... N} is feasible if and only if the
set of loss rates {l; = O'Z'Zag/(anzl An0y), i = 1...N}is feasible. Note that the feasibility of the
LDPs depends on the scheduler &, since S affects the service that each class receives, and so the

likelihood that a class is backlogged at the time instant of a packet drop.

Unfortunately, to the best of our knowledge, there are no results in the queueing theory
literature for the feasibility of a set of class loss rates, similar to the feasibility conditions by
Coffman and Mitrani or Regnier for the feasibility of a set of class average delays (§3.1.3). The
basic intuition behind those delay-related feasibility conditions, however, seems to also hold in
the case of loss rates. Specifically, the loss rate of a class (or of any set of classes) has a lower
bound due to the inherent load in that class (or set of classes), given a certain scheduler § and a
Drop-Tail backlog controller with B buffers. This lower loss rate bound would result in practice
if that class (or set of classes) was given strictly higher priority (i.e., minimum losses) over the

rest of the traffic.

In the following, we state, as a conjecture, a set of feasibility conditions for the N loss
rates {/;} that are similar to the Regnier feasibility conditions of (3.7). It remains an important
open question to formally prove that these are the necessary and sufficient conditions for the
feasibility of a set of class loss rates. Specifically, the conjecture is that the set of N class loss

rates {[;} is feasible if and only if the following N-1 conditions are true,

N ) N
Dl =R >N k=2...N (4.8)
i=k i=k

where i,ffv is the loss rate that would be encountered by classes {k, ..., N} with an SP dropper,

if these classes were given strictly higher priority over the rest of the traffic in terms of packet
drops. These conditions impose a lower bound on the number of losses in the N-1 subsets of the

k highest classes (k=1...N —1).

The conditions of (4.8) show that the feasibility of the PLD model depends on the loss

rates that would occur with the same scheduler and number of buffers, if the dropper D was
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replaced by the Strict Priority (SP) dropper. In the case of N=2 classes, a certain LDP o5
(o2 < o1 = 1), is feasible if and only if

> il ! il (4.9)
o9 > ISP or o S P .

where i,fp is the loss rate of class k in the SP dropper that gives Class-2 a higher priority (i.e.,
a lower loss rate) than Class-1. So, a given loss rate ratio oz < 1 between Class-2 and Class-1 is

feasible if and only if the corresponding loss rate ratio in the SP dropper is not higher than o.

When N > 2, the feasibility conditions for the PLD model become the following N-1 inequalities
N g N
x> —> NP k=2...N (4.10)

where S = Zf\;l Ao

The network operator can check the feasibility of a certain set of LDPs by either mea-
suring the loss rates i,fp on the actual link, or emulating the SP dropper with the workload of
the actual link. This is essentially the same procedure as for checking the feasibility of a certain

set of DDPs.

4.2 Proportional Loss Rate (PLR) droppers

In this section, we describe two dropping algorithms, called Proportional Loss Rate (PLR) drop-
pers, that aim to meet the PLD model of §4.1 when the specified LDPs are feasible. Both PLR

droppers follow a similar algorithm with the PAD scheduler of §3.2.
Specifically, another way to state the PLD model is that the normalized loss rates, defined

as l; = l;/o;, must be equal in all classes, i.e.,

-
li=—=—->-=1 1<4,j <N 4.11
ooy 6= ( )

The PLR droppers maintain a running estimate ZNZ(t) of the normalized loss rate in each class 1.
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When the backlog controller requires a packet to be dropped, the PLR droppers select the back-
logged class j with the minimum normalized loss ratio. Dropping a packet from class j increases
l}, and hence it reduces the difference ofij/aj from the normalized loss rates of the other classes,
tending to equalize them. The similarity with the PAD scheduler should now be obvious; PAD
selects for transmission the backlogged class with the maximum normalized average delay, while
the PLR droppers select for dropping the backlogged class with the minimum normalized loss
rate. In both cases, the objective is to equalize the normalized performance metrics (average de-
lay and loss rate) in the long run, and thus to meet the corresponding proportional differentiation

constraints.

There 1s an 1important difference, however, between delay and loss rate differentiation.
In the former, the fact that each packet encounters an individual queueing delay allows us to
differentiate between the class delays even in the shortest timescales of a few packet departures.
This motivated the study of WTP, as an appropriate scheduler for proportional delay differen-
tiation between successive packet departures, and then the design of HPD, as a combination of
the long-term differentiation of PAD with the short-term differentiation of WTP. In the case of
loss rate differentiation, the performance metric (loss rate) is defined in terms of a number of
packets and not on a per-packet basis. Consequently, we do not design a dropper that attempts
to provide proportional loss rates between successive packet arrivals, corresponding to WTP. The
issue of loss differentiation in short timescales is reflected, instead, on the interval over which the

loss rates are defined and measured.

The first PLR dropper, called PLR (o), measures the class loss rates based on all previous
packet arrivals, aiming to achieve proportional loss rates in the long run (‘long-term PLD model’).
The second PLR dropper, called PLR(M), measures the class loss rates based on the last M packet
arrivals, aiming to meet the PLD model in a shorter timescale, with a duration determined by M.
As will be shown in §4.3, this difference between the two PLR droppers reflects on their accuracy
in meeting the PLD model, on their implementation complexity, and on their adaptability to

varying class load distributions.
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B(t): Set of backlogged classes at time ¢
A;: Count of packet arrivals in class ¢ up to time ¢
D;: Count of packet drops from class ¢ up to time ¢

Packet arrival in class ¢ at time ¢:

Ay = A+ 1

Packet drop from class j at time ¢:

Jj = argmin;ep
Dj = Dj =+ 1;

D; .
(t) Aoy

Figure 28: Description of the PLR(c0) dropper.
4.2.1 PLR(c0): Proportional Loss Rate dropper with ‘infinite’ memory

In this dropper, the loss rate estimate L(t) 1s measured as the fraction of dropped packets in
class ¢ up to time ¢. L(t) can be measured using counters for the arrivals and drops in each class.
Since the loss rate is estimated from the history of all previous arrivals and drops, we say that

PLR(c0) has ‘infinite’ memory. The complete algorithm for this dropper is shown in Figure 28.

An important issue about the PLR(oc0) dropper is the length of the counters A; and
D;, and how to deal with counter overflows. One approach is to reset all counters, and enter a
‘cold-start’ phase, when any of the arrival counters overflow. With 32-bit counters, one of the
A;’s will overflow after at least four billion packet arrivals. As will be shown in §4.3, however, it
may be beneficial under certain traffic conditions to reset the counters over shorter intervals, or
to reduce the length of the counters so that the dropper is more adaptive to varying class load

distributions.

In terms of implementation complexity, the PLR(oc0) dropper requires N multiplications

(for the A;o; terms) and N divisions (for the AD; terms) every time a packet needs to be dropped.
These operations would be, in general, in floating-point arithmetic. An optimization that avoids
the multiplications would be to increase A; by o; every time a packet arrives in class i. If a

single-precision division takes 50 cycles, the calculation of the normalized loss rates for 8 classes

would require 400 cycles, and with a 500MHz processor the selection of the drop-target class
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would take about 0.8us. This overhead would not be a major issue for network interfaces of up
to 1Gbps, that transmit a (minimums-size) 40-byte packet in about 0.32us, since a packet drop

would need less than three packet transmission times.

4.2.2 PLR(M): Proportional Loss Rate dropper with memory M

In the PLR(M) dropper, the loss rate estimate [;(¢) is measured as the fraction of dropped packets
from class 7 in the last M arrivals of the aggregate traffic stream. So, if there are A;(M) class ¢
packets in the last M arrivals, and D;(M) of those packets were dropped, the loss rate estimate

for class i is D;(M)/A;(M). If A;(M)=0, the loss rate in class ¢ is undefined.

The implementation of PLR(M) is slightly more complex than the implementation of
PLR(c0). PLR(M) requires a cyclic queue with M entries, called Loss History Table (LHT). The
LHT records the class index (LHTfi].class € {1,...,N}) and the drop status (LHT[i].loss: 1 if
packet is dropped; 0 otherwise) for each packet in the last M arrivals. Based on the information
stored in the LHT, the dropper knows the number of arrivals A;(M) and the number of drops
D;(M) from class ¢ in the last M arrived packets. The complete algorithm is shown in Figure

29.

The PLR(M) dropper requires a packet tag, that is only used internally in the router,
recording the LHT entry of the packet. This index is necessary so that the corresponding LHT
entry is updated when that packet is dropped. The LHT tags, together with the overhead of
maintaining the LHT, are the main additional implementation complexity of PLR(M) compared
to PLR(o0). Tt is noted though, that such temporary tags that are attached to a packet while

the packet is stored in the router are not uncommon in modern switch and router designs.

Note that the PLR(M) dropper is different from a PLR(o0)-type of dropper in which the
counters are reset to zero after every M arrivals. The PLR(M) dropper attempts to meet the
proportional loss rate differentiation model in every time window of M arrivals, while the latter
dropper attempts to meet the proportional loss rate differentiation in successive time windows

of M arrivals.



B(t): Set of backlogged classes at time ¢

A;(M): Count of packet arrivals in class ¢ in last M arrivals
D;(M): Count of packet drops from class ¢ in last M arrivals
LHT: Loss History Table (cyclical queue with M entries)
LHT[j].class: Class index of packet in the j’th LHT entry
LHT[j].loss: Drop status of packet in the j’th LHT entry

I: Tail index of LHT

Packet arrival in class ¢ at time t:
// Replace the packet at the LHT tail with the new packet
k=LHT/I].class;
Dp(M) = Dp(M)— LHT[I].loss;
Ak(M) = Ak(M) — 1;
LHT[I].class=f,;
LHT[1].loss =0;
Tag g of arrived packet = I;
I'=(I+1) mod M;

Packet drop from class j at time ¢:

i

J = argmin;e p(e)aa, (M)>0 %;
g = tag of dropped packet;
LHT[q].loss=1;

D;j (M) = Dj(M) +1;

Figure 29: Description of the PLR(M) dropper.

80
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The major question in PLR(M) is how large should M be. A larger value of M leads
to a closer approximation of the PLD constraints, but as will be shown in the next section, the
dropper becomes less adaptive to a varying class load distribution. One constraint is that M
should be large enough so that a dropped packet is always one of the last M arrived packets;
otherwise, the drop will not be recorded in the LHT. This constraint is met in practice, even for

small values of M, because the dropped packets are removed from the queue tails.

Another constraint on M is that it should be large enough so that it is feasible to achieve
the specified LDPs in a time window of M packet arrivals. Intuitively, if M is not large enough,
the PLR(M) dropper does not ‘remember’ enough previous arrivals and drops in order to adjust
the loss rates in that time window based on the proportional constraints of (4.1). The following
result gives a lower bound on the required LHT size M, under stationary conditions for the

aggregate loss rate and class load distribution.

Proposition 4.1: If the aggregate loss rate is iag and the load distribution is {A1, A2, ..., An},
it is necessary that the LHT size is more than M,,;, entries in order for PLR(M) to meet the

LDPs {01 = 1,02,03,...,0N}, where

m (4.12)

and m = argmin;<;<n{ Ao }.

The proof of this result is given in §7.4.

4.3 Evaluation of PLR droppers

This section presents simulation results for the two proposed droppers PLR(o0) and PLR(M).
The simulated model is described in detail in §7.1. We briefly mention here that the backlog
controller is Drop-Tail, while the scheduler is HPD with ¢=0.875. The number of buffers B and

the utilization u are adjusted so that the long-term aggregate loss rate does not exceed about
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5%; this is a common operating regime in today’s Internet. Other parameters, such as the load
distribution {A;}, or the LDPs and DDPs, are given for each simulation in the corresponding

graph or text. A summary of the simulation results follows.

Focusing first on long-term loss differentiation, it is shown that PLR(oco) is able to
meet the specified PLD constraints over a wide range of operating conditions and differentiation
parameters. When this is not the case, the simulations show that the Strict Priorities (SP)
dropper cannot meet the specified PLD constraints either, meaning that the PLD model is
infeasible in those operating conditions. PLR(M) is less accurate in meeting the PLD constraints
than PLR(c0). The effect of the LHT size M is shown; the deviations of PLR(M) from the PLD

model are less than 10% when M is more than 50-100 thousand packets.

We then focus on loss differentiation in shorter timescales, namely in every K packet
arrivals of the aggregate traffic stream. When the class load distribution is stationary and K is
in the order of 100,000 packets or more, PLR(o0) approximates quite closely the specified LDPs
in almost every interval of K packet arrivals. PLR(M) performs similar with PLR(oc0), when K
and M are in the same range (100,000 packets or more). When the class load distribution is
nonstationary (varying), however, PLR(oc0) deviates significantly from the specified LDPs, since
it cannot adapt quickly to the changing arrival rates. PLR(M), on the other hand, approximates
closely the specified LDPs even with a nonstationary load distribution, as long as the timescales
in which the class loads vary are larger than M. Finally, we briefly examine a ‘two-dimensional’
differentiation framework in which some classes encounter lower delays but higher loss rates than

other classes, and illustrate some feasibility problems that appear in that framework.

Feasible proportional loss rate differentiation: Figure 30 shows simulation results for the
loss rate ratio between two classes with PLR(oc0) and PLR(M), in diverse operating conditions.
The loss rate ratio shown is [;/l;. The aggregate loss rate is about 1.3% in the first three
graphs, and it varies between 0.6%-2.7% in the fourth graph. The parameters that we vary in
these simulations are the specified LDP ratio o1 /o2, the DDP ratio §; /ds, the load distribution

(determined by A1/A), and the number of buffers B. The LDP ratio is the desired loss rate
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Figure 30: Loss rate differentiation with PLR(c0) and PLR(M) (feasible LDPs).
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between the two classes. The DDP ratio affects the service that each class receives, and thus the
likelihood that a class is idle at the drop time instants. A higher DDP ratio makes Class-2 more
likely to be empty. Similarly, the load distribution and the number of buffers affect the likelihood
that a certain class is empty at the time of a packet drop, and thus they can affect the feasibility

of the PLR model.

The major observation in these graphs is that PLR(oo) achieves almost exactly the
specified LDPs in all the diverse operating conditions shown. In the next paragraph, we show
some simulation results in which PLR(c0) deviates from the PLD model, but as it turns out,
the model is infeasible in those operating conditions. PLR(M), on the other hand, with an LHT
size of M =64K entries, approximates the PLD model with some deviations; these deviations are

quantified later in this section.

Infeasible proportional loss rate differentiation: Recall from §4.1 that the LDP ratio o1 /05
is feasible if and only if the corresponding loss rate ratio [; /lo with the SP dropper is higher than
o1/cy. Figure 31 shows simulation results for the loss rate ratio I /l; between two classes with

PLR(c0) and SP, in operating conditions that reside at the onset of infeasibility.

In Figure 31-a, both droppers create a loss rate ratio that is lower than oy /c2=128. The
infeasibility cause is that with this high LDP ratio and weak Class-1 load (A;/A=0.10), there
are not enough Class-1 packets to drop for the specified loss rate ratio. In Figure 31-b, both
droppers create a loss rate ratio that is lower than oy /c2=64 when there is no delay differentiation
between the two classes (d;/d2=1). The cause of infeasibility is that when the DDP ratio is too
low, Class-2 is not discriminated in favor of Class-1, and so Class-1 does not accumulate enough
backlog for the specified loss rate ratio. In Figure 31-c, both droppers create a loss rate ratio
that is lower than oy /c2=64 when the load distribution is A; /A=0.05. The infeasibility cause is
that Class-1 is too weakly loaded, and so there are not enough Class-1 packets to drop for the
specified loss rate ratio. In Figure 31-d, both droppers create a loss rate ratio that is lower than
o1/c2=64 when B=150. The cause of infeasibility is that the low number of buffers leads to a

low average backlog in Class-1, and so Class-1 is often idle when it should encounter a packet
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Figure 31: Proportional loss rate differentiation at the onset of infeasibility.
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Figure 32: The effect of the LHT size in PLR(M).
drop.

In all cases when the PLD model is infeasible, the PLR(c0) and SP droppers lead to
the same loss rate ratio. This leads us to the conjecture that PLR(o0) is the optimal dropper
wn the context of the PLD model, since it can meet the specified LDPs when the PLR model is
feasible. This conjecture is similar to the optimality of the PAD scheduler in the context of the

PDD model (§3.2).

The effect of the LHT size M in PLR(M): Figure 32 shows the loss rate ratio between two
classes for different values of the LHT size M. The resulting loss rate ratio with PLR(c0) is also

shown, as the asymptotic case M — oo, in order to compare the two droppers.

The first observation is that as we increase M, the deviations of PLR(M) from the PLD
model decrease, because PLR(M) maintains more accurate loss rate estimates. For the operating
conditions in these graphs, if the relative error from the PLD constraints is to be less than
10%, the LHT should have at least 64K entries. The second observation is that the required

LHT size for meeting the PLD model with a certain accuracy increases as the LDP ratio o1 /05
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Figure 33: Percentiles of the loss rate ratios with PLR(o0) and PLR(M) as a function of the
averaging timescale K.

increases, as the aggregate loss rate iag decreases, or as the load ratio A;/As increases. These
dependencies of the required LHT size M are also predicted from (4.12). Third, the lower bound
on M given in (4.12) is quite smaller than what is needed in practice for a close approximation
of the PLD model. The reason is that the proof of Proposition 4.1 assumes that the class load
distribution and the aggregate loss rate in any time window of M packet arrivals follow their
long-term average values. In practice, though, the class load distribution and the aggregate loss
rate vary significantly around their average values, due to the burstiness in the arrival and packet

loss random processes.

Proportional loss rate differentiation in short timescales: Figure 33 examines the be-
havior of PLR(oc) and PLR(M) in short timescales. Specifically, the graphs in Figure 33 show
five percentiles of the distribution of loss rate ratios between two classes, when the loss rates are
measured in time windows of K successive packet arrivals. For more details about this type of
simulation experiments, see also Figure 22 and the corresponding explanations given in §3.4. The

number of buffers in these simulations is B=80, and the aggregate loss rate is {=3.7%. The DDP
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Figure 34: Loss rate differentiation with PLR(c0) and PLR(M) in a stationary class load distri-
bution.

ratio is 81 /8,=8, the LDP ratio is o1/02=8, and the load distribution is (A1, A2)=(70,30).

As shown, the resulting distributions of loss rate ratios with PLR(o0) are quite narrow
and centered around the specified LDP, when K 1s 100,000 packets or more. In these timescales,
the desired loss rate ratio is achieved in almost all intervals of K packet arrivals. In short
timescales, say every K=1,000 or 10,000 packets, the resulting distribution of loss rate ratios
becomes significantly more spread, but the loss differentiation is still predictable (i.e., the higher
class has a lower loss rate). The corresponding distributions in PLR(M) have a wider range than
in PLR(o0), especially when K < M. For K > M, PLR(M) also provides narrow loss rate ratio
distributions, centered around the specified LDPs. The PLR(o¢) dropper, though, provides more
accurate and narrow distributions than PLR(M) in all timescales. As will be shown in the next
paragraph, the major advantage of PLR(M) over PLR(o0) is when the load distribution between

classes is nonstationary.

Stationary and nonstationary class load distributions: Figure 34 shows a sample path of

the loss rate ratios between three classes with PLR(oc0) and PLR(M). The loss rates are measured
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Figure 35: Loss rate differentiation with PLR(o0) and PLR(M) in a nonstationary class load
distribution.

in every K=100,000 packet arrivals of the aggregate traffic stream. In these graphs, the average
arrival rate in each class remains constant, i.e., the class load distribution is stationary. The major
observation is that both droppers approximate quite closely the specified LDPs (0;/0;41=2) in
almost all time intervals of K packets. A more thorough inspection of these, as well as other
similar sample paths, shows that PLR(oo) meets the PLD constraints more accurately than

PLR(M); this observation also agrees with the results shown in Figure 33.

Figure 35 also shows a sample path of the loss rate ratios between three classes, but
this time the class load distribution is nonstationary. Specifically, at the time instant 7000, the
average class load distribution is modified from (A1, Az, A3)=(50,40,10) to (A1, A2, A3)=(34,33,33).

Such a change can occur in practice if some users switch between classes.

The PLR(M) dropper is unaffected by the load distribution change, since it only ‘re-
members’ the arrivals from each class in the last M =128,000 packets. So, quickly after the load
distribution change, it adapts to the new class arrival rates and delivers the desired loss rate
ratios. PLR(M) can deal effectively with continuous load distribution changes, as long as the

timescales in which they occur are larger than M.
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The PLR(o0) dropper, on the other hand, is affected negatively by the load distribution
change, and the loss rate ratio, especially between classes 1 and 3, diverges significantly from
the specified LDPs. The reason is that PLR(c0) attempts to provide a certain loss rate ratio
over the entire previous history of packet arrivals, which does not reflect the new arrival rates in
each class. So, even though it manages to achieve the specified LDPs over the long run, it fails
to provide the desired loss rate ratio in short timescales after the load distribution change. The
duration of the erratic behavior depends on the size of the arrival counters and the time until

their next counter overflow.

This experiment shows that when the class load distribution 1s strongly nonstationary,
perhaps due to users that switch between classes in order to dynamically select an acceptable
class, the preferred dropper should be PLR(M). Even though PLR(M) is not optimal in meeting
the PLD constraints when the LDPs are feasible, it is adaptive to varying class load distributions
while PLR(o0) is not. If the PLR(M) dropper is considered too hard to implement, the PLR(o0)
can be used instead, as long as the arrival and drop counters are reset to zero in relatively short

timescales (e.g., every few millions of packets).

Two-dimensional delay and loss rate differentiation: As discussed in §2.1, the context
of this dissertation is a ‘one-dimensional’ differentiation framework (such as the IETF Class
Selectors) in which higher classes offer better performance in terms of both queueing delays and
packet losses. The proposed PDD and PLD models, as well as the corresponding schedulers and
droppers, however, can also be applied in a ‘two-dimensional’ differentiation framework in which
some classes offer lower delays but higher loss rates than other classes. Even though such a
two-dimensional framework 1s out of the scope of this thesis, we show here an example of this

approach, illustrating also a feasibility issue that emerges.

In the case of two classes, suppose that Class-2 offers a lower average delay but a higher
loss rate than Class-1. The PDD model requires that the average delay ratio is do/d; = 65 < 1,
while the PLD model requires that the loss rate ratio 1s Zz/il = 09 > 1. Figure 36 shows the

resulting loss rate ratio for two load distributions and two target delay ratios. The scheduler
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Figure 36: Example of two-dimensional differentiation.

is HPD with ¢=0.875, and the dropper is PLR(c0). When the load distribution is uniform,
(A1, A2)=(50,50), the specified loss rate ratio is achieved even when we require that Class-2 has
a 64 times lower average delay and a 64 times higher loss rate than Class-1. When the load in
Class-2 is slightly less though, namely (A1, A2)=(70,30), the loss rate ratio is l5/l; < 11 when
§1/62=32, and I5/l; < 7 when &;/3o=64. The reason that the loss differentiation is not as
specified 1s that the delay differentiation in favor of Class-2 increases the likelihood that Class-2

is idle. Consequently, it becomes hard to introduce a high loss rate in Class-2, relative to the

loss rate in Class-1. This effect becomes stronger as the Class-2 load decreases.

In the ‘one-dimensional’ differentiation framework, on the other hand, the fact that
classes with higher delays also have a higher loss rate reduces the space of infeasible operat-
ing conditions. The reason is that classes with higher delays are more likely to be backlogged,
and so, 1t is simpler to also provide them with a higher loss rate. In summary, even though a
two-dimensional differentiation framework appears to be more flexible than the one-dimensional
framework that we consider, it faces some harder feasibility problems that require further inves-

tigation.
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4.4 TCP throughput with proportional delay and loss dif-

ferentiation

Most of the Internet traffic today uses TCP as the underlying transport protocol [112]. Con-
sequently, it is interesting to examine the impact of per-hop proportional delay and loss rate
differentiation on the TCP throughput. In this section, we attempt a first-order investigation of
this issue for the case of bulk-transfer TCP connections, which spend most of their lifetime in
the congestion avoidance phase of the TCP algorithm [65]. During that phase, TCP increases
the sending window by a fixed amount of bytes every time it receives an acknowledgement [50].
When a packet loss is detected, the sending window is halved in order to reduce the congestion

in the network.

The throughput of a bulk-transfer TCP connection in the congestion avoidance phase

can be approximated by

0.93 M
R_

= (4.13)

where M is the connection’s Maximum Segment Size, [ is the average loss rate that the connection
encounters, and T is the round-trip delay in the connection’s path, including queueing delays [65].
We assume that the connection encounters the average delay and loss rate of the aggregate traffic
in each link along its path. The round-trip delay when the connection is in class ¢ consists of
a fixed propagation delay 7 and an average queueing delay d;, i.e., Tj = 7+ d;. Also, let I; be
the end-to-end loss rate in class 7. If c?f and l;k are the average queueing delay and the loss rate,
respectively, in class i at the k’th hop of the connection’s path, we have that d; = >k Jf, and

L =1—T,(1 =F). If 5, ¥ is less than 1% or so, then [; ~ >, I¥.

Suppose now that every hop along the connection’s path offers proportional delay and

loss rate differentiation with the same DDPs and LDPs. Then, ci"; = 5&? and l?; = 0'172»€ where

bl

d=296;/0 and 0 = ¢;/0;; if ¢ > j, 0 > 1 and o > 1. So, the ratio of the throughput that the
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TCP connection would get in class ¢ over class j is

R; (5—1—7’6?2'
—~ =/ /

R; 77 i (4.14)

Note that the loss rate differentiation affects the TCP throughput ratio between classes
in a square-root law. The effect of the delay differentiation, on the other hand, depends on
the relative magnitude of the queueing delays compared to the propagation delay of the path.
If the propagation delay is small compared to the queueing delay (d% < 1 < 9§), the delay
differentiation affects the TCP throughput ratio linearly. When the connection’s propagation
delay is large compared to the queueing delays, the impact of the delay differentiation can be

minor.

As an example, suppose that =c=2, and that the the propagation delay is equal to the
class i average queueing delay (7 ~ LZZ) The TCP throughput in class ¢ will be approximately 2.1
times higher than in class j, and the contribution of the loss rate differentiation on the throughput
ratio will be about the same with the contribution of the delay differentiation. If the propagation
delay is three times higher than the class i queueing delay though (say in an cross-continental
connection), the TCP throughput in class ¢ will be about 1.8 times higher than in class j, and

the contribution of the loss rate differentiation on the TCP throughput ratio will be about 80%.

4.5 Related work on loss differentiation

Prioritized buffer management and dropping algorithms have received significant attention in the
literature, especially in the ATM context. The reason is that the ATM cell header includes a ‘Cell
Loss Priority’ bit which creates two levels of loss differentiation [2]. Detailed reviews of the early
works in this field can be found in [63, 55]. Several of those efforts assumed that the pushout
procedure (removing a backlogged packet) is hard to implement, and so they developed buffer
management schemes that can offer loss rate differentiation dropping only arriving packets. Such

schemes include the Complete Buffer Partitioning (CBP) [63], Partial Buffer Sharing (PBS) [55],
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and Dynamic Threshold [23] algorithms. As mentioned in §4.1, it has been shown recently with
actual implementations of switches and routers that pushout can be supported in high-speed

links when packets are removed only from the head or the tail of the class queues [19, 108].

In the following, we first review some of the early buffer management and dropping
schemes, illustrating their limitations in the context of relative loss differentiation. Then, we
examine RIO and multiclass-RED, which have received significant attention recently, especially
because of the active buffer management features of RED [43]. Finally, we discuss a few other
droppers in the context of proportional loss differentiation, which are similar to the PLR, droppers

that we propose here.

4.5.1 Early buffer management schemes

Pushout or Strict Priority (SP): In this simple dropper, the packet removed is always from
the lowest backlogged class [63, 55]. We call it Strict Priority (SP) dropper to show that it
corresponds to the SP scheduler in the delay differentiation context. As shown in §4.1, the SP
dropper is directly related to the feasibility of the PLD model. Although SP provides predictable
relative differentiation, it does not provide any means of controlling the loss rates between classes,
i.e., it is not a controllable differentiation mechanism. Additionally, SP can cause starvation in

the lower classes in the form of excessive packet drops.

Complete Buffer Partitioning (CBP): Another simple buffer management scheme is to
statically partition the buffer space between classes, 1.e., to allocate b; packet buffers to each
class ¢ (with )", b; = B). From Little’s law, the ratio of aggregate backlogs between two classes
i and j is ¢;/q; = di/d; Af/AG, where Af is the input (accepted) rate in class ¢ and d; is the
average queueing delay of the serviced packets in class ¢. This relationship shows that the buffer
partitions must be selected based on the class load distribution and the delay differentiation

provided by the scheduler. CBP increases the aggregate loss rate, compared to LIFO or SP for

instance, because packets drops occur even when there are available buffers.

Another problem with CBP is that the selection of the buffer partitions, in order to



95

Complete Buffer Partitioning Complete Buffer Partitioning

5.0 T T 5.0 T T T
A1,A2)=(60,40, =
45 - e—e Class-1 ¢ _ =( _ ) 4 45 - e—e Class-1 (ALA2)=(55,45) 4
+--+Class-2 b1=70, b2=30 +--+Class-2 b1=70, b2=30
40 b 40 b
35 35
< 30 < 30
L L
S 25 g 25
0 0
1%} 1%}
3 20 3 20
1.5 1.5
1.0 1.0
0.5 B 0.5
00 ‘ ‘ ‘ ‘ ‘ ‘ ‘ 00 ‘ ‘ ‘ ‘ ‘ ‘ ‘
6000 6500 7000 7500 8000 8500 9000 9500 10000 6000 6500 7000 7500 8000 8500 9000 9500 10000
Time (/1000) Time (/1000)
(a) Well provisioned buffer partitions (b) Poorly provisioned buffer partitions

Figure 37: Loss rates with a two-class CBP dropper.

achieve a certain loss rate differentiation, 1s quite sensitive to variations in the load distribu-
tion. This is shown with two sample paths in Figure 37. The loss rates are measured in every
K=100,000 packet arrivals. The HPD scheduler with ¢=0.875 and §; /d2=2 provides proportional
delay differentiation between the two classes. The buffer partitions in Figure 37-a are selected
so that, when the load distribution is (A1, A2)=(60,40), the loss rate is about 3% in Class-1 and
about 1% in Class-2. A slight change in the load distribution, however, from (A1, A2)=(60,40)
to (A1, A2)=(55,45), makes the selected buffer partitions totally inappropriate, since they cause
a larger loss rate in Class-2 than in Class-1 (Figure 37-b). This is an instance of unpredictable

loss differentiation, which is common for static resource allocation mechanisms such as CBP.

Partial Buffer Sharing (PBS): In the PBS scheme [55], a packet from class ¢ is accepted
in the corresponding queue if the aggregate backlog is less than a threshold b; (with b; < b; for
i < j). So, higher classes are given more buffer space than lower classes. The PBS scheme does
not require pushout, and offers the operator with a set of adjusting parameters. A problem that
we observed experimenting with PBS, is that the buffer thresholds cannot adjust the loss rate
differentiation between classes with a fine granularity. In other words, a slight change in the

thresholds b; can lead to a dramatic change in the obtained loss rates.
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A general problem with both CBP and PBS is that they are static resource allocation
mechanisms, and so they do not dynamically adjust the partitioning of buffer resources among
classes based on the actual class loads and on the desired loss rate differentiation. On the
contrary, the PLR droppers of §4.2 dynamically readjust the number of buffers that each class
occupies based on the deviation of the measured loss rate differentiation from the target loss rate

differentiation.

4.5.2 Multiclass Random Early Detection (RED) schemes

The mRED [93] and RIO [24] mechanisms are priority extensions of the RED active buffer
manager [43]. RIO was originally proposed for two classes, while mRED (or Weighted RED) is
proposed for N classes. Both RIO and mRED are similar to PBS, since each class 1s given a
buffer threshold b;, and arriving packets in that class are dropped when the aggregate backlog is
more than b;. The two algorithms differ from PBS in certain buffer management features that
they borrow from RED, such as probabilistic dropping, gradual increase of the loss probability as
the backlog increases, and backlog estimation through run-time averages. These features are not
related to the loss differentiation aspect though, that is the same as in PBS. Consequently, both
RIO and mRED have the same drawbacks as PBS in achieving a controllable and predictable
relative loss differentiation. These drawbacks, together with some other problems of mRED, are

studied in [12].

4.5.3 Other proportional loss rate droppers

A dropping algorithm that is essentially the same with PLR(c0) has been also discussed in
[119, 19], but from a different perspective than ours. Specifically, [19] designed a self-calibrating
pushout ATM dropper in which ‘the number of dropped cells is proportional to the loss weight of
different loss priorities’, which is similar to the PLD model. [19] proposed a VLST implementation
that does not require floating-point operations for this dropper, when the arrival rate in each

class s policed and known. We cannot use that optimization, because the class loads are not
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known a priori in the context of relative differentiation.

[119] studied a dropper that is essentially the same as PLR(co), in a more abstract
manner. Specifically, [119] showed that the PLR(oco) dropper, jointly with a FCFS scheduler,
1s optimal because it requires the minimum capacity for a certain loss rate in each class. This
result 1s related to the class provisioning problem, in which the capacity of a link is adjusted
based on the expected class loads, so that each class provides a given absolute performance level.
We study this problem in §5.4 in the context of average delay provisioning. The result of [119] is
interesting, since it implies that the proportional differentiation model i1s not only attractive for
relative differentiation, but it may also be optimal when it is considered in the context of class

provisioning.

After our original work on the PLR droppers [34], other researchers have proposed vari-
ations and improvements. The Joint Buffer management and Scheduling (JoBS) algorithm [61],
which is also discussed in §3.5, can offer proportional loss rate differentiation between classes.
An interesting feature of JoBS is that it unifies the scheduling and dropping decisions in a single
step. The loss rate metric that [61] uses is the fraction of lost traffic since the beginning of the
current busy period. JoBS solves an optimization problem, taking into account both absolute
and relative differentiation constraints, in order to decide which packet to transmit or drop next.
Because the solution of this optimization problem would make the algorithm prohibitively slow,

the authors propose a more efficient heuristic implementation.

Recently, [11] proposed a variation of PLR(M) called Average Drop Distance (ADD)
dropper. The main advantage of ADD over PLR(M) is that it avoids the division that is required
for calculating the fraction of dropped packets (i.e., the D;/A; terms). ADD is based on a run-
time estimator for the average drop distance, which is the average number of arrived packets
between two successive drops in a class. The estimation of this measure does not require a
division, and it can be efficiently implemented in software or hardware. The authors of [11]
implemented ADD in the FreeBSD kernel of a Pentium II system, and measured that selecting
the drop-target class takes 113 cycles and updating of the loss rate estimates takes 240 cycles for

8 classes.
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4.6 Summary and extensions

Our objective in this chapter was to apply the general model of proportional differentiation in
the context of packet losses. Packet losses have a significant impact on many applications, and

especially in the throughput of TCP traffic.

In the first part of the chapter, we proposed and studied the Proportional Loss Differ-
entiation (PLD) model. According to PLD, the loss rate ratios between classes are fixed, based
on certain parameters (LDPs) that the network operator specifies. The PLD model provides a
differentiation invariant that does not depend on the aggregate load or on the class load distri-
bution. The PLD model is similar in several aspects with the PDD model of Chapter 3. It turns
out that the PLD model cannot be feasible in all operating conditions either. The feasibility
conditions can be checked with the Strict Priorities dropper, using a similar procedure as in the

case of the PDD model.

In the second part of the chapter, we focused on the design of two Proportional Loss
Rate (PLR) droppers for the PLD model. PLR(co) appears to be the optimal dropper for the
PLD model, because it can achieve the PLD constraints when the model is feasible. In addition,
it approximates the PLD model quite well in short timescales when the loss rates are measured
in every 100,000 packets or more. PLR(M), on the other hand, is not as accurate as PLR(o0) in
meeting the PLD model. PLR(M) also approximates the PLD model closely in short timescales
when the loss rates are measured in every 100,000 packets or more, given that M is also in the
same range. The PLR(oco) dropper is simpler to implement than PLR(M), because the latter
requires a cyclical queue and a tag for each packet. PLR(M) should be preferred over PLR(00),
however, when the class load distribution varies with time. In such conditions, PLR(c0) can
deviate for large time intervals from the PLD constraints. PLR(M), instead, adapts quickly to

the new load conditions.

Our focus throughout this study was more on proposing the model of proportional loss
differentiation and on the design of dropping algorithms, rather than on the analysis of these

algorithms. Consequently, as it was also the case in Chapter 3, our conclusions in several points
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are based on empirical results and simulations. A number of interesting issues that deserve

further investigation follow.

e The feasibility conditions for the PLD model (4.8) were presented here as a conjecture,
based on the corresponding Regnier conditions (3.7) for the feasibility of the PDD model.
Even though our simulation results provide evidence that the conditions of (4.8) are correct,

a mathematical treatment of the feasibility problem in the context of losses is still needed.

e In most of the chapter, including the evaluation of the two PLR droppers (§4.3), we con-
sidered only the Drop-Tail backlog controller. It is interesting to examine what changes
when more sophisticated backlog controllers are used, both for the PLD model (conserva-
tion law, feasibility, etc), and for the behavior of the two PLR droppers. Certain active
buffer management schemes, including RED, drop packets randomly, even when there are
available packet buffers. For such backlog controllers the conservation law does not hold,

because they are not ‘work-conserving’ in terms of buffer utilization.

e Our claim that PLR(co) is optimal in stationary load conditions, in the sense that it can
meet the PLD model when the LDPs are feasible, is supported by simulations, but it lacks

a mathematical proof.

e Our study of TCP throughput differentiation under both delay and loss differentiation is
limited to bulk-transfer connections in the congestion avoidance phase. An interesting prob-
lem is to examine the impact of proportional differentiation on shorter TCP connections,

which spend most of their lifetime in the ‘slow-start’ TCP phase.



100

Chapter 5

Dynamic Class Selection and

Class Provisioning

A central premise in the relative differentiation architecture is that users with an absolute QoS
requirement can dynamically search for a class which provides the desired QoS level. The first
part of this chapter investigates this Dynamic Class Selection (DCS) framework, in the context
of proportional delay differentiation. For a single link model, we give an algorithm that checks
whether 1t is feasible to satisfy all users, and if this is the case, computes the minimum acceptable
class selection for each user. Users converge in a distributed manner to this minimum acceptable
class, if the DCS equilibrium is unique. However, other suboptimal DCS equilibria may also
exist. Simulations of an end-to-end DCS algorithm provide further insight in the dynamic be-
havior of DCS, show the relation between DCS and the network DDPs, and demonstrate how to
control the trade-off between a flow’s performance and cost using DCS. In the second part of this
chapter, we study the problem of class provisioning. In this case, the network provider has some
knowledge about the traffic types that a link carries (average rates and delay requirements). The
objective is to compute the minimum required link capacity and the appropriate Delay Differenti-
ation Parameters (DDPs) for these traffic types. We give a methodology that first determines the
optimal mapping from traffic types to service classes, and then computes the minimum capacity
and the required DDPs. The class provisioning methodology is demonstrated with examples.

The chapter closes with a review of related works on class selection and provisioning.
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Figure 38: Dynamic Class Selection (DCS) model.

5.1 Dynamic Class Selection (DCS) and proportional dif-

ferentiation

The mapping of traffic to service classes (or traffic classification) can be performed at the ingress
routers or at the network end-points. By ‘end-points’ we mean individual users, the operating

system at the end-hosts, or the applications!

. A router-based classification is preferable when
the users cannot participate in the process, or when the network provider wants to map specific
traffic types to different classes. A user-based classification, on the other hand, is preferable
when users have a specific QoS requirement from the network, such as a maximum Round-Trip
Delay (RTD) or loss rate. In that case, the users can dynamically search for a class that provides

them with the required QoS level. We refer to this user-based classification approach as Dynamic

Class Selection (DCS).

The DCS model is illustrated in Figure 38. The network offers per-hop relative delay
and loss differentiation. A user that does not have absolute QoS requirements, can choose a class
based on the maximum tariff that she is willing to pay. That class will provide the best possible
QoS, given her cost constraints. A user that has absolute QoS requirements, on the other hand,

has to dynamically choose a class in which the observed QoS is acceptable. If the user is also

'n the following, these end-points are referred to as users.
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interested in minimizing the cost of the session, she would like to choose the least expensive, or

minimum, class that is acceptable.

In the model of Figure 38, it is the sender that makes the class selections, and the
receiver that monitors the end-to-end QoS. The receiver notifies the sender about the observed
QoS through a feedback channel, such as the one provided by the Real-Time Control Protocol
(RTCP) [96]. Based on this feedback, the sender decides whether to stay in the same class, or
switch to the higher or lower class. There are several variations of this basic DCS model. For
instance, a user can perform DCS aiming for a minimum TCP throughput, a maximum loss rate,
or a maximum latency of Web transfers. Also, the magnitude of the class transitions can depend
on the deviation between the desired and the measured performance. A complete DCS algorithm

is described in §5.3.

In the DCS model, users may experience transient performance degradations as they
search for an acceptable class. Such transient performance degradations would be unaccept-
able for unelastic applications that require strict performance guarantees. We consider such
applications outside the scope of relative differentiation. If the application is adaptive, how-
ever, the transient performance degradations can often be masked using a variety of techniques.
For instance, playback-adaptation techniques can mask excessive delays in voice applications
[87], while limited losses can be dealt with using retransmissions [91], loss concealment [36], or
Forward-Error-Correction (FEC) codes [83]. Tt is noted that most Internet applications today

are adaptive.

The proportional differentiation model of §2.4 provides an appropriate per-hop behavior
for DCS due to the following reasons. First, the proportional differentiation model is predictable
(§2.3), meaning that higher classes provide better performance than lower classes, independent
of the aggregate load or the class load distribution. This is particularly important in the context
of DCS, because the class load distribution can be strongly nonstationary as users move from
one class to another. Relative differentiation mechanisms that are based on static resource
partitioning between classes are not predictable when the class load distribution varies. This

was shown in §2.3 for the case of Weighted-Fair-Queueing (WFQ) scheduling, and in §4.5.1 for
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the case of Complete-Buffer-Partitioning (CBQ) dropping. Periodic adjustments of the resource

partitioning, on the other hand, may cause instability effects (discussed in §5.5).

The second reason is that the proportional differentiation model is controllable (§2.2),
meaning that the network provider can adjust the performance spacing between classes based
on certain class differentiation parameters. These differentiation parameters allow the network
provider to provision the performance spacing between classes based on the corresponding per-
formance spacing in the requirements of different traffic types or user groups. As shown in §5.3,
this type of ‘differentiation provisioning’ can increase the number of DCS users that can find
an acceptable class, leading to a more efficient network operation. Other relative differentiation
mechanisms, such as the strict prioritization model (§2.2), cannot adjust the performance spacing

between classes, and so the network provider has no means to provision the class differentiation.

Finally, the proportional differentiation model can be applied in both queueing delays
(§3.1) and packet losses (§4.1), and so it can support a number of DCS performance requirements,
such as a maximum end-to-end or round-trip delay, a maximum loss rate, or combinations of

these metrics, such as a minimum TCP throughput (§4.4).

5.2 A single link DCS model

In this section, we study an analytical model of DCS in the context of a single link. The link
provides proportional delay differentiation, while the users search for the minimum class that

provides them with an average queueing delay that is less than a certain threshold.

5.2.1 Link and user models

Consider a network link £. The offered rate in £ is A, the capacity 1s C, and the utilization
is u = A/C < 1. We assume that the link has adequate buffers to avoid any packet losses. £
offers N classes of service, which are relatively differentiated based on the Proportional Delay

Differentiation (PDD) model of §3.1. Specifically, if d; is the average queucing delay in class 1,
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the PDD model requires that

1<ij<N (5.1)

&\|§~\

.

d;
3
where 1 = 1 > d3 > ... > dny > 0 are the Delay Differentiation Parameters (DDPs). Note that

according to the PDD model, higher classes have lower average delays, independent of the class

loads.

As shown in §3.1.1, when the class load distribution {A,} is given, the average queueing
delay in class ¢ under the PDD constraints is
7 62 (jag

T (52)
n=1"n"*n

where q,9 = ZnN:1 A dy, is the average aggregate backlog in £. From the conservation law (3.3),
the aggregate backlog 744 is independent of the class load distribution or the scheduling algorithm,

when the latter is work-conserving and indifferent to packet sizes. .4 only depends on the link

utilization and on the statistical properties (burstiness) of the traffic.

Suppose now that a population of users U = {1, ..., U} create the traffic of link £. Each
user j generates a stationary flow with an average rate r;, and can tolerate a maximum average
queueing delay ¢; in £. The total offered rate to £ is A = Z;J r;. Without loss of generality, i/

is ordered so that ¢1 > ¢ > ... > ¢y > 0.

Suppose that each user j in i selects a class ¢; € {1,...N}. The corresponding Class
Selection Vector (CSV) ¢ is defined as ¢ = (¢, ¢a,...,cr). Given a CSV ¢, the offered rate in

each class 7 1s
U

Aife) = Yy (5.3)

jiey=1
From (5.2) and (5.3), we see that the CSV ¢ determines the average delay d;(c) in each class i,
when the DDPs and the average aggregate backlog are given. Note that the average aggregate

backlog does not depend on the CSV c.

The objective of each user is to select the minimum class that meets the user’s delay

requirement. A user j is said to be satisfied with c if ch(c) < ¢;; otherwise, the user is said to
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be unsatisfied with ¢. The CSV c is called acceptable, if all users in U are satisfied with ¢. When
c is acceptable, we also say that class c; is acceptable for user j. CSVs can be compared in the

following sense: ¢’ > ¢ when ¢ >¢; forall j=1...U.

Since U and N are finite, we can examine all possible CSVs to see whether they are
acceptable. The set of acceptable CSVs is denoted by (4. Note that C'4 may be the null set;
this occurs when the user requirements cannot be met with the given link capacity and DDPs.
If C4 # 0 and ¢ € C4, we say that the user population U/ is satisfied with ¢, or simply satisfiable.
Equivalently, the link £ is said to be well-provisioned for U. If C'y = §, the user population is

said to be unsatisfiable, and the link 1s said to be under-provisioned for U.

The following result expresses an important property of the PDD model. When one ore
more users move to a higher class, the delay of all classes increases. The class delays decrease,
on the other hand, when one or more users move to a lower class. The proofs of all lemmas in

this section can be found in §7.5.

Lemma 1: If ¢ and ¢’ are two different CSVs such that ¢ > ¢’, the average delay in each class

iis di(c') < di(c).

A second important property of the PDD model is that when a user moves from one
class to another, while the rest of the users stay in the same class, the user observes a consistent
class ordering, i.e., the higher class provides a lower delay. In the following, the notation ¢’ = c>f7
means that the CSV ¢’ is identical to ¢, except that the j’th entry of ¢ is replaced with class 7

(je{l,...,Ulandie{l,...,N}).

Lemma 2: Suppose that ¢/ = c>§ with & € {I,...,N}. If & > ¢; then dg(c') < de;(c).

Similarly, if k < ¢; then dj(c) > ch(c).

5.2.2 The well-provisioned case

First consider the case when U is satisfiable. We start with some important properties for the

set of acceptable CSVs Cy.
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A CSV 1s said to be ordered when users with more stringent delay requirements select
higher classes. The following property shows that an acceptable CSV ¢ can be always replaced
with a lower acceptable CSV ¢’ < ¢ that is ordered. For example, if ¢ = (1,3,2,4,3) is an
acceptable CSV, we can construct the CSV ¢/ = (1,2, 2,3, 3) that is lower than ¢ and ordered. As

shown in the proof of this property, the CSV ¢ is such that ¢, = ming=; v{ex}forj=1,...,U.

Lemma 3: Given an acceptable CSV ¢ we can always construct another acceptable CSV ¢’ < ¢,

such that ¢; < ¢ for any i < j (¢,5 € {1,...U}).

The following property shows that given two acceptable CSVs, we can construct another
acceptable CSV in which each user selects the minimum between the two acceptable classes
for that user. For example, if (1,2,2,3/4) and (1,1,3,4,4) are two acceptable CSVs, then the
CSV (1,1,2,3,4) is also acceptable. To express this ‘per-user minimum class’ operation, we write

m

¢” = min{c!, ¢?}, or more generally, ¢™ = min{c!,..., c*}.

1

Lemma 4: Suppose that ¢! and ¢? are two acceptable CSVs. The CSV ¢™, with it =

min(c}, c?) (j=1,...,U), is also acceptable.

Feasibility test and minimum acceptable CSV

We examine whether there exists a CSV in which all users are satisfied, i.e., whether the link
L is well-provisioned for U (Ca # B). If the link is well-provisioned, what is the CSV with the
minimum acceptable class for each user? Such a CSV would be optimal for the user population,
because all users would be satisfied, and with the minimum cost for each user. Let ¢ be such an

optimal CSV. Formally, ¢ is defined as

¢ = min {c} (5.4)

Based on Lemma 4, ¢ is also acceptable, and by definition, unique. We refer to ¢ as the minimum

acceptable CSV.



min_accept_CSV (e1, ¢, ..., ct7)

{

/] ¢=(c1,ca,...,cu).

// Initially, call min_accept_CSV (1,1,...,1).

compute_class_rates A(c); // From (5.3).
compute_class_delays d(c); // From (5.2).

if (ce Cya) // (e, de,(c) < ¢; forall j €U)
return (€ = ¢);
else {
k = max;—1 .y j such that ¢; < NV;
if (k==1 and ¢;==N-1)
return (U: Unsatisfiable);
else if (k== 1)
min_accept_CSV (e1 + L,e1 + 1, .. .,e1 + 1,61 + 2);
else
min_accept_CSV (e1,¢2, ..., ch—1,06 + 1, ... e+ 1);

Figure 39: Algorithm to compute the minimum acceptable CSV &.

107
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A bruteforce approach to compute € is to search through all CSVs. A more efficient
algorithm is shown in Figure 39. The algorithm determines the minimum acceptable CSV &,
given the rates and delay requirements of the users in U, the average aggregate backlog q.q
(which is an invariant given ¢/ and £), and the DDPs. The algorithm generates the sequence of
ordered CSVs in increasing order’. For each CSV, it is examined whether it is acceptable. If
this is the case, we can show (based on Lemma 3) that this is the minimum acceptable CSV g,
and the algorithm terminates. If there i1s no acceptable CSV in the sequence of ordered CSVs,
then the user population U is unsatisfiable, and the link £ is under-provisioned for U (C'a = §).
Note that CSVs of the form (¢;, ¢, ..., ¢;) with ¢; # 1 are not examined, because if they are

acceptable, then the lower CSV (1,1,...,1) is also acceptable.

This ‘well-provisioning’ of the link £ for the user population i/ depends on the user rates,
the user delay requirements, the specified DDPs, and the average aggregate backlog. The latter
depends on the traffic burstiness, the aggregate user rate A, and the link capacity C'. Note that
the ‘inverse’ network-design problem is to determine the optimal DDPs and the minimum link

capacity that can satisfy a user population U; we study this problem in §5.4.

Distributed DCS model

The algorithm of Figure 39 computes the minimum acceptable CSV in a centralized manner.
In practice, users would act independently to select the minimum class that satisfies their delay
requirement, without knowing the class selections and delay requirements of other users. What

is the resulting CSV in this distributed DCS model?

Users perform the following class transitions in the distributed DCS model. Note that a
user j is supposed to only know the queueing delay c?cj = ch(c) in the class ¢; that she uses. If
c?cj > ¢; and ¢; < N the user moves to the higher class ¢; 4+ 1, expecting to get a lower average
delay (Lemma 2). If the user is already in the highest class N and c?cj > ¢;, the user stays

unsatisfied in class N. Also, if ch < ¢; and ¢; > 1, the user moves to the lower class ¢; — 1, in

2By increasing order, we mean that if c¥ is generated before ¢!, c¥ < ct.
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order to examine whether the higher delay of that class is also acceptable (Lemma 2). If class
¢; — 1 is not acceptable, the user returns to class ¢;. Note that the occasional transitions to a

lower class are necessary in order for users to search for the minimum acceptable class.

It is important to note that in this distributed DCS model a user does not stay in an
acceptable class indefinitely. So, strictly speaking, the user population does not converge to a
certain CSV, even when U is satisfiable. We can define, though, a distributed DCS equilibrium ¢
as a CSV such that
a) all unsatisfied users are in the highest class, and
b) when a satisfied user unilaterally moves to the lower class, while all other users remain in the

same class, that user becomes unsatisfied.

Formally, let Us(c) and Uy, (c), respectively, be the set of satisfied and unsatisfied users
for a CSV c¢. We say that a CSV ¢ is a distributed DCS equilibrium if it meets the following two
conditions:

¢ =N forall j €Uy,(c) (5.5)

and

for any j € Us(¢) (with¢; > 1), j & Us(c') where ¢/ = E>c~»j_1

: (5.6)

If ¢ € C4, we say that it i1s an acceptable DCS equilibrium; otherwise, 1t is an unacceptable DCS

equilibrium.

Ren and Park considered a game theoretic model of DCS in [89]. Specifically, [89]
showed that the users converge to a distributed DCS equilibrium (Nash equilibrium), under either
sequential or concurrent class transitions, when three ‘per-hop control’ properties are met. The
PDD model satisfies these properties because of Equation 5.1, Lemma 1, and Lemma 2. So, the
results of [89] regarding the existence and stability of the DCS equilibria are applicable to our
PDD-based link model. The major result of [89] is that there can be no persistent cycles in a
sequence of CSVs that results from DCS class transitions. Cycles can occur with concurrent class
transitions, but they are only transient, in the sense that from any CSV on the cycle there exist

class transitions (sequential or concurrent) that lead to a distributed DCS equilibrium.
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It is easy to see that the minimum acceptable CSV € is an acceptable DCS equilibrium.
So, if there is only one DCS equilibrium, it has to be ¢. Additionally, it can be shown that if
all users start from the lowest class, i.e., if the initial CSVis ¢ = (1,1,...,1), then the resulting

DCS equilibrium is €.

Other DCS equilibria can also exist however. For example, consider the case of two
users and two classes in a well-provisioned link. Suppose that the minimum acceptable CSV
is ¢ = (1,1), and that the CSVs (1,2) and (2, 1) are unacceptable. Since (1,1) is acceptable,
the CSV (2,2) is also acceptable (the users encounter the same average delays in both CSVs).
Consequently, the CSV (2,2) is also an acceptable DCS equilibrium. Such acceptable equilibria
are suboptimal for the users, because the users need to pay for a higher class than the minimum
acceptable class that exists for them. On the other hand, such equilibria may be more preferable

for the network provider, since they can lead to higher network revenues.

The resulting DCS equilibria can also be unacceptable, even when the link is well-
provisioned. For example, consider a well-provisioned link with three users and three classes,
and let € = (1,2,2). Tt is possible that the CSVs (1,2,3), (1,3,2), and (1,3, 3) are unacceptable.
In that case, the CSV (1,3, 3) is an unacceptable DCS equilibrium, even though the link is well-
provisioned. Unacceptable DCS equilibria are of course suboptimal both for the users and the

network provider.

5.2.3 The under-provisioned case

Suppose now that U is unsatisfiable (C'4 = @§). By definition, there are some users that cannot
meet their delay requirement in any class. Based on the distributed DCS model of the previous
paragraph, these users remain unsatisfied in the highest class. As in the well-provisioned case, 1t
can be shown that the population of users converges to a distributed DCS equilibrium, that is

always unacceptable in this case.
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The following result shows that, in the under-provisioned case, a distributed DCS equi-
librium ¢ is such that the unsatisfied users have the most stringent (i.e., smallest) delay require-

ments.

Lemma 5: If i{ is unsatisfiable, a distributed DCS equilibrium ¢ is always of the form
¢=(c1,...,¢5,N,...,N) (5.7)

where S is the number of satisfied users (0 < S < U) in €.

So, when U is unsatisfiable, S users with the largest delay requirements are satisfied, while the

rest U — S users with the smallest delay requirements are unsatisfied in the highest class.

The mazimum value of S and the minimum acceptable class for those S satisfied users
can be determined using the following centralized algorithm. The algorithm starts with S = U —1.
Given that the U’th user selects class N and is unsatisfied, the algorithm of Figure 39 examines
whether there exists an acceptable CSV for the lower S users (including the rate ryy in Ay). If
this the case, the algorithm terminates, returning the minimum class selection for the S lower

users. Otherwise, S is decreased to U — 2, and the process repeats.

In practice, the unsatisfied users may leave the network, or change their rates and/or
delays requirement. Such user behavior leads to a network load relaxation, and to a new user
population U’ that may be satisfiable. Unsatisfied users, in practice, also introduce some cost for

the network provider (in the form of loosing customers for example).

5.3 Simulation study of an end-to-end DCS algorithm

The model of Section 5.2 considers only a single link, and assumes that users know the exact
average queueing delay in the class that they use. Also, the model does not specify the timescales
in which users measure the average delays and adjust their class selections. In this section, we

focus on an end-to-end DCS algorithm that takes into account all these issues. The behavior
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of this DCS algorithm in a multi-hop network that i1s loaded with heavy tailed cross-traffic is
studied with simulations. The results of this section provide further insight into the factors that

determine the well-provisioning of a network, and in the dynamic behavior of the DCS algorithm.

A complete DCS algorithm: As noted in §5.1, there can be several variations of DCS algo-
rithms, depending on the performance metrics that users are interested in and measure. In the
following DCS algorithm, the user specifies a requirement D;,4, on the maximum Round-Trip
Delay (RTD) in the flow’s path. Users measure the RTD as follows. The sender timestamps each
packet k& before transmitting it, while the receiver returns the timestamps back to the sender in
the same class that they are received in. The sender measures the RTD Dy of the k’th packet,
subtracting the packet’s timestamp from the current time. In a bi-directional flow, such as a
telephony session, the flow of timestamps back to the sender can be piggybacked with the reverse
data flow. The minimum RTD D,,;, is also measured, in order to estimate the total propagation

and transmission delays in the path; obviously, the user cannot ask for Dyae < Dimin.

After the k’th timestamp is received, the DCS sender estimates the average RTD D using

an exponential running-average of the form

Dk+1 = (1 — w)Dk + wDy (58)

where 0 < w < 1 is the averaging weight. D expresses the performance timescales that the user
is interested in. For instance, if w = 1 the user cares about per-packet RTDs, which may be the
case in a highly interactive application. If w = 0.1, the last 50 RTDs contribute 99% to Dk,
while the last 10 RTDs contribute 65% to Dj. If w = 0.01, the last 500 RTDs contribute 99%
to Dy, while the last 100 RTDs contribute 63% to Djy. Unless stated otherwise, w is set to 0.01

(one of the following experiments, though, also considers per-packet RTD constraints).

The Dynamic Class Selection (DCS) algorithm is shown in detail in Figure 40. The class
that the user selects is denoted by ¢, with ¢ € {1,..., N}. When the measured RTD Dy is larger

than D, .., the class selection is increased. This decision is based on the last RTD Dy, instead of
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DCS algorithm:
{
Dy= k’th RTD measurement;
if (D > Dpas) {
¢ Z minfe-+ flog, 72=Lgin ], N

Do not increase class in next f; Dy time units;

if (D < £Dpas) {
¢ = max{ec—1,0};
Do not decrease class in next fp Dy time units;

Figure 40: DCS algorithm.

the average Dk, in order to react faster to excessive delays in the current class. The class increase
is based on the deviation of the measured queueing delay Di — D 5, from the maximum allowed
queueing delay Dy,qp — Dmin - In this particular case, the DCS algorithm assumes that the DDPs
in each hop are ratioed as §1/5; = 2~!, and so the appropriate class increase is given by the
logarithmic formula shown. The DDPs can be estimated measuring the queueing delay ratios
between successive classes. A DDP-based class increase can move the user to the appropriate
class faster. We emphasize, though, that it «s not required that the sender knows the actual DDPs
i the network, and that a simpler class increase formula can be used instead. After the class
increase, the sender waits for some time f;Dj before a further class increase. This adaptation
delay 1s needed in order to measure the resulting RTD in the new class selection. A typical value
for the adaptation delay factor would be fr=1 (i.e., wait for one RTD), but a more delay-sensitive
user can set fr to less than one assuming that the class increase will cause a lower RTD. Unless

stated otherwise, fr=1.

The class is decreased, on the other hand, when the RTD is lower than £Dpq, (£ < 1).
k 18 a tolerance factor for the maximum RTD that triggers a class decrease. A user that is not
so interested to minimize the cost of her flow can reduce k. The class 1s only decremented by

one, since the reaction latency is not as critical in the class decrease as in the class increase case.
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Figure 41: Simulation topology.

A class decrease is also followed by an adaptation delay fp Dy. Cost-sensitive users can set fp
close to one, while delay-sensitive users can set fp to a higher value. Unless stated otherwise,
fp = 4 and k=0.9. Note that when & < 1, it is possible that a user settles in a class that is
not the minimum acceptable class. This is a trade-off for the user, since a lower x reduces the

‘annoyance’ of lower class transitions, but it can also lead to a suboptimal class.

Simulation topology and parameters: Figure 41 shows the multi-hop simulation topology.
The monitored DCS flows go through K'=5 backbone hops in the horizontal direction. The Cross-
Traffic (CT) in the path is generated from bi-directional flows that go through the topology in
the vertical direction. Cp=50 such flows are created in each hop. The K backbone links have
a 25Mbps capacity, while the rest of the links (access links) have a 75Mbps capacity. The
propagation delay in each link is 7=bmsec. The monitored DCS flows have a minimum RTD
Diin = 2(K 4 2)7=70 msec due to propagation delays. The CT flows go through 3 links, and

so their minimum RTD 1s 67=30msec.

The class adjustments are performed at the DCS nodes labeled as ‘Senders’. The CT
sources are either DCS flows themselves, or they generate packets with a given, average class
load distribution (non-DCS flows). Notice that both directions in the backbone path are equally
loaded from the CT sources. Both the monitored and CT sources generate packets based on a

Pareto distribution with infinite variance (a«=1.5). The packet size is fixed to 500 bytes for all
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sources. The monitored DCS flows have an average rate of 400kbps, or 100 packets per second.
The rate of the CT sources 1s adjusted to cause a certain utilization u in the backbone links; u

is set to 90% in the following experiments.

The backbone links use the WTP scheduler (§3.3) to provide proportional delay differen-
tiation®. The network offers N=8 classes with DDPs 61 /6; = {1,2,4,8,12,16,24,32} (i = 1...8),
unless stated otherwise. Notice that these DDPs are not entirely consistent with the ‘power-of-
two’ DDPs that the algorithm of Figure 40 assumes. When the CT is created from non-DCS
flows, the average class load distribution is (10,20,20,15,15,10,5,5)%. When the CT is created
from DCS flows, the class load distribution is determined from the delay requirements of those

flows. The number of buffers in the links is adequately large to avoid losses.

Performance metrics: The performance of a DCS flow is measured with the fraction P of

RTD values Dk that are lower than the specified maximum RTD D, ... For K RTD values,

_ Zf I(Dmax - Dk)
o K

P (5.9)

where I(z) is zero if # < 0 and one otherwise. We refer to P as the acceptable delay ratio. Note
that the acceptable delay ratio is based on the running average Dy, and not on the individual

RTD measurements, because Dy expresses the performance timescales that the user cares about.

The cost of a DCS flow is measured with the average class metric C. If the k’th packet

was sent in class ¢, the average class of a DCS flow that transferred K packets is

= % (5.10)

A lower value of C causes a lower cost for the user, since higher classes are assumed to be more

expensive (in a monetary or other sense).

In the high utilization range that we simulate here, the differences between WTP and HPD (§3.4) are minor.
4Each CT source generates traffic with this class load distribution.
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Figure 42: Static versus dynamic class selection for a flow with Dy, 4, =100msec.

The DCS framework introduces a trade-off between the performance and cost of a flow.
Higher classes lead to lower delays, but they also cost more. The objective of the DCS algorithm
is to achieve a high acceptable delay ratio P and a low average class C. The exact point in this
trade-off can be chosen from the user, based on her performance/cost sensitivity. The algorithm

of Figure 40 allows the control of this trade-off, through the parameters f7, fp, and «.

Static versus dynamic class selection: We first compare the DCS algorithm with a simple
static class selection scheme. A monitored flow has a maximum RTD requirement D, 4,=100msec.
Figure 42-a shows a sample path of the RTD average D in the case of three static class selections.
Class-1 provides excessive delays, and the acceptable delay ratio is only P=0.12. Class-8, on the
other extreme, leads to much lower delays than needed, and P=1.00. Class-3 turns out to be the
minimum class that leads to an acceptable RTD for almost all packets (P=0.99). So, Class-3 is

the minimum acceptable class for this flow.

Figure 42-b shows what happens when the monitored flow uses DCS instead of a static

class selection. The class selection variations are also shown (scaled by a factor of ten). Note that
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DCS meets the specified RTD constraint, and the acceptable delay ratio is P=1.00. The average
class metric is €=2.92, and so the flow uses mainly Class-3, at least in an average sense. This
is also shown from the class selection variations in the graph. In other words, in the resulting
DCS equilibrium of this experiment, the DCS flow selects (in an average sense) the minimum
acceptable class for that flow, namely Class-3. The oscillations around Class-3 are caused by
attempts to find a lower acceptable class, and by some excessive RTDs, due to traffic bursts, that

cause temporary class increases.

Satisfied and unsatisfied DCS flows: In this experiment, we focus on four monitored DCS
flows with diverse maximum RTD requirements. The value of D4, for these flows is 300, 150,
100, and 7hmsec. The first three flows find a class in which the acceptable delay ratio 1s P=1.00,
and so they are satisfied. The average class for these flows is C=1.06, 2.13, and 4.17, respectively.
The fourth flow, on the other hand, requires that D4, =75msec, which is only bmsec more than
the propagation delays. The flow moves to Class-8, but still cannot meet its RTD requirement.

The acceptable delay ratio for this flow 1s only C=0.13, which implies that it is unsatisfied.

In other words, the unsatisfied users, if they exist, are flows with the most stringent
requirements, they move to the highest class, and they remain unsatisfied there. The satisfied

users, on the other hand, converge to an acceptable class, oscillating around that DCYS equilibrium.

The performance versus cost tradeoff in DCS: As noted earlier, there is a trade-off between
the performance and cost of a flow. The DCS algorithm allows the user to control the operating
point in this trade-off through the parameters fr and fp (the adaptation-delay parameters), and
£ (the RTD tolerance factor). These parameters control how often the DCS algorithm checks
for a required class increase (fr), for a possible class decrease (fp), and when is a class decrease

allowed (k).

To illustrate the performance versus cost trade-off, consider a flow that has a stringent

requirement on the individual RTDs of each packet. Such a constraint means that w=1 in
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Figure 43: Three satisfied and one unsatisfied DCS flows.
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Figure 44: Controlling the DCS parameters to meet a per-packet RTD requirement.

(5.8). The maximum RTD requirement is D4, =100msec. Figure 44-a shows a sample path of
the per-packet RTDs with the ‘typical’ DCS parameters that we mentioned earlier (f=1, fp=4,
£=0.9). The acceptable delay ratio is only P=0.81, and the average class is C=2.92. Violating the
RTD bound in about 20% of the packets would probably be unacceptable for several interactive

applications.

Figure 44-b shows the resulting sample path of per-packet RTDs, when the DCS param-
eters are selected as f;=0.9, fp=20, and k=0.8. The acceptable delay ratio now is significantly
improved to P=0.97, and only 3% of the packets miss their deadlines. The average class C is
increased from 2.92 to 4.21, though, which shows the price that has to be paid for the more
stringent QoS. This experiment illustrates two important points. First, the DCS framework can
be used to meet absolute RTD requirements not only in terms of averages, but also for individual
packets. Second, meeting a more strict performance requirement requires normally the use of
higher classes, and thus a larger cost. A practical DCS algorithm has to provide the flexibility

to control this trade-off.
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Figure 45: The effect of the DDPs on DCS flows.

Class provisioning and the selection of DDPs: This experiment illustrates the importance
of selecting appropriate DDPs for a given DCS traffic mix. Four DCS monitored flows have a
Diar requirement of 195, 135, 105, and 90msec, respectively. The network offers four classes.

How is the selection of DDPs important in satisfying these DCS flows?

Suppose first that 6;/6; = {1,2,4,8} (i = 1...4). Figure 45-a shows that with these
DDPs each DCS flow gets an almost perfect acceptable delay ratio P & 1.00. The average class
C for the four flows is 1.28, 1.97, 2,87, and 3.59, respectively. The given DDPs were not selected
randomly in this experiment. On the contrary, they were chosen based on the queueing delay
requirements of the DCS flows. To see how, note that the minimum RTD in the path (due to
propagation and transmission delays) is about Dy, =75msec. So, the four flows can tolerate up
to 120, 60, 30, and 15msec of queueing delays in the round-trip path. These maximum queueing
delays are ratioed as: 120/15=8, 60/15=4, and 30/15=2. So, the DDPs in this case are ratioed

based on the corresponding ratios of the queueing delay requirements of the DCS flows.

Figure 45-b, on the other hand, shows what happens if the network operator chooses

the DDPs 6,/d; = {1,2,3,4} (i = 1...4). These DDPs do not match well the queueing delay



121

Cross-traffic delay requirement: 30 to 50msec Cross-traffic delay requirement: 40 to 60msec

T T T T T T 110 T T T T
—— DCS delay
f| —— DCS class (x10)

110

: :
—— DCS delay
100 f| —— DCS class (x10) 1

100

e e L it ey
80
70 F
60 F
50 F B

40 [ E

RTD running-average (msec)
RTD running-average (msec)

30 B

20 ]

10 B

I I I I
5 10 15 20 25 30 35 40 5 10 15 20 25 30 35 40

Time (sec) Time (sec)
(a) More demanding CT flows (b) Less demanding CT flows

Figure 46: The effect of the CT delay requirements on a DCS flow.

requirements of the DCS flows. Specifically, these DDPs only provide a maximum delay ratio of
four between the highest and the lowest class, while the DCS flows require a maximum ratio of
eight. The result of this mismatch is that the flow with the tightest delay requirement (Flow-4)
remains unsatisfied in the highest class with an acceptable delay ratio P=0.29. It is important
to note that the network utilization 1s the same in both cases; the only difference is the specified

DDPs.

This experiment illustrates the importance of selecting DDPs that are appropriate for
the delay requirements of DCS flows. The problem of computing the optimal DDPs and the

minimum link capacity that are required for a certain user population is studied in §5.4.

The effect of the Cross-Traffic (CT) performance requirements: In the experiment of
this paragraph, all sources, both monitored and CT, generate DCS flows. In this scenario, an
important parameter is the delay requirements of the CT flows. Since they also perform DCS,
the more stringent delay requirements they have, the higher classes they use, and so the harder

it becomes for any DCS flow to find an acceptable class. Figure 46 shows what happens to a
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monitored DCS flow with a maximum RTD requirement D, ., =90msec, in two different cases of

CT delay requirements.

In Figure 46-a, the CT flows ask for a maximum RTD that is uniformly distributed in
the range 30-50msec. Note that the minimum RTD in the CT path is about 30msec. So, some
of the CT flows in this case ask for practically zero queueing delays. Such a demanding CT load
causes a relatively low acceptable delay ratio to the monitored flow (P=0.86), while its average
class is C=3.69. In Figure 46-b, on the other hand, the CT flows are less demanding, asking for a
maximum RTD in the range 40-70msec. Even though the aggregate load and the DDPs remain
the same, the monitored DCS flow is able now to get a perfect acceptable delay ratio (P=1.00)

with a lower cost (C=1.94).

To summarize the experiments of this section, the satisfied DCS flows converge to an
acceptable class, and oscillate around that DCS equilibrium. Unsatisfied DCS flows move to the
highest class and remain unsatisfied there. The trade-off between a flow’s performance and cost
can be controlled using certain parameters of the DCS algorithm. Finally, the ‘well-provisioning’
of a network for a given traffic workload depends on the link utilization, on the delay requirements
(or static class selection) of the cross-traffic, and on the provisioned delay differentiation between

classes.

5.4 Class provisioning

A central point in the relative differentiation architecture (§2.1) is that the network provider does
not control the aggregate load or the class load distribution in a network link. This is because the
architecture does not use admission control, or any other similar mechanisms. Additionally, the
class loads can vary dramatically in an IP network due to routing changes, traffic burstiness, or
as shown in the previous sections, due to dynamic class selections at the end-points. Obviously,
if the class loads are not known a priori, the QoS level of each class cannot be controlled, and so

the provider can only offer some kind of relative differentiation.

In this section, we examine this issue from a different perspective. We consider the
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case that the network provider has at least a rough estimate of the traffic workload in a link.
By ‘workload estimate’, we mean that the provider knows the major ‘traffic types’ that the link
carries, as well as an average rate for each traffic type in different times of day and/or days
of week. Such information is often available, based on operational data and statistics, in stable
networks that are well monitored [17]. In this section, we show that a network provider can use
this workload estimate, when it is available, to provide an absolute QoS level to each traffic type.

We refer to this methodology as class provisioning.

The exact form of class provisioning we consider here prouvides an upper bound on the
average queueing delay of each traffic type. For example, a network provider can provision a
maximum average delay of 50msec for the E-mail, Network-News (NNTP), and other ‘bulk’
traffic, 20msec for the WWW traffic, and 10 msec for the IP telephony and video conferencing
traffic. The objective in the proposed provisioning methodology is to compute the minimum
required link capacity that meets the delay requirements of the supported traffic types. This is

important, especially when the network bandwidth is a scarce resource.

The proposed class provisioning methodology is based on the PDD model (§3.1). The
PDD model provides a simple way to adjust the queueing delay spacing (i.e., ratios) between the
offered classes, based on the delay requirements of the given traffic types. Before expanding more
on the class provisioning methodology, let us first note how the provisioning problem relates to
the Dynamic Class Selection (DCS) framework of §5.1. In DCS, the users aim for an absolute
end-to-end performance in a network that only offers relative differentiation between classes, and
so they have to dynamically search for an acceptable class. The capacity and the DDPs of each
link, in that framework, are given and fixed. In class provisioning, on the other hand, the network
provider determines the link capacity and the DDPs, so that the link provides a desired absolute

QoS level to each traffic type.
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5.4.1 Problem description and formulation

Consider a network link £. Suppose that £ carries M traffic types. A traffic type is an aggregation
of flows that have the same performance requirements. In our model, all flows in a traffic type
have the same average delay requirement in £. Specifically, a traffic type j is characterized by
a maximum average queueing delay requirement x;, and an average rate ;. Without loss of
generality, the traffic types are ordered based on their delay requirement, as y; > x2 > ... >

xm > 0.

Our model for £ 1s that of a lossless PFE with N classes of service, as presented in §3.1.
The link capacity is denoted by C', the offered rate in class ¢ is A;, and the aggregate offered rate
is A = >, A\;. The PFE uses a work-conserving, non-preemptive, proportional delay scheduler
S, such as HPD, that can achieve (or approximate) the PDD model when the specified DDPs
are feasible (§3.1). We assume that the utilization is u = A/C' < 1, and that the PFE has an

adequate number of buffers for lossless operation.

The class provisioning methodology consists of two parts. First, we determine the optimal
average delay v; and the corresponding optimal offered rate h; for each class i = 1...N. The
objective in the selection of the N pairs {(#;, 712),2 =1...N} is that £ meets the average delay
requirements {x;,j = 1,..., M} of the M traffic types with the minimum capacity requirement.
Second, we determine this minimum link capacity C’, as well as the DDPs {Sl,z =2...N}

required to meet the previous objective.

In summary, the class provisioning methodology has the following outcomes:

1. The optimal average delay v; and the optimal offered rate h; in each class i.
2. The nominal mapping from each traffic type to the corresponding service class.
3. The minimum capacity C' in £.

4. The required Delay Differentiation Parameters (DDPs) {4;}.
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5.4.2 Optimal Class Operating Point (COP) selection

We define a Class Operating Point (COP) as a vector v .= {vy,...,un}, such that vy > va >
... > vy > 0, where v; is the desired (target) average delay in class i. A COP v is acceptable
when for each traffic type j there exists at least one class ¢ such that v; < x;. Let V' be the set
of acceptable COPs. If v € V| then for each traffic type j there exists a class n(j) € {1...N}

such that Un(j) < X5 < Un(j)-1 (vo = o0).

Given an acceptable COP v, each traffic type j is supposed to use class n(j), since that
is the minemum class that satisfies the delay requirement of j. We say that traffic type 7 maps
to class n(j), or that n(j) is the nominal class for traffic type j. Note that when M > N, which
would probably be the case in practice, there will be more than one traffic types mapping to
certain classes. Some classes, that are referred to as void, may not be nominal for any traffic
type. To denote the inverse mapping, from classes to traffic types, t(¢) is the mazimum traffic

type that maps to class 4; if class 4 is void, then #(¢)=0.

The expected rate h; in class 7 is the aggregate rate of all traffic types that map to class
t. Since an acceptable COP v uniquely determines the nominal class for each traffic type, the

expected rates are a function of v,
M
h(v) = {h1(v), ha(v),...,An(v)} with hi(v) = Z ¢G>0 (5.11)
Jm(g)=i

When the particular v that we consider is obvious, we write h or h;, instead of h(v) or h;(v),

respectively. The total expected rate in the link 1s

N M
h=> hi=> ¢ (5.12)
i=1 j=1

that is independent of v.

We say that an acceptable COP is realized if the average delay in each class ¢ becomes

d;=v; when the class average rates are A\y=hy for k = 1...N. The link capacity that is required

for realizing v is called the capacity requirement of v and is denoted by C'(v). When v is realized,
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the aggregate backlog in the PFE becomes

N N
(jag(V) = ZCL/\Z = ZthZ (513)
i=1 i=1

Recall from §3.1 that the average backlog .4 depends on the link utilization and the statistical

characteristics of the traffic, and not on the scheduler or the class load distribution.

In order to compute the capacity requirement of a COP v, we need to know the average
backlog §.4 as a function of the link utilization u. In the following, we assume that the average
backlog is given by a backlog function §o, = B(u) of the link utilization u. B(u) is a strictly
increasing and convex function for v € (0, 1), that becomes unbounded as u tends to one. B(u) is
invertible, meaning that the link utilization u can be computed from the average backlog through
the inverse backlog function 37'(gay). The problem of estimating the average backlog function in
practice is discussed in §5.4.4. Given the inverse backlog function, we can determine the capacity
requirement of v from

h h

=) T w) 5-14)

where u(v) is the link utilization that creates an average backlog of §aq(v).

An important part of the class provisioning methodology is to select the optimal COP v
among all acceptable COPs. The optimality constraint in the selection of ¥ is that « has to be
the acceptable COP with the minimum capacity requirement,

¥ = argmin C(v) (5.15)

Since the average backlog function ¢,y = #(u) = F(A/C'), though, is strictly increasing, it is easy
to see that the COP with the minimum capacity requirement is the COP with the mazimum av-
erage backlog. So, the optimal COP is the acceptable COP with the maximum average aggregate
backlog,

v = argmax Gag(V) (5.16)
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Figure 47: An acceptable COP and the optimal COP for a link with N=2 classes and M =4
traffic types.

To determine ¥ in practice, we only need to consider a finite set of acceptable COPs. To
see why, consider the example of Figure 47. The example refers to a link with N=2 classes and
M =4 traffic types, and it shows two acceptable COPs. In the COP of Figure 47-a, the first traffic
type and a large part of the second traffic type are mapped to Class-1; the rest of the traffic is
mapped to Class-2. Notice that the four traffic types meet their delay requirements with this
class mapping, but there is some ‘waste’ of resources since the two classes provide lower delays

than what the traffic types need.

In the COP of Figure 47-b, on the other hand, the average delay in each class is equal
to the delay requirement of one of the traffic types. Specifically, the first two traffic types map
to Class-1, which offers the delay requirement y; of the second traffic type, while the two higher
traffic types map to Class-4, which offers the delay requirement x4 of the fourth traffic type.
Note that the shaded area in each COP represents the average backlog §.4(v) = Zf\;l vih;. The
optimal COP has to maximize the average backlog, and thus, to maximize the shaded area in

Figure 47. In the previous example, the COP of Figure 47-b can be shown to be optimal.

Based on the graphical insight from the previous example, we can see that the optimal

COP v satisfies the following properties. First, each optimal class delay v; should be equal to the
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optimal_cop (¢1,%2,...,tN_1, %, max_gq,best_cop)

{

// ti: maximum traffic type (€ {1...M}) that maps to class i.
// maz_q and best_cop are call-by-reference arguments.

// Initially, call optimal_cop (0,0,...,0, 1, 0, ).

// The optimal COP ¥ is returned in the best_cop argument.
// avg_backlog() computes the backlog of a COP as in (5.13).
// Note: ty=M and t; = 0.

HfEi<N-1{
fort; = (t,.1+1) to (M —N+19)
optimal_cop (t1,%2,...,tn_1, ¢+ 1, max_q,best_cop);
}
else {
q = avg-backlog (Xt,, Xtas -+ s Xtn_1s Xtn)
if (¢ > mar_q) {
mar_q = q;
best_cop = (Xtys Xtas - > X1 Xtn )

Figure 48: Algorithm to determine the optimal COP v.

delay requirement of a traffic type, i.e., for each i = 1...N there is a j € {1...M} such that
¥; = x;. Second, the optimal COP should not have void classes , because void classes always lead
to an average backlog that is less than maximum. So, if ¢; = x;, then there should be no other
class k with v, = x;. Third, following from the previous two properties, the target delay for the

highest class should be the most stringent traffic type delay requirement, i.e.; o5 = xar-

Putting the previous three properties together, we see that the finite set of acceptable

COPs that should be examined in order to determine the optimal COP v is

{veVivy>v> ..oy, Vi=1...N,3je{l... M} such that v; = x; (v~ =xm)} (5.17)

Note that the strict inequalities between the v;’s prevent the existence of void classes.
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A recursive algorithm for selecting the optimal COP is shown in Figure 48. The run-time
complexity of the algorithm is O((M — N)N_l). For instance, in the case of N=3 classes and
M > 3 traffic types, the algorithm examines (M — N + 1)(M — N + 2)/2 COPs. Since the
provisioning methodology is performed off-line, and the number of classes and traffic types is
expected to be relatively small (e.g., N=8, M=16), the run-time complexity of the algorithm is

not prohibitive.

Example of optimal COP selection:
Suppose that a certain link supports N=2 classes and M =3 traffic types. We need to consider
two COPs, depending on whether the maximum traffic type that maps to Class-1 is traffic type

1 or 2. Specifically, the two COPs are:

vi = (x1,x3) with hy = ({1, +¢3) and vz = (x2, x3) with ha = (1 + {2, (3)

The average backlog in the two COPs is:

Jag(v1) = x1C1 + x3(C2 +¢3)  and  Gag(va) = x2(C1 + C2) + x3(3

Which COP has the maximum average backlog depends on the relation between the traffic type
rates and average delay requirements. If 1 (x1 — x2) > C2(x2 — x3), then §ag(v1) > dag(v2) and

the optimal COP 1s v1; otherwise, the optimal COP is va.

5.4.3 Minimum link capacity and optimal Delay Differentiation Pa-

rameters (DDPs)

In the first part of the class provisioning methodology, the goal was to determine the acceptable
mapping from traffic types to classes that leads to the minimum capacity requirement. Given the
given COP ¥ and the corresponding expected rate vector h(¥), the second part of the provisioning

methodology determines the minimum capacity requirement and the required DDPs.
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The minimum capacity requirement C can be computed using the inverse backlog func-

tion, as
A o h B h
©= C(V) B g1 ((jag({’)) B B-1 (Zi\;l f)lilz) (5.18)

where h is the total expected rate given in (5.12). The required DDPs, on the other hand, are

simply the ratios of the corresponding optimal average class delays, i.e.,

=1 j=2...N (5.19)

8)>|$')>

with é;=1.

Note that the proportional delay differentiation adjusts the ratio between the class aver-
age delays, based on the corresponding delay ratios in the optimal COP. Without an appropriate
capacity though, even though the delay ratios will be as in the optimal COP, the actual average
class delays will not. If the capacity is C' > C, it is easy to see that all class delays will be lower
than the optimal COP delays, i.e., d; < 9; for all i. We refer to such an operating region as
over-provisioning. On the other hand, if the capacity is C' < C’, all class delays will be higher
than the optimal COP delays, i.e., d; > ©; for all i. We refer to such an operating region as
under-provisioning. In practice, of course, there will also be a well-provisioning operating region
in which the capacity 1s C' € (C'_,C'+) where C’+ =C and C_ = fC, with f being a tolerance

factor (f < 1).

Example of DDP and capacity selection:
Suppose that a certain link offers N=4 classes, and that we are given an acceptable COP that

the link has to meet:

v = (40,20,10,5)msec and h = (0.5,0.5,2.0,1.0)kpps

where kpps stands for ‘kilo-packets-per-second’. If the average packet size is 1000 bytes, the total

expected rate is h = >, h;=4kpps, or about 32Mbps. The problem is to determine the DDPs
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Figure 49: The backlog and the inverse backlog functions for Pareto traffic with a=1.5.

and the minimum link capacity required to realize this COP.

From (5.19), the required DDPs are

20 10 5
=05 d3=-—==025 d,= E:O.l%

%2=70 40

With this optimal COP, the average backlog is

Gag = 9 _vihi =40 x 0.5+ 20 x 0.5+ 10 x 2.0+ 5 x 1.0 = 55 packets

K3

We can now use the inverse backlog function u = 37!(g,4,) to compute the required utilization
w. In this example, suppose that the average backlog function (and its inverse) are as in Figure
49 (these curves are generated from simulating Pareto interarrivals with a=1.5). For §,,=55
packets we find that the utilization is u = 71 (55) ~92.0%, and so the capacity requirement is

C'=h/u=4444pps, or about 35.6Mbps.

Simulating the link with the previous DDPs and with u=92.0%, we get that the class

average delays are (di, ds, d3,ds) = (35.1,17.5,8.8,4.4)msec, that are slighly less than the given
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maximum average delays specified in the given COP. Because the backlog curve is quite steep in
the heavy load range, however, slight variationsin the utilization or in the expected class rates can
violate the average delay requirements. For example, if the utilization is increased to u=94.0%,
the average class delays become (dy,ds,ds,ds) = (68.2,34.1,17.1,8.6)msec, which violate the
maximum average delay requirements. The large sensitivity of the capacity computation in the
heavy load range implies that the network operator should use some tolerance in the computation
of C'. Even if the network provider provisions the link with a higher capacity than C’, in order to
provide this tolerance and deal with uncertainties in the load estimates, it is still useful to know

C' as a lower bound on the required link capacity.

5.4.4 Other issues in class provisioning

An important requirement for computing the capacity requirement of a COP v is to know the
average backlog ¢,y as a function of the link utilization u. For simple queueing models, the

function G(u) is analytically known. For instance, in the M|M|1 system §(u) = % packets,

2
while in the M|G|1 system f(u) = 1“_2u H;L , where ¢y, is the coefficient of variation of the packet

size distribution [13]. In the more general G|G/|1 system, the average backlog can be approximated

2 ),

T where c4 is the coefficient of variation

by the Allen-Cunneen formula 3(u) ~
of the distribution of interarrivals. If the traffic interarrivals exhibit Long Range Dependency
(LRD), ¢4 may not be well-defined (i.e., theoretically infinite) [58]. Recent measurement studies,
however, have shown that in links with high flow aggregation, despite the fact that the traffic is
still non-Poisson, the variance increases with the square root (i.e., sub-linearly) of the average
bandwidth [71]. Such experimental results imply that even with the complex behavior of Internet
traffic, tractable queueing models may still be applicable for an accurate estimation of statistical
measures such as the average backlog in a PFE. A practical alternative, instead of relying on

queueing models, is to measure the function §(u) directly on the router, by monitoring the actual

backlog in the PFE in different utilizations.

The backlog function may not only depend on the utilization u, but also on the capacity

C'. This can occur when the statistical properties of the traffic (burstiness) depend on C. For
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instance, with the same utilization, an OC-3 link (155Mbps) may have a larger backlog than a
T-1 link (1.5Mbps), because higher-capacity links attract in general more bursty traffic. In a
relatively narrow range of C' though, we can assume that the traffic burstiness remains invariant,

and that the backlog function depends on u but not on C'.

The class provisioning methodology can be performed over relatively long timescales
(say weeks or months), depending on how simple it is to adjust the link capacity. Tt is noted
though that it gradually becomes simpler to adjust the capacity of a link even in a few minutes
or seconds, through the use of Wavelength-Division-Multiplexing (WDM) and optical switches
[85]. Using such technologies, an ISP can lease the capacity of an additional ‘wavelength’ from
the backbone provider that owns the network fibers, when a larger traffic demand is anticipated
or encountered. There are several backbone providers today that lease capacity in the range
1Mbps-1Gbps in increments of 1Mbps. Also, if the characterization of traffic types on a certain
link follows different patterns through the day (e.g., many IP-telephony sessions through the day
and mostly WWW sessions in the evening), the network operator can perform class provisioning
for the different traffic patterns, and operate the link with a schedule of different capacities and

DDPs during the day.

The proposed class provisioning methodology remains effective as long as the workload
estimate is valid. If the traffic types have different average rates than what was assumed during
provisioning, or if the average backlog function is not accurately known, the optimal average
class delays will not be met. Similar problems can arise due to dynamic routing changes, link
or router failures, or unexpected increases in the traffic demand. In such cases, only relative

differentiation can be provided.

5.5 Related work on class selection and provisioning

A brief investigation of DCS in the context of proportional delay differentiation appeared in [72].
That work considered a class selection algorithm that routers can perform in order to provide a

maximum delay to each flow. With a continuous-time model, and assuming a continuous range of
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class choices, [72] showed that when the set of user requirements is feasible, each flow converges

to a class that provides the requested delay.

Orda and Shimkin considered multi-class networks with users that dynamically choose
a class based on performance and pricing constraints [77]. The users select, in a distributed and
selfish manner, the class that provides them with the maximum difference between utility and
cost. The problem then 1s to compute the optimal class prices that will cause users to select the
nominal service class that the network has provisioned for them. Even though there are some
similarities between such an ‘incentive pricing’ framework and DCS, the problem formulation, the
proposed mechanisms, and the final results are quire different. It is also likely that in practice the
class prices would depend on marketing and competition, rather than on network provisioning

mechanisms.

Chen and Park considered individual flows with absolute performance requirements in a
stateless network [22]. The class selection is formulated as an optimization problem in which the
overall resource usage cost is to be minimized, subject to the constraint that the performance
requirement of each flow has to be met. Interestingly, there is a distributed algorithm that solves

this problem.

Ren and Park considered the DiffServ model of per-hop priority mechanisms and traffic
aggregation from individual flows to service classes [89]. [89] derived an optimal classifier (min-
imizing the resource usage in a mean-square sense) for mapping a flow to a class, subject to
each flow’s performance requirements. The model and results of [89] are based on game theory.
Even though the DCS problem can be formulated as a non-cooperative game, with users that
act independently and selfishly to meet their requirements given a finite resource, we chose in
this work to take a different approach that only uses basic queueing concepts. The underlying
concepts, though, are common in both approaches. For instance, the DCS equilibria are called
Nash equilibria in game theoretic terms; while the minimum acceptable CSV ¢ can be shown to

be Pareto and system optimal for the user population.

[89] assumed that the underlying per-hop mechanism is GPS scheduling with periodic
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GPS weight adjustments. Such adjustments create a feedback loop that modifies the GPS weights
based on the measured class loads. Changing the GPS weights, however, affects the per-class
delays and losses, and in the DCS context, this leads to new class transitions and modified
class loads. So, there is another feedback loop in the system that modifies the class loads
based on the GPS weights. The previous two feedback loops can interact, causing races or
instabilities; if they operate in about the same timescales. For this reason, we argue that the
proportional differentiation model is a more appropriate per-hop behavior for DCS, as compared
to GPS-like schedulers (or other static resource partitioning schemes) that perform periodic

weight adjustments.

The rest of this section reviews some related works on the problem of class and QoS
provisioning. Our class provisioning model follows the framework of [77]. In that framework, a
number of traffic types with diverse QoS requirements are mapped to a normally smaller number
of classes, while the network provider provisions a nominal service class for each traffic type.
As mentioned earlier though, [77] uses this framework in the problem of computing of optimal
class prices, while we focus on computing the optimal class differentiation parameters and the

minimum link capacity.

[94] considers the problem of sharing the bandwidth and buffers of a link between a
number of classes of service. The objective is to find the optimal resource partitioning between
classes so that the utility of each class is maximized, given the ‘wealth’ of that class, and the
average offered rate in that class. One of the utility functions considered is an upper bound on the
loss rate in each class. A difference between that work and our class provisioning methodology is
that [94] is based on static resource partitioning mechanisms (Weighted-Round-Robin schedul-
ing and Complete-Buffer-Partitioning dropping), while we focus on proportional differentiation

mechanisms.

As also discussed in §4.5, [119] studied the provisioning problem in the context of provid-
ing a certain loss rate to each class. [119] showed that the PLR(c0) dropper, jointly with a FCFS
scheduler, is optimal because 1t requires the minimum capacity for the given loss rates, compared

to any other work-conserving dropping scheme. It is interesting to examine if a proportional
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delay scheduler has the same property, i.e., whether it can provide a certain average delay in

each class with the minimum capacity among all work-conserving schedulers.

5.6 Summary and extensions

A central premise in the framework of relative differentiation is that users and applications with
an absolute QoS requirement can dynamically search for a class which provides the desired QoS
level. In the first part of this chapter we investigated this Dynamic Class Selection (DCS) premise.
The proportional differentiation model provides an appropriate per-hop behavior for DCS for two
reasons. First, it maintains a predictable class ordering even when the class load distribution
is constantly changing due to DCS traffic. Second, it allows the network provider to adjust the

class spacing based on the corresponding spacing in the QoS requirements of the DCS workload.

For a single link model, we gave an algorithm that computes the minimum acceptable
class selection for each user, when it is feasible to satisfy all users (well-provisioned case). Users
converge to this minimum acceptable class when the distributed DCS equilibrium is unique.
Other DCS equilibria can also exist, however, that are suboptimal for either only the users, or
for both the users and the network provider. In the under-provisioned case, some users (with
the most stringent requirements) converge to the highest class and remain unsatisfied there.
The simulation study of an end-to-end DCS algorithm provided further insight into the dynamic
behavior of DCS. We showed that a user can control the trade-off between the performance and
cost of a flow using certain parameters of the DCS algorithm. Finally, it was demonstrated that
the ‘well-provisioning’ of a network for a given traffic workload depends on the link utilization,
on the delay requirements (or static class selection) of the cross-traffic, and on the provisioned

delay differentiation between classes.

In the second part of this chapter, we studied the related problem of class provisioning.
In class provisioning, the network provider has some knowledge about the traffic types that use a
link (rates and average delay requirements). The objective is to compute the minimum required

link capacity and the appropriate Delay Differentiation Parameters (DDPs) that can meet the
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given average delay for each traffic type. We gave a methodology that first determines the
optimal mapping from traffic types to service classes, and then computes the minimum required
capacity and the corresponding DDPs. The class provisioning methodology was demonstrated

with examples.

There are several interesting open issues in the context of DCS and class provisioning.

e DCS should be evaluated in the context of other performance requirements, such as a maxi-
mum loss rate or a minimum TCP throughput. The dynamic properties of the proportional
differentiation model also hold for these performance measures (see §4.1.2 for the loss rate

dynamics in the PLD model), and so we expect similar DCS equilibrium results.

e Related to the class provisioning problem, it is important to examine whether static par-
titioning mechanisms (such as GPS) with periodic adjustments of the class partitions can
actually cause race conditions and instability effects. We made this claim in §5.5, but we

did not demonstrate that such effects actually occur in practice.

e A discouraging result about DCS is that, even when the network is well-provisioned, there
may be DCS equilibria in which some users do not converge to the minimum acceptable class
that exists for them. Even worse, the resulting DCS equilibria may be unacceptable. How
can we improve the DCS algorithm to avoid such equilibria? We examined the following
solution: when a DCS user is unsatisfied, she ‘loops down’ to the lowest class, instead
of staying in the highest class. Such a class transition eliminates the unacceptable DCS

equilibria (in the well-provisioned case), but it can lead to persistent CSV cycles.

An important point, from a more practical perspective, is that the burstiness of the traffic
and the variations in the queueing delays forces the DCS users to adapt their class selections
in short timescales. Consequently, the concept of ‘DCS equilibrium’ is not well defined in
short timescales. So, the stability and the efficiency of the resulting DCS equilibria may be

largely of theoretical importance only.
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Chapter 6

Summary and Future Work

6.1 Summary and retrospective

Our original goal in this dissertation was to develop a service differentiation architecture for the
Internet that is scalable and simple to implement, deploy, and manage. The only way to prove,
however, that an architecture meets these goals is to actually implement and use 1t in a ‘real-
world” wide-area internetwork, which is a task beyond our capabilities and constraints. So, we
had to follow the conventional wisdom and the published literature about which components of

a network architecture are not scalable, or hard to implement, deploy, and manage.

We chose to not follow the framework of per-flow end-to-end resource reservations that
the IntServ architecture is based on, because of its non-scalability and complexity issues. Addi-
tionally, we chose to not follow the framework of absolute differentiation, that schemes such as the
Virtual-Leased-Line or Assured service offer, because they also require some type of admission

control and inter-domain resource reservations or careful provisioning.

The architecture that met our requirements for scalability and simplicity is the relative
differentiation model. The only guarantee that the network provides in this case 1s that higher
classes provide better service than lower classes. If users and applications have absolute QoS
requirements, then they have to dynamically search for a class that provides that QoS. This model
follows the end-to-end principle that the Internet architecture is based on: keep the network as

simple as possible and move the complerity to the end-points.

The first question raised was which requirements should a relative differentiation scheme
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meet? Simple mechanisms, such as strict prioritization or static resource partitioning between
classes; are not satisfactory either because they do not provide any ‘knobs’ for controlling the
QoS spacing between classes, or because they do not maintain a predictable class ordering under
varying load conditions. These two requirements, controllability and predictability, led us to the
proportional differentiation model. The main strength of this model is that it can adjust the QoS

ratio between two classes independent of the load conditions.

Given that our objective is to achieve proportional differentiation, the next goal was to
design appropriate router mechanisms for the differentiation of the queueing delays and packet
losses. We designed three packet schedulers for proportional delay differentiation. They differ
in how closely they can approximate the proportional constraints, and in their behavior in short
timescales. One of these schedulers, the Hybrid Proportional Delay (HPD) scheduler, performs
sufficiently well in both these aspects, and it is the scheduling algorithm that we propose. Our
study of the proportional delay differentiation model revealed that the model may not be al-
ways feasible. We derived the conditions that determine whether a set of Delay Differentiation

Parameters (DDPs) is feasible in given load conditions.

We then focused on proportional loss differentiation and in the related packet dropping
algorithms. We designed two droppers, that differ in the loss rate estimation horizon. This
difference causes trade-offs between the two droppers in terms of their implementation complexity,
accuracy, and adaptability to varying class load distributions. This last factor is quite important,
leading us to propose the PLR(M) dropper as the appropriate algorithm for proportional loss
differentiation. Our analytical study of the proportional loss differentiation model showed that
this model may not be always feasible either, and we conjectured on the corresponding feasibility

conditions.

A central premise in the relative differentiation architecture is that users with an absolute
QoS requirement can dynamically search for a class which provides the desired QoS level. We
investigated this Dynamic Class Selection (DCS) framework in the context of proportional delay
differentiation. We examined whether it is feasible to satisfy all users, and if this is the case,

computed the minimum acceptable class selection for each user. Users converge in a distributed
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manner to this minimum acceptable class, when the DCS equilibrium is unique. Other DCS

equilibria, that are suboptimal for the users, may also exist however.

Finally, we considered the case that the network provider has some additional information
about the traffic workload. Specifically, we assumed that the network provider knows the traffic
types that use a link (rate and average delay requirement). When this is the case, the network
provider can compute the minimum required link capacity and the appropriate DDPs for meeting
the given average delay of each traffic type, based on a class provisioning methodology that we

proposed.

In retrospective, the proportional differentiation architecture cannot offer the strict per-
flow service guarantees that IntServ achieves. Also, the proposed architecture lacks mechanisms,
such as admission control, that can prevent traffic from overloading the network. Additionally, the
fact that the proportional differentiation model is not always feasible complicates the selection of
the appropriate class differentiation parameters (DDPs and LDPs). Another discouraging result

is that there can be suboptimal DCS equilibria, even when the network is well-provisioned.

On the other hand, this dissertation has shown that a relative differentiation architecture
can provide controllable and predictable differentiation, when it follows the proportional differ-
entiation model. Additionally, the proposed architecture can provide absolute QoS requirements
to the users and applications that perform Dynamic Class Selection, and furthermore, it can be

used to provision an absolute QoS level in each class.

Whether or not the proportional differentiation architecture is a satisfactory solution
for providing service differentiation in the Internet depends on many factors, some of which are
non-technical. We hope, however, that this dissertation has made a useful contribution to the

range of possible solutions for this problem.
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6.2 Suggestions for future work

Throughout the thesis, we pointed out specific issues that deserve further research. Here, we give

two more suggestions for future work.

e A valuable experimental study would be to test an interactive application with absolute QoS
requirements, such as IP-telephony, over a network that offers proportional delay and loss
differentiation. Can the application meet its QoS requirements when it performs Dynamic
Class Selection? How does the observed QoS compare to the QoS that results with a

guaranteed bandwidth ATM virtual-circuit, or with some other ‘IntServ’-like scheme?

e DCS can also be performed at the edge routers of a network. The end-points in that service
model do not have to be DCS-capable, which is important for legacy applications. The edge
routers can monitor the QoS level of each class in the various edge-to-edge network paths
through active measurements. For instance, the packet dispersion methodologies studied
in [35] can be used for bandwidth measurements. The users, in this model, negotiate with
the network a certain edge-to-edge QoS. It is then up to the edge routers to dynamically

select the class for the traffic of each user, in order to deliver the contracted QoS.
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Chapter 7
Appendix

7.1 Simulation setup and parameters

In the evaluation of packet scheduling and dropping mechanisms, we simulated the following
model (see Figure 50). A scheduler services N logical queues, one for each class. The capacity
(service rate) of the scheduler is normalized to C'=1 average-size packet per time unit. The
utilization of the scheduler is w = A/C', where X is the average rate of packet arrivals. The class
load distribution is specified in terms of packets. For example, when we say that Class-1 is 70%

of the aggregate traffic, we mean that 70% of the packets belong to Class-1.

All queues share the same pool of buffers. In the lossless simulations, there is no con-
straint on the number of available buffers. In the lossy simulations, the number of buffers is
limited to B. A packet requires one packet buffer; independent of the packet size. When the

number of buffers is exceeded, a packet is dropped from the tail of one of the backlogged queues,

Class Queues

% 1]
o~ : T “‘.;‘*Schedl q Output
Sources 7 uler utpu
ISR

(One average-size packet per time unit)

vm
Total number of buffers: B

(one buffer per packet)

Figure 50: The simulation model for a Packet Forwarding Engine.
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that queue is determined by the packet dropper.

The traffic in each class is generated from a random source. The interarrivals between
packets of the same class follow a Pareto distribution with shape parameter « = 1.5. The
cumulative distribution function of this distribution is F'(#) = 1 — ™%, the mean is o/(ev — 1)
(for & > 1), and the variance is o/[(a — 1)?(a — 2)] (for @ > 2). The distribution has infinite
variance when a < 2, leading to very bursty interarrivals. The aggregation of many Pareto

sources with a < 2 has been shown to produce Long Range Dependent (LRD) traffic [109].

We have experimented with several distributions for the packet sizes, including the ex-
ponential distribution, multimodal distributions around certain common values (e.g., 40, 550,
and 1500 bytes), and also with fixed-size packets. In the case of variable-size packets, all classes
have the same packet size distribution. In this dissertation, we only include simulation results for
fixed-size packets; we did not observe any qualitative differences in the results when simulating

variable-size packets.

The time unit in all graphs is the time it takes to transmit an average-size packet. The
reported delays in all graphs are in these time units. In the case of fixed-size packets, when we
say that the queueing delay of a packet 1s 10 units, we mean that the packet waited in the queue

for the transmission of ten other packets.
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7.2 Proofs of Properties (1)-(5) in §3.1.2

In the following proofs, S = ZnN:1 Anbn .

Proof of Property (1).
Since the DDPs are positive, an increase in the average delay of one class causes an increase in
the average delays of all classes. Since an increase in the aggregate input rate cannot cause a

decrease in all class delays, we have that

i,j <N (7.1)

Proof of Property (2).

From Equation (3.5) we have that

od;  od; i qag  Oag - '
AN; O\ 52 [S<3/\j Ny + Gag(Ik — d5) (7.2)

The average backlog G4, however, does not depend on the class that the traffic belongs to, and

50 0Gag/0N; = 0Qag/O0Ak. It k < j, dx > 4;, and so

od;  9d;
h k<j 7.3
3/\j > N when <J ( )
o
Proof of Property (3).
From Equation (3.5) we have that
86?2 —GagiN;
= I <0 4 (7.4)

as; 2
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and
Od;  GagS — qagbiNi
98; 52

>0 (7.5)

The equalities are necessary for the case A; = 0 and A; = A, respectively.

<&

Proof of Property (4).
Let A}, be the rate and ci/’,c be the average delay of a class &k after the load transition from class ¢

to class j. We have that A} = A; —¢ (0 < e < N;), A = Aj+¢ and A = A for all k # 4, 5. So,

N
S'=) 0N, =S+ e(d; — &) (7.6)

n=1

When i > j, ; > d;, and so S" > 5. Note that S* = 5 when A; = A} = A. Thus, from Equation
(3.5), d}, < dj, for all k = 1...N. Similarly, when i < j, it follows that d} > di. Note that both
load distributions have the same average aggregate backlog ¢ag.

<&

Proof of Property (5).
As in the proof of the previous property, S* = S+¢€(d; —d;). Suppose that ¢ > j and thus d; > §;.

It is easy to see that §;5 > 8,57, because S > €d;. Consequently,
Ci; = 6j(jag/5’ > 6i(jag/5 = CL (77)

Similarly, when z < 7, it follows that J; < d;.
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7.3 Proof of Proposition 3.1 in §3.3

Kleinrock derived the average queueing delays with WTP [54] in the special case of Poisson
arrivals. Assuming that all classes have the same average packet size, and normalizing the

service rate to C'=1, Kleinrock’s result states that:

e _ g _ do/(1=X) = S50 Ml (1= 0:/8)
1- Zi\f:iﬂ(l - 6k/5i)

i=1...N (7.8)

where dp is the average remaining service time for the packet that is being transmitted upon the
arrival of a new packet. Recall that 1 =1 > 5 > ... > dn > 0. We prove Equation (3.17) using
induction in the following manner: after showing that c?z/cil = 5, we will assume that c?k/cil = Jy

forallk=2...m < N with m € {2,..., N — 1}, and then show that dp,11/d1 = dpmy1.

For the initial induction step, it is easy to show from (7.8) that

dy 1= (1= 85) — Ai(1— 82)

2 _ (7.9)
di L= 320ss Aw (1 = 83/02)
and so,
d (L= N) 4350 Al + A (82— 1) (7.10)
di (1= A) 4+ Sy Ml /82 + A (1 — 1/62)
As A — 1, and thus, u — 100%,
b _Sth=D g (7.11)

di — S/6y+M(1—1/65)
where S = limy 1 Zi\;l Agds. This completes the proof for N=2.

For N >2, the inductive assumption is that, as A — 1,

d,
j—k—>(5k forallk=2...m< N (7.12)
1
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with m € {2,..., N — 1}. Then, the average delay of the (m 4 1)’th class is

;o dof/(1=N) = 3L Mededi (1 — G /)

A1 (7.13)
1= 500 a1 = 6k /Oyt
and the ratio of jm-l—l and d; becomes
oy L= 300 Al = 8) = ST Aede (L= S /6) (7.14)

di 1= A (1= 8 /Sgn) + oy Ak(1 = 8k /Gmgn)

As A = 1, let S = limyo o0 Mdi, S = limyoy 7, Medy, and Ay, = limasy Yo, A
Using this notation, we have that as A — 1,

dm-l—l N g - gm + 6m+1:\m _
dl S7/(5m+1 - S7m/£m+1 +:\m

it (7.15)

which completes the proof.
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7.4 Proof of Proposition 4.1 in §4.2

Suppose that the PLD constraints of (4.1) are met. If A; and D; are the number of arrivals and

drops, respectively, in class ¢, the ratio of packet drops between any pair of classes ¢ and j 1s

Di (o2} Az
=12 1
Dj O'j Aj (7 6)

Under stationary conditions, the ratio of arrivals is equal to the ratio of the corresponding arrival

rates, and so,
D; o N

—_— = —— 7.7
Dj oA (717)
Consequently, the class with the minimum number of drops is class m, where
= in {\;0; Nl
m = arg érglan{ oi} (7.18)

Let us now derive the minimum required number of arrivals, given a class load distribu-
tion {A1, A2, ..., An} and an aggregate average loss rate Zag, so that the N — 1 PLD constraints
of (4.1) are met. The minimum number of arrivals causes the minimum number of drops. If class
m, which has the minimum number of drops, gets only one packet drop (D, = 1), class i will
get

op Ai o N

D =D,,— =
Om Am, Om Am,

(7.19)

drops, and so the total number of drops from all classes will be

N
p="p =% ; (7.20)

m m

Q

i=1 i=1

Since the aggregate loss rate is iag, the required number of arrivals is

A= ZE 0w Am (7.21)

This is the minimum number of arrivals that the PLR(M) should remember, in order for the N —1
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proportional loss rate constraints of (4.1) to hold. So, this is also the minimum requirement on

the LHT size M,

M Z Mmzn = —

(7.22)

We emphasize that M,,;, is a lower bound on the required LHT size M. The reason 1s that the

previous proof assumes that the class load distribution and the aggregate loss rate are given by

their average values, namely {A1, A2,..., Ax} and iag, m any time window of M packet arrivals.

In practice though, the class load distribution and the aggregate loss rate vary significantly

around their average values, even when M 1s many thousands of packets, due to the burstiness

of the traffic arrivals and of the packet loss process.
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7.5 Proofs of Lemmas in §5.2

Proof of Lemma 1.

Since ¢j > ¢ for all j (and ¢ # ¢’), there exists a class k € {1,...N — 1} such that

k k k
DA< N=D Nite (7.23)
i=1 i=1 i=1

with € > 0, and

N N N
STN> D M= D> N« (7.24)

i=k+1 i=k+1 i=k+1

Since 61 =1 >4 > ... > dn > 0, we have that

k N k N
i=1 i=k+1 i=1 i=k+1
and thus
N N N
i=1 i=1 i=1

It follows that the average delay in each class with ¢’ is lower (in the wide sense) than with c,

because

_ J; (j J; (j _
d;(c') = ' 1ag < L9 = d;(c 7.27

Proof of Lemma 2.
The proof of this result follows directly from Property 5 in §3.1.2.

<&

Proof of Lemma 3.

Suppose that ¢ is such that ¢; > ¢; for two users i and j > 7 (so, ¢; < ¢;). Let us construct the
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CSvV e = c>f, which results if user ¢ moves to the same class k = ¢; as user j. Since ¢ > ¢/, from
Lemma 1 we have that dj(c') = di(c’) < di(c) < ¢; < ¢;, which means that user i is satisfied
with ¢’. The rest of the users are also satisfied with ¢’ because the average delay in each class is

lower with ¢’ than with c. So, ¢’ is also acceptable.

Applying the above procedure iteratively, we can construct an acceptable CSV ¢’ that
is ordered, in the sense that for any ¢,j € {1,...U}, ¢ < ¢} when i < j. The order of applying
the above iteration does not affect the ordered CSV that results at the end. From the way ¢’ is
constructed, we have that

;= k:%’l,jl.I.l,U{Ck}’ j=1,...,U (7.28)

Proof of Lemma 4.

From the definition of ¢™, we have that ¢! > ¢™. If these two CSVs are equal, the proof is
complete. Otherwise, from Lemma 1, we have that d;(c™) < d;(c') for each class i. Similarly,
d;(c™) < d;(c?). For each user j € U, however, Jc;(cl) < ¢; and Jc?(cz) < ¢j. So, c?c;n(cm) < ¢;.

Since this is true for all users, ¢ € Cy.

<&

Proof of Lemma 5.

Based on the DCS algorithm, all unsatisfied users move to the N’th class, while the rest of the
users are satisfied in a class, which may also be class N. Let ¢ be the corresponding distributed
equilibrium CSV. We prove that any satisfied user must have a larger average delay requirement

than any unsatisfied user.

For any unsatisfied user, say j, we have that ¢; = N and that Cigj(é) > ¢;. If there are
no satisfied users, there is nothing to prove. Let ¢ be a satisfied user in a class ¢; < N. Suppose

that user ¢ has a lower or equal average delay requirement than user j, i.e., ¢; < ¢;. User ¢ is
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satisfied, and so d,(€) < ¢; < ¢;. So,

@) < dz, (8) (7.29)

Since & < &;, however, the PDD model requires that dz,(¢) > 75j((~:) which contradicts (7.29).
So, it must be that ¢; > ¢; for any satisfied user ¢ and unsatisfied user j. Since the satisfied
users have larger delay requirements than the unsatisfied users, the resulting DCS equilibrium

must be of the form

¢=(c1,...,¢5,N,...,N) (7.30)

where S is the number of satisfied users (0 < S < U).
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