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Abstract

This paper examines whether reported income and consumption generate biases for studies on
income and consumption dynamics, using a linear measurement error model. This study �nds
that substantial classical measurement error exists in reported data, leading to a bias towards
zero in the estimates of income and consumption persistence. Non-classical measurement error
and unobserved heterogeneity o¤set the e¤ect of classical measurement error. The variance
of measurement error is larger in the model for income dynamics than that for consumption
dynamics. This result suggests that measurement error is more prevalent and varies more
across households in income than in consumption.
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1. Introduction

Understanding poverty dynamics and economic mobility has always been of great con-

cern for policies related to poverty reduction and inequality. Panel data surveys have

accelerated the development of such studies in the last two decades. However, both

reported income and consumption, which are the main variables in these studies, often

have substantial measurement error. This measurement error may bias the estimated

degree of income and consumption mobility and lead to inappropriate policy conclu-

sions. This study explores the role of measurement error in the study of income and

consumption dynamics when panel data are used.

The study uses data from the Korean Labor and Income Panel Study (KLIPS)

over the period 1999 to 2006 and investigates a linear dynamic panel data model with a

�xed e¤ect. This paper presents the direction and magnitudes of the biases generated

by potential classical and non-classical measurement error in the model which shows

the degree of economic mobility or persistence. This study investigates both income

and consumption dynamics because this makes it possible to compare the magnitudes

of measurement error in each variable and the degree of true income and consumption

persistence.

While evidence of measurement error in reported income or consumption from

validation studies is not perfectly applicable to survey data for all countries, it does

establish a benchmark.1 According to the evidence, some part of recall errors are likely

to be correlated with explanatory variables such as age, sex, level of education, and job

type, while the rest of errors are independent of these variables (See review by Bound

et al., 2001). A large number of self-employed households, for example, often confuse

1Some studies make comparisons between administrative records and survey data, mainly for US
income data (e.g. Bound and Krueger, 1991), while other studies attempt to estimate the degree of
measurement error with experimental settings, mainly for consumption data (e.g. Browning et al.,
2003, Ahmed et al., 2006).
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personal and business income and expenses with lack of written records and generate

recall errors in income (Deaton, 1997, Daniel, 2001).2 Measurement error in income

may also be correlated with true income, mostly due to tax reasons (Morgenstern,

1963, Deaton, 1997). Studies to date show that the popular assumption of only classical

measurement error is not suitable for income or consumption.

Instead of restricting the type of measurement error to be only classical, this paper

uses a linear measurement error model (Bollinger and Chandra, 2005, Kim and Solon,

2005). This is based on the empirical evidence (Bound and Krueger, 1991, Pischke,

1995) that those who earn higher than average tend to report their earning less, while

those who earn lower than average tend to report higher (i.e. so called mean-reverting

measurement error). When measurement error exists, the standard Arellano and Bond

(1991) estimator for dynamic panel models with �xed e¤ects is not consistent. Holtz-

Eakin et al. (1988) suggest an estimator that is valid when measurement error is

classical. This paper shows that the Holtz-Eakin, Newey and Rosen estimator is still

valid even when we use a linear measurement error model allowing for non-classical

measurement error. This study also suggests various speci�cation tests that include

testing for existence of random measurement error in income and consumption data.

My main �nding is that there is substantial random or classical measurement error

in reported income and consumption, leading to a bias towards zero in the estimates

of income and consumption persistence. Speci�cally, this bias is about 65 percent and

54 percent of the consistent estimate of the true measure of persistence in the study of

income and consumption dynamics respectively. Non-classical measurement error and

unobserved heterogeneity are also found to be important and to lead to upward biases

in the estimated coe¢ cients, o¤setting the e¤ect of random measurement error.

2This type of recall error is more common for rural areas in low income countries where most
people are agricultural producers as well as consumers. However, Smith (1997) also �nds that low-
skilled workers tend to underreport their irregular earning like overtime, tips and commissions for
direct questions about annual earnings.
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This study also identi�es the variance of random measurement error. The stan-

dard deviation of the measurement error is estimated to be as large as that of the

equation error for both income and consumption dynamics, suggesting that random

measurement error is substantial. Interestingly, the standard deviation of the measure-

ment error is much larger in the model for the income dynamics (.97) than that for

consumption dynamics (.18). This result suggests that random measurement error is

more prevalent and varies more across households in income than in consumption. This

study also suggests that the standard deviation of the equation error is substantially

larger in the model for the income dynamics than that for consumption dynamics. This

implies that Korean households smooth their consumption relative to their income in

the face of shocks.

The remainder of the paper is organized as follows: Section II reviews literature

on the study of income and consumption dynamics; Section III presents the empirical

model and strategies; Section IV describes the data; Section V focuses on �ndings; and

Section VI concludes the paper.

2. Previous Studies

Numerous studies investigate the degree of income mobility with dynamic aspects, al-

though relatively few studies have corrected for measurement error bias. Individual

earnings mobility rather than household income mobility is typically estimated in the

US literature, and studies heavily rely on the autocorrelated individual component

model (or variance component model) advocated by Lillard and Willis (1978). The

model combines a typical earnings function and an error structure allowing for an indi-

vidual random e¤ect and a �rst order autocorrelation of a transitory component, but

no lagged dependent variable. The e¤ect of the permanent component on earnings in-
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equality can be identi�ed separately from that of the transitory shock. Other studies

assume unobserved heterogeneity to be a time-invariant �xed e¤ect and typically take

�rst di¤erences, so that the permanent component on earnings inequality is no longer

identi�able. MaCurdy (1982) uses this approach and tries to better �t the model using

time series processes and taking �rst di¤erences. He chooses an ARMA(1,2) speci�-

cation as his favorite for the error structure of log earnings in levels.3 However, few

studies address the measurement error issue, and those that do often require adminis-

trative data to identify the e¤ect of measurement error in reported earnings on earnings

mobility (Pischke, 1995, Gottschalk and Huynh, 2006, Dragoset and Fields, 2006).4

Some studies allow for a more general dynamic relationship between current and

previous earnings rather than con�ne the source of dynamics to be a serially correlated

income shock or from unobserved time-varying individual heterogeneity (Holtz-Eakin

et al., 1988). Those studies are more pervasive in the development literature. Studies

for developing countries usually estimate economic mobility with a unit of household

income (i.e. per capita household income) because individual earning mobility hardly

tells much about economic well-being for the poor or poverty dynamics (i.e. in and out

of poverty).5 In particular, some recent works have emphasized a nonlinear relationship

between current and lagged income to identify potential poverty traps. Lokshin and

Ravallion (2004) �nd nonlinearity in the dynamics but no evidence for the existence

of a poverty trap modelling income as a polynomial of lagged income for Hungary and

3Abowd and Card (1989) con�rm this speci�cation, and Mo¢ t and Gottschalk (1995) also �nd that
the impact of temporary income shock decays within three years for 1969-1987. In addition, Meghir
and Pistaferri (2004) estimate the autocorrelated individual component model allowing for educational-
and time-speci�c di¤erences in the stochastic process for earnings as well as for measurement error
using an Autoregressive Conditional Heteroskedasticity (ARCH) speci�cation. They �nd that earnings
variances are heterogeneous across individuals.

4Pischke (1995) uses the Panel Study of Income Dynamics Validation Study (PSIDVS). In addition,
Gottschalk and Huynh (2006) and Dragoset and Fields (2006) examine the e¤ect of measurement error
on several measures of earning mobility, while not relying on the autocorrelated individual component
model, but their studies also require the use of the tax records in the Detailed Earnings Record (DER).

5See also Baulch and Hoddinott (2000) for their review of the studies of economic mobility and
poverty dynamics in the development literature.
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Russia. In their study, however, measurement error in income is not allowed.

Administrative data to deal with measurement error are unavailable in most de-

veloping countries, and surprisingly few studies have identi�ed and corrected for mea-

surement error bias by employing econometric approaches. However, Newhouse (2005)

estimates the elasticity of a household�s 1997 income with respect to its 1993 income in

Indonesia addressing classical measurement error in income and unobserved household

heterogeneity using rainfall, asset or consumption data as instruments. However, his

study cannot identify the e¤ect of classical measurement error from unobserved house-

hold heterogeneity. Antman and Mckenzie (2007b) explore the nonlinear relationship

between current and lagged income also addressing unobserved heterogeneity and mea-

surement error through a pseudo-panel approach. Their pseudo-panel approach ad-

dresses bias from measurement error under the assumption that a law of large numbers

applies within a cohort, so that mean of measurement error across cohorts converges to

zero in probability as the number of individuals within a cohort increases. Therefore,

they have consistent estimates from measurement error but cannot identify the e¤ect

of measurement error.

Per capita household consumption is also a popular unit to estimate economic

mobility or welfare especially in the development literature (e.g. Glewwe and Hall,

1998, Jalan and Ravallion, 2002, Glewwe, 2005), but the study of consumption dynamics

dealing with measurement error has not yet much developed in this literature. Glewwe

(2005) and Gibson and Glewwe (2005) only obtain a correlation coe¢ cient between

current and lagged consumption addressing classical measurement error in consumption

using non-holiday food purchases and the body mass index (BMI) as instrumental

variables.
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3. Methods

3.1. Empirical Model

The basic model of income or consumption dynamics regresses either current per capita

household income or consumption in natural logarithms on its lagged value, controlling

for other household demographic variables and unobserved heterogeneity. The models

are:

lnY �it = y lnY
�
it�1 + �

0
yXit +Dt + �

y
i + "

y
it (1)

and

lnC�it = c lnC
�
it�1 + �

0
cXit +Dt + �

c
i + "

c
it; (2)

where Y �it is the true per capita income and C
�
it is the true per capita consumption of

household i in time period t, Xit is a vector of household i0s demographic variables in

time period t; Dt captures time-speci�c e¤ects, �ki (k indicates income or consumption

respectively) is time-invariant unobserved heterogeneity of household i; and "kit is an

error term.

However, one does not observe the true measure Y �it or C
�
it but rather observes Yit

or Cit. In the linear measurement error model (Bollinger and Chandra, 2005, Kim and

Solon, 2005), the observed data, Yit and Cit; and their true values, Y �it and C
�
it; have a

linear relationship:

lnYit = �y lnY
�
it + e

y
i + v

y
it; (3)

and

lnCit = �c lnC
�
it + e

c
i + v

c
it; (4)

where eki and v
k
it (k = y or c) are individual-speci�c and random (or classical) mea-
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surement error respectively.6 In particular, if 0 < �k < 1, then measurement error in

income or consumption is mean-reverting, and this case is consistent with the empirical

�ndings in the studies based on validation data. On the other hand, �k = 1 (k = y or

c) implies that time-varying measurement error is purely random and that total mea-

surement error can be decomposed into non-classical time-invariant and only classical

time-varying measurement error.

In this setting, total measurement error de�ned as the di¤erence between the true

measure and observed data is

�yit = (�y � 1) lnY �it + e
y
i + v

y
it (5)

or

�cit = (�c � 1) lnC�it + eci + vcit: (6)

Here, time-invariant individual-speci�c measurement error eki is free of assumptions

(that is, eki can be correlated with any other variables of the model). The non-classical

part of time-varying measurement error is restricted to be correlated with only true

income or consumption.7 Nevertheless, the assumption is more plausible than assump-

tions which completely ignore any possibility of the existence of non-classical measure-

ment error in time-varying measurement error. Most non-classical recall errors corre-

lated with household characteristics are more likely to be time-invariant in this study,

because it covers a relatively short time period. It is unlikely that the error would be

time-varying because household characteristics are not likely to change much in such a

short time.

6The random measurement error will be further restricted to be white noise measurement error,
but this is only for the error decomposition introduced later, but this paper uses the two terms quite
interchangeably.

7In general de�nitions, classical measurement error is not correlated with true income (or con-
sumption) and other explanatory variables. Otherwise, measurement error is non-classical.
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The models with measurement error, after substituting equation (3) into equation

(1) and equation (4) into equation (2); are

lnYit = y lnYit�1 + �y�
0
yXit + �yDt + �y�

y
i + �y"

y
it + (1� y)e

y
i + v

y
it � yv

y
it�1 (7)

and

lnCit = c lnCit�1 + �c�
0
cXit + �cDt + �c�

c
i + �c"

c
it + (1� c)eci + vcit � cvcit�1: (8)

This paper hereafter refers to "kit as equation error to distinguish the total composite

error, �k�ki + �k"
k
it + (1� k)eki + vkit � kvkit�1 for k=y or c.

The model with measurement error produces biased estimates of y and c, though

the degree of bias depends on the assumptions of the measurement error (i.e. e and v).

As is well known, the direction of the bias depends on whether the measurement error

is classical or non-classical in nature. The OLS estimate of  (either y or c) will be

biased towards zero if only classical measurement error (i.e. v but not e) is assumed

(Griliches and Hausman, 1986). However, as validation studies suggest, measurement

error in reported income (or consumption) is likely to be correlated with true income

(or consumption). It is thus not likely that classical measurement error is the only type

of measurement error present in the estimations. In this case, the direction of the bias

and the contribution of measurement errors in this level model are not theoretically

determined because those of non-classical measurement error are unascertained.

In addition, the unobserved individual heterogeneity component �yi or �
c
i can be

another source of the endogeneity. Notice that due to the nature of the dynamics in

models (7) and (8), the regressors lnYit�1 and lnCit�1 are correlated with �
y
i and �

c
i ;

respectively. This means that the pooled OLS estimates could be biased even without

the measurement error.
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Taking �rst di¤erences to remove both time-invariant unobserved heterogeneity

and individual-speci�c measurement error, we have

� lnYit = y� lnYit�1 + �y�
0
y�Xit + �y�Dt + �y�"

y
it +�v

y
it � y�v

y
it�1 (9)

and

� lnCit = c� lnCit�1 + �y�
0
c�Xit + �y�Dt + �y�"

c
it +�v

c
it � c�vcit�1: (10)

This study estimates the persistence of income and consumption, y and c; in models

(9) and (10) with possible sets of instruments, discussing how to test for the existence

of the random measurement error vkit and for other speci�cations of the models.

3.2. Estimation of 

As already noted, my study estimates a �rst-di¤erenced model to eliminate the e¤ect

of time-invariant unobserved heterogeneity and individual-speci�c measurement error.

Nonetheless, endogeneity remains due to classical measurement error and time-varying

omitted variables as well as an AR(1) speci�cation that includes a lagged dependent

variable as an explanatory variable. This study employs two-step generalized method

of moments (GMM) estimation, which uses instrumental variables (IV) to resolve this

endogeneity problem for both investigations of income and consumption dynamics.

One set of internal instruments could be two-period and earlier lagged dependent

variables (i.e. the Arellano and Bond estimator), but the two-period lagged dependent

variable is invalid if random measurement error is assumed. However, the same instru-

ment set but excluding the two-period lagged dependent variable can be still used in

this case. In addition, this study uses external IVs that serve various roles.
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Internal IV

First, lagged dependent variables are used as instruments. The variables of two

or more lagged periods are well-known instruments in the �rst-di¤erenced dynamic

panel model. The typical model without measurement error assumes the sequential

exogeneity of lagged dependent variables and the strict exogeneity of other explanatory

variables conditional on �ki (k = y or c). That is,

E["yitj lnYit�1; lnYit�2;:::; lnYi0;Xi; �
y
i ; e

y
i ] = 0 (11)

and

E["citj lnCit�1; lnCit�2;:::; lnCi0;Xi; �
c
i ; e

c
i ] = 0; (12)

where Xi = [Xi1; :::; XiT ]. The valid instruments for � lnYit�1 = (lnYit�1 � lnYit�2)

or � lnCit�1 = (lnCit�1 � lnCit�2) are the lagged levels lnYit�2; lnYit�3;...., lnYi1 or

lnCit�2; lnCit�3;...., lnCi1 because E(lnYit�s ��"yit) = 0 and E(lnCit�s ��"cit) = 0 are

assumed for s = 2; 3; :::t� 1.

However, model (9) and (10) with random measurement error is distinguished

from the typical dynamic panel model. That is, model (9) or (10) includes the lagged

random measurement error di¤erenced term, �vkit�1 = v
k
it�1� vkit�2 for k=y or c; in the

total composite error di¤erenced term. Since E(lnYit�2 � �vyit�1) 6= 0 and E(lnCit�2 �

�vcit�1) 6= 0; the lagged level lnYit�2 and lnCit�2 are not valid instruments. The set of

lagged levels lnYit�3;...., lnYi1 or lnCit�3;...., lnCi1 is a valid instrument set to correct

for random measurement error. The di¤erence of coe¢ cients between models using the

�rst and the second set of instruments indicate the direction and contribution of any

bias by randommeasurement error because the �rst set of instruments gives inconsistent

estimated coe¢ cients if there exists white noise measurement error (Holtz-Eakin et al.,

1988).
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External IV

This paper also uses external instruments, the head of household�s income satis-

faction, for the di¤erenced lagged income and consumption. First, if external IVs are

valid while internal IVs are not, the use of only external IVs presents consistent esti-

mates. Second, the exclusion of the two-period lagged dependent variable from a set of

internal IVs may cause a weak instruments problem. As only earlier lags of dependent

variables are used as instruments, the relationship between an explanatory lagged de-

pendent variable and these instruments could be relatively weaker compared to the use

of the two-period lagged dependent variable as instruments. In this case, to identify

measurement error avoiding a potential weak instruments problem, external IVs are ad-

ditionally used for both estimates using the internal IVs that include and exclude Yit�2:

Finally, the external instruments are also used to test my model speci�cation whether

an ARMA(1,1) speci�cation should be chosen instead of an AR(1) speci�cation.

The rest of this subsection discusses the validity of the external instruments.8

Figure 1 presents average income satisfaction by income group and by consumption

group and shows that there is correlation between income satisfaction and income (or

consumption). It is evident that lagged income satisfaction is strongly related to lagged

income and consumption except for those who are ranked in the highest one percent of

income.

However, the validity of this external instrument may be suspect especially in

a level model (i.e. the model (7) or (8) , which is not �rst-di¤erenced) because this

variable may be correlated with time-invariant omitted variables. For instance, it can

be argued that a positive mindset could be one of the omitted variables, which would

be correlated with income satisfaction. First di¤erencing, however, eliminates time-

invariant unobserved heterogeneity and, thus, eliminates this problem. This study

8See Antman and McKenzie (2007a) for more fundamental discussion about using instrumental
variables to address measurement error in estimates of earnings mobility.
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also assumes a sequential exogeneity of the external instruments, which means that

"yit and "
c
it are uncorrelated with the past values of the household heads�satisfaction.

9

This assumption relaxes a typical assumption that there is no time-varying unobserved

heterogeneity (omitted variable).

Under the assumption, the lagged levels of this instrument must also be chosen

carefully. Contrary to internal IVs, income satisfaction at any t is not correlated with

the lagged random measurement error di¤erenced term (i.e. �vkit�1 for k=y or c). Note

that vkit�1 is assumed to be random, and the measurement error which is likely correlated

with income satisfaction is captured by mean-reverting measurement error (i.e. non-

classical part of time-varying measurement error). Nevertheless, income satisfaction

at t or t � 1 may be correlated with the di¤erenced equation error (i.e. �"kit for k=y

or c), which may represent a household income or consumption shock (Deaton, 1997).

For example, one can argue that people with a negative (or positive) income shock

in a particular year are more likely to report income dissatisfaction (or satisfaction).

Therefore, only income satisfaction at t � 2 and earlier are candidates for external

instruments for the model which addresses measurement error. The household head�s

satisfaction regarding their household income is subjective, and people are likely to

adapt it with the average level of income of the society; there may be no relation

between income and income satisfaction over time while there is at a point in time

(Easterlin, 1996). This may explain why income satisfaction in KLIPS does not vary

much over time. Because of the collinearity in income satisfaction across periods, t� 4

and earlier lags are dropped from the external instrument set.10 However, income

satisfaction at t� 3 is still used as an instrument for a model speci�cation test.

9General sequential exogeneity means that "yit and "
c
it are uncorrelated with the current or past

values of the household heads�satisfaction, but this study does not assume that "yit and "
c
it are uncor-

related with the current value of the external instrument.
10The correlation coe¢ cients of income satisfaction between year t and year t � a are .50, .43, .37

and .35 for a = 1; 2; 3 and 4 respectively.
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3.3. Tests

This study examines the di¤erences of the estimates with and without assuming random

measurement error, and two subsequent tests are also conducted. For these tests, the

standard error of the di¤erence of these estimates must be calculated, as well as the

di¤erence itself. This study uses a Hausman test.11

The �rst test is to identify random measurement error. The null and alternative

hypotheses are

H0 : There is no random measurement error in income or consumption, and

H1 : There is random measurement error in the variable.

Under the null hypothesis, two-periods lagged dependent variable is an appropriate

instrument, while it is not under the alternative hypothesis. Therefore, if there is

statistical di¤erence between two estimates using di¤erent estimates based on di¤erent

assumptions about the existence of random measurement error, this study rejects the

assumption of no random measurement error in income (or consumption).

However, if both measurement error (vkit) and equation error ("
k
it) follow a �rst-

order moving average process in the total composite error term, the di¤erence between

the estimate of y (or c) using IVs that include and exclude Yit�2 (or Cit�2) cannot

identify random measurement error. This is so, since E(lnYit�2 � �"yit�1) 6= 0 and

E(lnCit�2 ��"cit�1) 6= 0 as well as E(lnYit�2 ��v
y
it�1) 6= 0 and E(lnCit�2 ��vcit�1) 6= 0.

Potential biases using Yit�2 or Cit�2 as instruments are thus generated not only by

random measurement error but also by an MA(1) process in the equation error.

A Hausman test is, thus, now to examine AR(1) against ARMA(1,1) speci�ca-

11When the Hausman test is based on two e¢ cient GMM estimators using two nested moment
conditions, it is possible to prove that the variance of the di¤erence of the two estimators is the
di¤erence of the variance of the estimates.
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tions. The null and alternative hypotheses are

H0 : An AR(1) speci�cation is correct, and

H1 : An ARMA(1,1) speci�cation is required.

The set of instruments including the income satisfaction at t � 2 and t � 3 as well

as the internal instruments t � 3 and earlier is valid under the null hypothesis, but

is invalid under the alternative hypothesis. Note that an ARMA(1,1) model includes

"yit�2 (or "
c
it�2) in �"it�1; which is likely to be interpreted as income shock at t� 2 and,

thus, be correlated with income satisfaction at t� 2. Therefore, only household income

satisfaction at t�3 should be used as the external instrument for an ARMA(1,1) model.

The estimates using two di¤erent sets of instruments are compared: one includes this

external instrument at t � 2 and the other excludes the value at t � 2, and examine

whether an AR(1) speci�cation should be rejected in favor of an ARMA(1,1).

Furthermore, this study also examines if the measurement error, vkit, which is

assumed to be random, is serially correlated given that the measurement error ex-

ists. This test can show whether the measurement error, vkit, is really random. This

could be critical because the use of internal IVs, which make it possible to identify

the existence of classical measurement error, could be illogical. If the measurement

error is serially correlated, internal IVs are correlated with the di¤erenced total com-

posite error (�k�"kit � k�vkit�1 + �vkit for k=y or c) and so violate the exogeneity

to be valid instruments. For example, s-period lagged dependent variable has ran-

dom measurement error at t � s (i.e. vyit�s or vcit�s). If cov(vkit; vkis) 6= 0 for t 6= s;

E((�k�"
k
it � k�vkit�1 + �vkit) � vkit�s) 6= 0 for k=y or c: However, the use of external

IVs is also useful to test this using a Hausman test conditional on serially uncorrelated

equation error.
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The null and alternative hypotheses for a Hausman test of serial independence of

measurement error, vkit; are

H0 : measurement error, vkit; is serially uncorrelated, and

H1 : measurement error, vkit; is serially correlated.

Internal IVs are valid only under the null hypothesis, but external IVs are always valid

under both null and alternative hypothesis. Therefore, the comparison between two

estimates used di¤erent sets of instruments indicates whether or not the measurement

error, vkit; is serially correlated. One set consists of only internal IVs, and the other set

consists of both internal and external IVs. In this case, two-periods lagged dependent

variable is excluded from the set of internal IVs because the existence of random mea-

surement error is assumed. If these estimates are di¤erent, the null hypothesis would

be rejected.

3.4. Error Decomposition

The di¤erence of total composite error in model (9) or (10), which is de�ned as uit �

�k�"
k
it � k�vkit�1 + �vkit for k=y or c, consists of equation error (i.e. "kit for k=y or

c) and random measurement error (i.e. vkit for k=y or c). The individual observation

equation and random (or, now, white noise) measurement errors cannot be identi�ed

separately in this study, but the variances of the measurement error can be under some

further assumptions. Speci�cally when a homoskedasticity assumption is added to the

assumption that both errors are independent and identically distributed, the variances

can be separately identi�ed. That is,

"it � iid(0; �2�) and vit � iid(0; �2v): (13)
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This assumption implies three additional moment conditions of di¤erenced total

composite error terms:

E[uituit] = 2�2�2� + 2(
2 +  + 1)�2v (14)

E[uituit�1] = ��2�2� � (2 + 2 + 1)�2v (15)

E[uituit�2] = �2v: (16)

Other moments conditions in addition to these three moment conditions could be found

(for example, E[uituit�3]; etc), but I only use the �rst three moment conditions because

my data consist of relatively short time periods.

A minimum distance (MD) estimation procedure could be used to estimate �2�2�

and �2v from these three overidenti�ed equations plugging the estimated coe¢ cient ̂

and residual ûit.12 However, the variances that should be non-negative can be estimated

as negative by this MD estimation. This study uses a constrained MD estimator which

restricts the parameter �2� and �
2
v to be non-negative.

13 In addition, bootstrapping is

used for the standard errors of the constrained MD estimates. This error decomposition

serves to �nd how much random measurement error is spread over households and how

important measurement error is.

4. Data

This study uses data from the Korean Labor and Income Panel Study (KLIPS) from

1998 to 2006. The KLIPS interviews households from Korea�s seven metropolitan cities

and urban areas in eight provinces. With a target of 5,000 households, 13,738 of respon-

dents aged 15 and over were interviewed in 1998. 3,821 of the original 5,000 households

12The variance �2� and the linear coe¢ cient of measurement error, �; cannot be identi�ed seperately.
13The constrained MD estimation is introduced in Appendix.
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were interviewed in 2006, which denotes a retention rate of about 76%, comparable to

the nine waves of the Panel Study of Income Dynamics (PSID) in the U.S.14

Household Income Variables

I examine per capita income dynamics at the household level. I use individual

labor incomes of all members in a household, and the total household income variable

is generated using the labor income from individual reports, plus �nancial income,

real estate income, and income recorded as all other source of income excluding social

insurance and transfer income reported at the household level. Social insurance and

transfer income are excluded, as they are basically earned through the help of others.

The main object of studying income dynamics is to show the degree to which current

household incomes are a¤ected by previous household incomes in the absence of such

assistance. To examine this dynamic at the per capita level, total household income is

divided by household size.15

Substantial measurement errors in the income variable are assumed. First, a

large share of my dataset may be suspected of producing recall error. There can be

randomly generated recall error and also non-classical recall error related to levels of

education, age and so on. In addition, self-employed individuals often generate recall

error, and 37% of individuals are self-employed in KLIPS. Intentional under-reporting

(or over-reporting) is also suspected. Korea has a progressive income tax system, so

that households can reduce their taxable income by reporting lower amounts. Some,

in the opposite case, may feel shame to report their low income status. These types of

measurement error are non-classical.

KLIPS reports that around 10 percent of respondents have zero-income for each

year. Though those zero-income households are di¤erent year by year, around 66 per-

14More detailed data description is available in Lee (2009).
15All income is after-tax income in units of 10,000 won (� 9 dollars) for the year 2000.
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cent of zero-income households report zero-income for two consecutive years. In addi-

tion, 85 percent of those households report positive consumption and transfer income

(or social insurance), and 75 percent of heads for those households are over 60 years old.

However, low-income households are important samples for this study. In other to re-

tain these observations, per capita household income variables are altered in logarithmic

forms after adding one (i.e. ln (Income+ 1)).16

Household Consumption Variables

Like the study of income dynamics, the per capita consumption variable is con-

structed at the household level and is utilized as both dependent and lagged independent

variables in the subsequent analysis. Though there are fewer motives to under-report in

consumption, substantial recall errors are assumed because of the lack of documented

records for retrospective questions. The fact that consumption is asked about aggre-

gated groups can also lead to substantial measurement error.17

KLIPS reports household expenditure through two methods: through the direct

reporting of total monthly household expenditure in a single question covering all con-

sumption items and through the more common disaggregated method, which is based

on details of household expenditure. However, even for the latter, KLIPS su¤ers from

the lack of subdivision of consumption categories. Other panel surveys usually have

more categories for expenditure data. Some have more than a hundred categories, but

KLIPS only has 11 (for the second wave) to 20 (for the ninth wave) categories.

The survey directly asks for total household consumption for every year but ex-

16Using the level of income instead of taking logarithms shows a much higher standard error of
the coe¢ cients ̂y, whereas the estimates of c show robustness regardless of taking logarithms of
consumption or not. The skewness of income leads to a preference in taking logarithms. Since adding
one could be criticized as an arbitrary choice, additional robustness checks are conducted and shown
in Lee (2009). The estimates of y show robustness according to adding the numbers from 0.05 to 2.

17Another national representative data on consumption in Korea, the Annual Report on the House-
hold Income and Expenditure, which resembles the US Consumer Expenditure Survey (CES), have
been collected via a diary survey and with more disaggregated groups of consumption. These data
certainly have less measurement error but are not longitudinal.

19



cludes the disaggregated details for the �rst and third waves. The total annual house-

hold consumption based on the direct reporting method is thus chosen for my main

analysis. This is also preferred due to the lack of subdivision of consumption categories

in KLIPS, which shows no di¤erence between the aggregate and disaggregate levels of

expenditure. However, a per capita household consumption variable is also constructed

by aggregating subdivided consumption and its analysis is reported in the robustness

section.

Unlike income variables, only two households report zero consumption. Log of per

capita household consumption variables is taken without adding one; the two households

who report zero consumption are excluded.

Other Control Variables

A set of household characteristics is controlled in the analyses. The set includes

household size, fraction of elderly people, educational level of head of household, sex

of head of household, age of the head of household and its square, a locality indicator

to show whether the respondent resides in Seoul, and a non-spouse indicator to show

whether the household contains a wife or husband. All control variables are treated as

exogenous. The main statistics are reported in Table 1.

Income Satisfaction Variables

This paper uses the lags of household heads�measured satisfaction regarding their

household income as external instruments.18 This variable comes from the response of

each household head to the question �how much are you satis�ed with your household

net income�and each individual responds according to degree of satisfaction on a 1 to

5 scale, with "1" being very satis�ed and "5" being very dissatis�ed. Lower scores,

18Eating-out consumption and asset variables were also experimented as external instruments re-
spectively for di¤erenced income and consumption. The estimates using those are not robust, showing
low F statistics in the �rst stage regressions.
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therefore, measure higher satisfaction. In addition, unlike income or consumption vari-

able, household income satisfaction is surveyed as current satisfaction at the time of

responding to the questionnaire. Table 2 presents the number of observations in each

satisfaction category. This question is asked at the individual level for each year except

for the �rst wave. The same question is asked to each spouse of a household head,

but this variable is not used as instruments because only 77 percent of those spouses

responded to the question and the variation of satisfaction within a household is not

large.19

Sample Size

The �rst-di¤erenced model in most dynamics studies requires at least three years�

data, whether or not measurement error is present. These three years�of panel data are

enough to correct for bias due both to measurement error and unobserved heterogene-

ity (or omitted variables), provided the external instruments are valid. However, the

Arellano-Bond or Holtz-Eakin et al. method, which uses internal instruments, requires

at least four years�data if there is potential random measurement error.

The constructed measure of household income is available only from 1998 to 2005:

The total household income variable is constructed by labor income that is asked as

a current level and by other types of income that are surveyed retrospectively; labor

income is available from 1998 to 2006; and the other types of income are from 1997 to

2005. Second, the total household consumption, which is directly asked, is available

from 1997 to 2005 because it is surveyed retrospectively. On the other hand, each

individual�s household income satisfaction data is available only from 1999 to 2006: The

overlapping periods for this analysis are only from 1999 to 2005. Because the Arellano

and Bond method requires up to lagged t� 3 for instruments under the assumption of

19The averages of responses are 3.46 and 3.41 for a head of household and his/her spouse respectively.
The correlation coe¢ cient between satisfaction of a husband and a wife is .7.

21



random measurement error, the income and consumption equations can only cover the

years 2002, 2003, 2004 and 2005.

Although the use of two-step GMM prevents the loss of observations for the

periods t = 2002 to 2005; the instrument Yit�3 or Cit�3 plays a signi�cant role in

this study. So, sample size is restricted for the households that have the information.

However, the size is further restricted because the model requires several variables

including income, consumption, other explanatory variables and external instruments.

A total of 11; 297 household/years are analyzed for the study of income dynamics, and

a total of 11; 796 household/years are analyzed for the study of consumption dynamics.

5. Results

5.1. Main Results

The ordinary least squares (OLS) estimate without �rst di¤erencing deals with neither

unobserved heterogeneity nor measurement error bias, yet it is a good starting point for

this study in order to provide a general idea about bias. Table 3 presents the estimates

of y and c , which indicate the e¤ect of past income on current income or the e¤ect of

past consumption on current consumption.20 Using OLS without �rst di¤erencing, the

estimated coe¢ cients ̂y and ̂c are .53 and .62 respectively. However, the IV method

is essential if unobserved heterogeneity and measurement error in reported income or

consumption are assumed. If the instrument, one-period lagged head of household�s

satisfaction regarding their household income, is exogenous, it would provide consis-

tent estimates. The IV estimates in the level model for both studies of income and

consumption give higher estimates ̂ (.78 and .95 respectively) than those of the OLS

20The main interest in this study is in  (y or c) rather than other covariates. However, all other
covariates have expected signs, and these are reported in Lee (2009).
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results. If the potential bias is generated only by classical measurement error, then

the instruments would be plausible, and the IV results would correct for the bias from

classical measurement error. The rise of the estimates is consistent with this story.

However, arguably, the IV estimates in the level model are not consistent because

the satisfaction variable may be correlated with both omitted variables and non-classical

measurement error in the level model. One of the suspected omitted variables, for

example, may be a positive or negative mindset, which is likely to be persistent over

time. If people with a positive mindset are more likely to be satis�ed with their income,

work harder and have a greater future income, the lagged income satisfaction will be

correlated with the error term. A similar argument can be applied to the study of

consumption dynamics.

First di¤erencing prevents this potential omitted variable bias provided the omit-

ted variables are assumed to be time-invariant, but also takes away individual speci�c

measurement error. The �rst-di¤erenced models estimated using OLS give negative

estimates ̂ for both studies of income and consumption, but they may be biased not

only because there can still remain random measurement error but also because it in-

cludes a lagged dependent variable as an explanatory variable. To correct for such bias,

two-step generalized method of moments (GMM) is used.

For the study of income dynamics, the estimate of y in the �rst-di¤erenced model

using only external IVs, two- and three-periods lagged income satisfaction, which is

consistent even without the assumption that the errors are serially uncorrelated and

under random measurement error, is .55 and signi�cant at the 1% level. With the

additional use of internal IVs to these external IVs, the estimates of y are .15 and

.42 respectively using the internal IVs that include Yit�2 and exclude Yit�2; both are

signi�cant at the 1% level. The estimate (.15) using internal IVs that include Yit�2;

however, is inconsistent if there exists measurement error. The consistent estimates
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that correct for potential bias from measurement error are either .55 or .42, which

compared to .15 implies that random measurement error generates bias towards zero.

On the other hand, these estimates (.55 or .42) are lower than the estimate (.78) of

the IV without �rst di¤erencing. As argued, the level IV estimates should correct for

classical measurement error, but not for non-classical measurement error or omitted

variables. This suggests that non-classical measurement and unobserved heterogeneity

together are signi�cant sources of upward bias.21 Comparing the GMM to the level

OLS estimates indicates that the combined e¤ect of unobserved heterogeneity and non-

classical measurement error o¤sets the e¤ect of random measurement error.

The two-step GMM results for consumption dynamics show similar patterns.

When only external IVs are used, the estimate of c is .41. If internal IVs are ad-

ditionally used, the estimated coe¢ cients are .18 and .38 for the estimations using the

internal IVs including Cit�2 and excluding Cit�2 respectively. Both are also signi�cant

at the 1% level. The former estimate (.18) is, however, potentially biased from classi-

cal measurement error, and it implies that again the random measurement error may

generate bias towards zero. The consistent estimates (.38) which are estimated without

using Cit�2 as an IV are lower than the estimate (.95) of the IV without �rst di¤er-

encing, suggesting again that unobserved heterogeneity and non-classical measurement

error together are signi�cant sources of upwards bias, and that the combined e¤ect of

those o¤sets the e¤ect of random measurement error.22

The �ndings from the two-step GMM illustrate that random measurement error

generates bias towards zero for both studies of income and consumption dynamics.

However, the formal test results for the measurement error have not yet been reported.

21However, this study cannot statistically test this upward bias because the IVs with and without
�rst di¤erencing are not nested.

22While GMM does not use �rst stage regressions as does two-stage least square (2SLS), the exami-
nations of �rst stage regressions are useful to check for a weak instruments problem. All corresponding
�rst stage regressions are reported in Lee (2009).
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This study uses Hausman tests to examine whether the two estimates based on di¤erent

assumptions about measurement error are statistically di¤erent. Table 4 reports the

results of the Hausman tests. The di¤erences between the estimated coe¢ cients for y

(or c) is .28 (or .20), and the standard errors of the di¤erence is .13 (or .07). These

di¤erences are thus statistically signi�cant at standard levels, so that this study rejects

the null hypothesis of no random measurement error for both income and consumption.

The estimates for ARMA(1,1) speci�cations are also presented in Table 3. The

estimates ̂y and ̂c of models for ARMA(1,1) speci�cations are .34 and .38 respectively.

These estimates are close to the estimates of models for AR(1) speci�cations. A formal

Hausman test examines whether the estimates ̂ in an AR(1) and an ARMA(1,1) spec-

i�cations are statistically di¤erent, and Table 5 reports the results. These results show

that the test fails to reject the AR(1) speci�cations in favor of the ARMA(1,1) speci�-

cations. As mentioned, this also supports that there is random measurement error in

income (or consumption), because the di¤erence between the estimated coe¢ cients for

y (or c) using IVs that include and exclude Yit�2 (or Cit�2) could have been generated

by an ARMA(1,1) without random measurement error.

Table 5 also reports the result of another Hausman test which tells us that the

measurement error, vit, in both reported income and consumption is serially uncorre-

lated. The use of internal IVs in addition to external IVs gives consistent estimates

comparing to the estimates used only external IVs. The di¤erences are .13 for income

dynamics and .04 for consumption dynamics, and the standard errors of the di¤erences

are relatively high (.12 and .35 respectively).

5.2. Error Decomposition

This study decomposes the standard deviation of the random (more speci�cally, white

noise) measurement error from that of the true equation error. As described in the
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previous section, this study uses three moment conditions of the di¤erenced total com-

posite error terms in a constrained minimum distance (MD) method and bootstraps to

obtain the standard errors of these standard deviations.

The outcomes are presented in Table 6. However, interestingly, the standard

deviation of the measurement error is much larger in the model for the income dynamics

than that for consumption dynamics (.97 versus .19). This result suggests that random

measurement error is more prevalent and varies more across households in the income

than in the consumption data, consistent with general belief (e.g. Deaton, 1997). All

these standard deviations are signi�cant at 5% level.

This study cannot identify equation error, �2� but can (���)
2: However, note that

previous studies (Bound and Krueger, 1991, Bound et al, 1994; Bollinger, 1998) report

a point estimate for �y from .78 to .97 for income data.23 Based on the studies, one

might expect �2� from .83 to 1.07 for income dynamics. Although studies have not yet

reported the value of �c, if consumption data have similar patterns of income data,

this suggests that the standard deviation of random measurement error is as big as the

standard deviation of equation error for both income and consumption dynamics. This

result supports the view that random measurement error exists in reported income and

consumption and has a substantial magnitude. Interestingly, the much higher standard

deviation of the equation error for the study of income compared to consumption dy-

namics supports the view that households smooth their consumption relative to their

income in the face of shocks.

5.3. Robustness Checks

Internal IV

23They use the OLS method with validation data. Bound and Krueger and Bollinger use CPS-SSA
matched �les, and Bound et al use the PSID validation study.
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In this study, the external IVs are additionally used for the purpose as mentioned,

but the results for the second stage estimation using only these internal IVs are also

reported in Table 7.

When only internal IVs excluding Yit�2 or Cit�2 are used to investigate income or

consumption dynamics, the GMM estimates of y and c are .34 and .38, respectively.

They are signi�cant at 1%. Hausman tests con�rm the di¤erence between the estimates

with and without assuming random measurement error. The results again reject the

null hypothesis of no random measurement error in income and consumption.

Durable Consumption

In the literature on consumption dynamics, durable consumption plays an impor-

tant role because households are likely to postpone buying durable goods in response to

an income shock (Ogaki and Reinhart, 1998, Browning and Collado, 2001). Therefore,

durable expenditures are commonly excluded for the study of consumption dynamics.

However, the main analysis in this study use aggregated consumption which include ex-

penditures for durable goods. A per capita household consumption variable excluding

durable expenditures can be also constructed by aggregating subdivided consumption,

but this variable is only available in the second, fourth, and following waves, and hence

data for the years 1997 and 1999 are lost by using this variable.

In spite of these costs, a consumption variable that excludes durable expenditures

is constructed to check whether the results are sensitive to the choice of consumption

variables, and the result is also reported in Table 7. The estimates are almost same as

those using the direct reporting variable, and the results of Hausman test never change

though it is not reported here. These robust results are not surprising because KLIPS

su¤ers from a lack of disaggregation of consumption categories, and thus there exists

little di¤erence between the directly asked and constructed levels of expenditure.
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6. Conclusion

This study emphasizes the importance of data quality, especially for reported income

and consumption. This paper uses a method to examine the existence of measure-

ment error in survey data when a direct comparison of real versus surveyed values is

impossible. This method requires at least four periods of panel data. The income

and consumption of lagged two periods is not a suitable internal instrument with the

assumption of random measurement error for the study of income and consumption

dynamics. However, the values of lagged three or more periods can be used as alter-

native instruments to identify the potential existence of random measurement error.

This method can be useful, especially when external instruments are available to avoid

a potential weak instrument problem and to check model speci�cation.

This study uses an AR(1) model, which investigates a general dynamic relation-

ship between current and previous per capita income (or consumption) rather the auto-

correlated individual component model used in the other dynamic earnings literature.

This means that a linear relationship between current and lagged income is assumed in

this study, but both classical and non-classical measurement error are considered by the

linear measurement error model. The econometrics allowing for both nonlinearity and

non-classical measurement error would be much harder for an analysis of panel data.

Above all, my results empirically support the view that there is substantial ran-

dom measurement error in reported income and consumption, which are the most pop-

ular and frequently applied variables in empirical studies. Classical measurement error

is an important factor that leads to bias towards zero in the estimated coe¢ cient of in-

come and consumption dynamics. It is found that the combined e¤ect of non-classical

measurement error and unobserved heterogeneity leads to an upward bias in the es-

timates of both income and consumption dynamics, o¤setting the e¤ect of random

measurement error. It is unfortunate that this analysis cannot distinguish between the
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e¤ects of non-classical measurement error and unobserved heterogeneity. The inability

to separately identify unobserved heterogeneity from non-classical measurement error

makes it di¢ cult to evaluate the potential e¤ects of individual speci�c measurement

error. One could, in an extreme case, argue that there is no e¤ect of non-classical and

that bias is completely generated by unobserved heterogeneity, or vice versa. Nonethe-

less, as described, there potentially exists non-classical measurement error, especially

in surveyed income.

Though this study cannot also distinguish measurement error from equation error

for each observation, the variance of the distribution of random measurement error is

identi�ed. This makes it possible to compare the magnitude of the variance in random

measurement error for income to that for consumption. The standard deviation of

random measurement error is estimated to be as large as that of the equation error

for both income and consumption dynamics, suggesting that random measurement

error is substantial. Interestingly, the standard deviation of the measurement error

is much larger in the model for the income dynamics (.97) than that for consumption

dynamics (.18), suggesting that random measurement error is more prevalent and varies

more across households in income than in consumption. The standard deviation of the

equation error is also potentially larger in the model for the income dynamics than that

for consumption dynamics, indicating households smooth their consumption relative to

their income in the face of shocks, as has been found in other studies.

These results suggest that measurement error must be considered to avoid incor-

rect inferences for policies regarding poverty and inequality of income. My results show

that around half of current income or consumption can be accounted for by last year�s

income or consumption. On the other hand, the same analysis but without consider-

ing random measurement error �nds that both income and consumption is much less

persistent, and there seems to be more economic mobility.
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Figure 1: Average Income Satisfaction by Income Group and by Consumption Group
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Table 1: Summary Statistics - Mean and Standard Deviation

Year
Variable 2002 2003 2004 2005 Total

For the study of income dynamics

Log (per capita income) 5.52 5.46 5.49 5.53 5.50
(2.24) (2.33) (2.34) (2.33) (2.31)

Household size 3.41 3.37 3.34 3.27 3.35
(1.31) (1.32) (1.32) (1.31) (1.32)

Male aged over 65 0.06 0.06 0.07 0.08 0.07
(0.16) (0.17) (0.17) (0.18) (0.17)

Female aged over 55 0.17 0.18 0.19 0.20 0.19
(0.28) (0.28) (0.29) (0.29) (0.29)

Sex of head 1.16 1.16 1.17 1.17 1.17
(0.36) (0.37) (0.37) (0.38) (0.37)

Education of head 10.18 10.20 10.23 10.27 10.22
(4.49) (4.47) (4.44) (4.44) (4.46)

Seoul dummy 0.23 0.22 0.22 0.21 0.22
(0.42) (0.42) (0.41) (0.41) (0.41)

Nonspouse dummy 0.21 0.22 0.22 0.24 0.22
(0.41) (0.42) (0.42) (0.43) (0.42)

Age of head 51.41 52.82 53.73 54.56 53.14
(12.92) (12.84) (12.62) (12.53) (12.78)

Lagged income satisfaction of head 3.52 3.42 3.44 3.46 3.46
(0.82) (0.78) (0.80) (0.80) (0.80)

Obs # 2,803 2,756 2,871 2,849 11,279

For the study of consumption dynamics

Log (per capita consumption) 6.06 6.12 6.13 6.17 6.12
(0.56) (0.56) (0.53) (0.54) (0.55)

Obs # 2,930 2,902 2,974 2,990 11,796

Observations for households analyzed in this study.
Standard deviations in parentheses.
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Table 6: Standard Deviation of Each Error Term

Type of Error Parameter Estimate
Income Consumption

Equation Error ��� 1.066 0.233
(.223) (.037)

Measurement Error �v 0.970 0.179
(.367) (.067)

Standard errors in parentheses
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Table 7: Robustness Checks, Estimates of log income t-1 and log consumption t-1

Income Dynamics Consumption Dynamics
Model Estimator y c

Estimations using Only Internal IVs

AR(1) After First Di¤erencing:

Two Step GMM,IVs (1) 0.148 0.172
(0.025) (0.018)

Two Step GMM,IVs (2) 0.336 0.381
(0.163) (0.076)

Obs # 11,297 11,796

Estimations for Nondurable Consumption

AR(1) After First Di¤erencing:

OLS -0.291
(0.012)

Two Step GMM,IVs (3) 0.512
(0.364)

Two Step GMM,IVs (4) 0.187
(0.022)

Two Step GMM,IVs (3) 0.361
(0.076)

Obs # 8,699

IVs: (1) log income/consumption at t-2, t-3 and earlier
(2) log income/consumption at t-3 and earlier
(3) income satisfaction of head at t-2 and t-3
(4) income satisfaction of head at t-2 and t-3, log consumption at t-2, t-3 and earlier
(5) income satisfaction of head at t-2 and t-3, log consumption at t-3 and earlier
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<Not for Publication>

Appendix: Constrained Minimum Distance Estimation

This section introduces the constrained MD estimation that this study uses. To

rewrite the moment conditions

E[u2it] = 2�2�2� + 2(
2 +  + 1)�2v (17)

E[uituit�1] = ��2�2� � (2 + 2 + 1)�2v

E[uituit�2] = �2v

in a simple matrix form, I de�ne

a =
�
E[u2it]; E[uituit�1]; E[uituit�2]

�0
; b =

�
�2�2� ; �

2
v

�0
(18)

and

G () =

0BBBB@
2 2(2 +  + 1)

�1 �(2 + 2 + 1)

0 

1CCCCA : (19)

Then, the moment equations can be written as

a = G () b: (20)

Notice that since �2� and �
2
v are variances, the parameter b is restricted to be b � 0:

Suppose that â denotes an estimate of a: In this study, this study uses

â =
�
\E[u2it]; \E[uituit�1]; \E[uituit�2]

�0
� (!̂0 ; !̂1 ; !̂2)

0 ; (21)
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where

\E[uituit�k] =
1

N (T � k)
X
i

X
t

ûjitû
j
it�k; j = y; c (22)

and

ûyit = � lnYit � ̂y� lnYit�1 � �̂
0
y�Xit ��D̂t (23)

and

ûcit = � lnCit � ̂c� lnCit�1 � �̂
0
c�Xit ��D̂t: (24)

The estimator used in this study is a constrained minimum distance (MD)

estimator b̂ =
�d���; �̂v� that solves

min
b�0
(â� Ĝb)0Ŵ (â� Ĝb); (25)

where Ŵ is an estimator of the inverse of the asymptotic variance of â and Ĝ = G (̂) :

In general, the closed form solution of the constrained optimization problem such

as (25) is complicated. However, when the dimension of b is 2, the closed form

solution is written in a relatively simple way; this study de�nes

V̂ � Ĝ0Ŵ Ĝ �

0B@v̂11 v̂12

v̂21 v̂22

1CA (26)
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where Ŵ is inverse of estimated covariance matrix of â.

Ŵ =

0BBBB@
dV ar(!̂0)dCov(!̂0 ; !̂1)dCov(!̂0 ; !̂2)

dCov(!̂0 ; !̂1)dV ar(!̂1)dCov(!̂1 ; !̂2)
dCov(!̂0 ; !̂2)dCov(!̂1 ; !̂2)dV ar(!̂2)

1CCCCA
�1

(27)

Ŵk;l = \E[uituit�kuituit�l]� !̂k!̂l;

\E[uituit�kuituit�l] =
1

N (T �max (k; l))
X
i

X
t

ûjitû
j
it�kû

j
itû

j
it�l; j = y; c:

Let ~b denote the solution of the problem (25) without the restriction of non-negative

variances. That is,

~b =
�
Ĝ0Ŵ Ĝ

��1 �
Ĝ0Ŵ â

�
: (28)

Then, the constrained solution of (25) solves

~b0V̂
�
~b� b̂

�
= 0 (29)

b̂ � 0:

In this case, the constrained solution b̂ can be interpreted as the projection of the

unconstrained solution ~b over the convex cone fb 2 R2 : b � 0g ; and its closed form is

b̂ � (d���; �̂v) = (f���; ~�v) � ~b if (f���)2 � 0; ~�2v � 0
= (0;

v̂21
v̂22
f��� + ~�v) if (f���)2 < 0; ~�2v � 0

= (f��� + v̂12
v̂11
~�v; 0) if (f���)2 � 0; ~�2v < 0

= (0; 0) if (f���)2 < 0; ~�2v < 0:
(30)

For the standard error of b̂ = (d���; �̂v); bootstrapping is used.24 For
24According to Andrews (2000), when the true parameter b is on the boundary of the parameter

set, that is, either �2� or �
2
v is zero, the conventional bootstrap estimator is inconsistent. However, the
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bootstrapping, I draw non-parametric bootstrap samples 10,000 times from the time

stacked household observations of Yi = (Yi1; :::; YiT )
0 and Xi = (Xi1; :::; XiT )

0 ; for

i = 1; :::; N: The parameters �2�2� and �
2
v are estimated using the formula of the

constrained MD estimator in (30) for each boostrapped samples, say

b̂s = ((d���)2;s; �̂2;sv ); s = 1; :::; 10; 000; and for the standard error of b̂ = (�̂�; �̂v); the
sample standard deviation of the 10,000 boostrap estimators are computed as

1
S

PS
s=1

�
b̂s � b̂

��
b̂s � b̂

�0
.25 The reason not to use the standard estimator of the MD

estimator�s asymptotic variance is that the moment relation G () contains the

unknown parameter , and its estimate Ĝ = G (̂) yields a very complicated

asymptotic variance formula.

estimation results in this study convince that b is di¤erent from zero.
25For the study of consumption dynamics, 1,404 out of 10,000 boostrap MD estimates of

�
�2�2� ; �

2
v

�
were negative when estimation is done without the sing restriction of

�
�2�2� ; �

2
v

�
� 0. In the case

of income, there were 1,744 negative unconstrained bootstrap MD estimates out of 10,000 bootstrap
repetitions.
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