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Voices carry large amounts of socially relevant information on persons, much like
‘auditory faces’. Following Bruce and Young (1986)’s seminal model of face perception,
we propose that the cerebral processing of vocal information is organized in interacting
but functionally dissociable pathways for processing the three main types of vocal
information: speech, identity, and affect. The predictions of the ‘auditory face’ model
of voice perception are reviewed in the light of recent clinical, psychological, and
neuroimaging evidence.

Face and voice signals, despite the different nature of their physical structure (light
reflections hitting the retina in the eye vs. pressure waves inducing vibrations of
the basilar membrane in the ear), carry highly similar types of socially relevant
information. Both contain linguistic information (phonemes for voice, viseme for faces,
i.e., representational units used to classify speech sounds in the visual domain) but also
relevant information on a range of personal biological characteristics (gender, age, size,
identity, affective state, fitness . . . ). From this angle, the voice can be considered as
an ‘auditory face’. The nature of the computational complexity imposed on the brain in
processing these signals (categorization, invariance, identification . . . ) is thus very similar
across the two modalities, at least at higher level, relatively abstract stages of processing.
Solving these similar problems using a similar neuronal implementation would seem a
parsimonious principle of cerebral organization (Ellis, 1989).

We conceptualized the above notion by extending Bruce & Young’s (1986) seminal
model of cerebral face processing (Bruce & Young, 1986; see also Young & Bruce, 2011;
Burton, Jenkins & Schweinberger, 2011) and proposed a similar functional architecture
for voice processing (Belin, Fecteau, & Bedard, 2004), as already suggested by several
authors (Burton, Bruce, & Johnston, 1990; Ellis, 1989).
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Figure 1. A model of voice perception. Reproduced from Belin et al. (2004). After a stage of voice
structural encoding restricted to vocal sounds, three partially dissociable functional pathways are
proposed to process the three main types of vocal information: speech, identity, and affect. These
pathways are analogous to and interacting with equivalent functional pathways involved in facial
processing.

According to the ‘auditory face’ model of voice processing (Figure 1), an initial
low-level analysis occurs in sub-cortical nuclei and core regions of auditory cortex, after
which voices are processed in a voice-specific stage of ‘structural encoding’. At this stage,
the three main types of vocal information are then extracted and further processed
in three interacting, but partially dissociable functional pathways: (1) a pathway for
analysis of speech information, involving anterior and posterior superior temporal sulcus
(STS) as well as inferior prefrontal regions and pre-motor cortex predominantly in the
left hemisphere; (2) a pathway for analysis of vocal affective information, involving
temporo-medial regions, anterior insula, and amygdala and inferior prefrontal regions
predominantly in the right hemisphere; (3) a pathway for analysis of vocal identity,
involving ‘voice recognition units’ – probably instantiated in regions of the right anterior
STS – each activated by one of the voices known to the person (Figure 1). These three
functional pathways are proposed to interact with each other during normal processing.
They are also proposed to interact with homologous pathways in the face-processing
architecture during audio-visual face/voice integration (Campanella & Belin, 2007).

It has to be stressed that this model does not propose that all aspects of face
and voice processing are exactly similar. For instance, there is evidence that faces
provide more reliable identity information on familiar persons than do voices (Bredart,
Barsics, & Hanley, 2009). Also, it has been suggested that whereas sex and identity
information appear to be processed independently for faces, their processing might not
be independent for voices (Burton, & Bonner, 2004). Nevertheless, we hope the model
proposes a useful heuristic to guide research into the cerebral mechanisms of voice
processing and its interactions with face processing.

Are voices special?
The ‘structural’ encoding stage is, by analogy with Bruce and Young, viewed as being
accessed only by vocal stimuli. It is at this stage of the functional architecture that a
vocal sound would be identified as such, that is, has been produced by a human vocal
apparatus. From that stage onwards, irrespective of the exact nature of the information
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being the attention’ s focus, voice stimuli are proposed to recruit processes not activated
by other, non-vocal sounds. In other words, voices are ‘special’ for the brain.

In the visual domain, combined evidence for the ‘specialness’ of faces –although
the issue is still a matter of debate (Gauthier & Bukach, 2007; McKone, Kanwisher,
& Duchaine, 2007) – is provided by three different experimental sources: cognitive
psychology, clinical neuroscience, and neuroimaging. Briefly (the issue is reviewed at
length elsewhere), cognitive psychology experiments reveal phenomena such as the
face-inversion effect, or the face-composite effect, that are unique to, or more marked
for, faces than other objects; clinical neuroscience describes patients with selective
impairments in the identification of faces (prosopagnosia); neuroimaging techniques
including functional magnetic resonance imaging (fMRI), event-related potentials (ERPs),
magnetoencephalography, and depth-electrode recordings in humans, but also single-
cell and local field potential recordings and fMRI in primates, highlight regions of visual
and association cortex with high selectivity for faces, some consisting of mostly face-
selective neurons.

Although it is not yet as strong and convincing as for faces, similar evidence for
voices is accumulating. Evidence for cognitive phenomena specific to voice processing
is still elusive, but converging clinical and neuroimaging evidence suggests there are
indeed voice-selective cerebral processes. fMRI studies by our group and several others
have demonstrated the existence of voice-selective neuronal populations (Belin, Zatorre,
Lafaille, Ahad, & Pike, 2000; Ethofer, Van De Ville, Scherer, & Vuilleumier, 2009; Gervais
et al., 2004; Grandjean et al., 2005; Linden et al., 2011): these voice-selective regions
of cortex (the ‘temporal voice areas’, TVA) are located bilaterally along the mid and
anterior parts of superior temporal gyrus (STG)/STS (Figure 2). They show greater blood
oxygenation (BOLD signal) in response to vocal sounds than to non-vocal sounds from
natural sources, or acoustical controls such as amplitude-modulated noise or scrambled
voices. Although it is particularly strong for speech sounds, the voice-selective response
is also observed for non-speech sounds (Belin, Zatorre, & Ahad, 2002; Charest et al.,
2009), showing that the TVA, particularly in the right hemisphere, are not just interested
in processing the linguistic content of voice.

Figure 2. Voice-selective cerebral activity. The contrast of cerebral activity measured in the adult brain
by functional magnetic resonance imaging (fMRI) in response to auditory stimulation with vocal versus
non-vocal sounds (stimuli available at http://vnl.psy.gla.ac.uk) highlights voice selective TVA with greater
activity in response to the vocal sounds. The TVA (shown here in an individual young adult subject) are
mostly located along the middle and anterior parts of the superior temporal sulcus (STS) bilaterally.
Reproduced from Belin & Grosbras (2010).
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Recent evidence using near-infrared spectroscopy shows that voice-selective re-
sponses are already present in 7-month-old infants (Grossman, Oberecker, Koch, &
Friederici, 2010), long before speech is fully developed but at a time when voice
discrimination and recognition abilities are well established. This finding demonstrates
that these voice-selective responses are not exclusively related to speech processing
and suggests an early developmental time-course of voice processing. Similarly, voice-
selective areas have recently been observed in the macaque brain (Petkov et al., 2008),
demonstrating that they are phylogenetically ancient (probably already present in the
common ancestor of humans and macaques some 30 million years ago), and indicating
that when speech appeared some tens of thousands of years ago, our ancestors were
already equipped with some rudiments of a cerebral machinery for processing vocal
information.

Electrophysiological techniques also suggest voice-specific cerebral activity. ERPs
differences in response to vocal versus non-vocal sounds have been observed at latencies
of around 320 ms (the ‘voice-sensitive response’ or ‘VSR’) (Levy, Granot, & Bentin, 2001,
2003), and, more recently, at the shorter, and more compatible with face-processing
evidence, latency of around 200 ms (Charest et al., 2009; De Lucia, Clarke, & Murray,
2010).

The above evidence leaves, however, important questions unresolved: does activation
of the TVA and other voice-sensitive/selective areas reflect genuine processing of vocal
information, or is it simply a by-product of their particular acoustical structure? Several
experiments have used a variety of acoustical control stimuli, but the possibility that
these did not control for all possible (or combinations of) features cannot be excluded.
Recently, Leaver and Rauschecker (2010) provided some evidence that a large part of
the selectivity for voices was indeed explained by acoustical properties as this selectivity
disappeared when variance accounted for by acoustical properties was included in
the statistical model (Leaver & Rauschecker, 2010). Also, does voice-selective activity
reflect the expertise of normal listeners with voices rather than a response to voice
per se. Experiments testing the possible causal link between these activations and voice
processing remain to be conducted, as are studies investigating possible voice-dedicated
cognitive mechanisms.

Voice recognition
Voice recognition differs from the discrimination of voices from non-vocal cues in that
it requires a fine tuned analysis of the vocal structure. All human voices share a similar
basic organization; slight variations of acoustic parameters around a mean determine
voice uniqueness, that is, the ‘vocal signature’ of an individual. Bruce and Young’s
(1986) model and Belin et al.’s (2004) adapted version to voices predict the existence
of specific identity-related pathways (Figure 1). This prediction has received support
from clinical studies (Garrido et al., 2009; Hailstone, Crutch, Vestergaard, Patterson,
& Warren, 2010; Van Lancker & Canter, 1982; Van Lancker, Cummings, Kreiman, &
Dobkin, 1988), behavioural studies in healthy participants (Kreiman & Gerratt, 1998) as
well as from a number of neuroimaging studies.

In analogy to the face literature, the term ‘phonagnosia’ has been introduced by Van
Lancker and Canter in 1982 to describe individuals with a deficit in voice recognition.
Voice recognition was impaired following damage to the right hemisphere, while
left hemisphere lesions generally induced aphasia with preserved voice recognition
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abilities (Van Lancker & Canter, 1982) demonstrating a double dissociation between
voice-identity and speech processing. In follow-up studies of phonagnosic patients, they
further revealed the dissociation between voice recognition (of familiar individuals) and
voice discrimination, that is, the ability to distinguish between two unfamiliar voices
(Van Lancker, Cummings, Kreiman, & Dobkin, 1988; Van Lancker & Kreiman, 1987).
Voice recognition (i.e., recognition of a familiar voice) was impaired by lesion in the right
parietal cortex, while a deficit in voice discrimination (i.e., perceiving that two vocal
sounds are from a same unfamiliar speaker) was associated with lesion of the temporal
lobe of either hemisphere.

Investigations of the interplay between the processing of vocal identity and of vocal
affective information are limited, as phonagnosic patients are rarely tested on their
ability to recognize vocal emotion. Yet, clinical and neuroimaging evidence tends to
confirm the dissociation between identity and emotion processing of voices predicted
by the voice perception model. The processing of emotional content of voices is not
necessarily impaired in phonagnosic subjects (Garrido et al., 2009; Hailstone et al.,
2010). Conversely, patients with ventro-frontal damage inducing impaired vocal emotion
processing are not necessarily impaired at voice discrimination, although a non-negligible
proportion (3 out of 12) present this pattern (Hornak, Rolls, & Wade, 1996).

However, despite evidence for a separate pathway for the processing of vocal identity,
several reports in healthy participants challenge this view by revealing interactions be-
tween speech and identity processing. For example, voice familiarity influences subjects’
responses in linguistic tasks (Nygaard & Pisoni, 1998; Pisoni, 1993). This suggests that
although potentially impaired independently of one another, the functional pathways
for speech and speaker identity processing are interacting during normal behaviour.

Several neuroimaging studies on healthy young adults have focused on identifying the
cerebral network involved in the perception of voice identity. They provide evidence
that the mid superior temporal cortex (STC), overlapping with the TVA, is involved in
an acoustical processing of voices regardless of familiarity (Andics et al., 2010; Charest,
Pernet, Crabbe, & Belin, 2009; Latinus, Crabbe, & Belin, 2009).

The more anterior regions of the TVA extending towards the temporal pole (TP)
appear to be involved in an invariant representation of voice identity, regardless of
voice familiarity in both humans (unfamiliar voices [Belin & Zatorre, 2003; Formisano,
De Martino, Bonte, & Goebel, 2008; Imaizumi et al., 1997; von Kriegstein, Eger,
Kleinschmidt, & Giraud, 2003]; familiar voices [Andics et al., 2010; Nakamura et al.,
2001]) and macaques (Petkov et al., 2008). In a recent study, looking at the processing
of voices before and after voice learning, the right superior TP was found to be sensitive to
acoustic information only for unfamiliar voices; its activity overall decreased for familiar
voices (Latinus et al., 2009). The locus of activation in the TP differs between studies
using familiar and unfamiliar voices (Figure 2); we suggest that, in the right hemisphere,
the superior TP is involved in an acoustic-based representation of unfamiliar voices, while
the inferior part of the TP is involved in a non-verbal representation of person-related
semantic knowledge (Gorno-Tempini et al., 1998; Hailstone et al., 2010), suggesting it
could be the neural equivalent of the person identification node (PIN, Figure 1).

Areas outside the TVA also show sensitivity to voice familiarity. Activity in bilateral
inferior frontal cortex (IFC) is larger for unfamiliar voices than for familiar voices (Stevens,
2004; von Kriegstein & Giraud, 2004). The larger IFC activation for unfamiliar voices
may reflect its involvement in processing acoustic information in previously heard voices
(Andics et al., 2010; Latinus et al., 2009; von Kriegstein & Giraud, 2006). Greater activity
for familiar voices than unfamiliar is found in right frontal, bilateral parietal cortices,
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posterior STC as well as in the fusiform gyrus (FG), an area primarily described as
sensitive to faces (Kanwisher, McDermott, & Chun, 1997). Activation of the bilateral
parietal cortices and posterior STC, often described as a multi- or hetero-modal areas
(Calvert, Campbell, & Brammer, 2000; Sestieri et al., 2006), and FG are generally reported
in studies using familiar voices associated with a face either because of lab training or due
to familiarity itself (Andics et al., 2010; von Kriegstein & Giraud, 2006). Conversely, when
voice learning is achieved using voice/name association, only the IFC shows sensitivity
to identity processing of voices (Latinus et al., 2009). Thus, familiar voice recognition
activates a range of brain areas among which the temporal cortex and IFC is likely to be
involved in voice processing per se, while other areas appear involved in a multimodal
representation of person identity or in retrieval of visual information when hearing a
familiar voice.

Although progress has been made in our understanding of voice recognition and
despite much research aiming at identifying acoustic parameters underlying speaker
recognition, the format of voice-identity representation is still relatively unknown and the
acoustic components essential to voice recognition are still unclear. A recent multidimen-
sional scaling study proposed that voices are represented in a multidimensional ‘voice
space’ with two main dimensions well approximated by measures of the fundamental
frequency of phonation (f0) and of formant frequencies (Baumann & Belin, 2010).
Many other acoustic parameters have been implicated in speaker recognition both in
humans and macaques, among them the f0 range, formant structure or specific formants
(Baumann & Belin, 2010; Murry & Singh, 1980), temporal dynamics (Ghazanfar & Hauser,
2001; Schweinberger, 2001), and other, less quantifiable, parameters such as accent,
speech variation etc. (Belin et al., 2004).

A large number of acoustic parameters appear to be implicated in speaker recognition;
yet, listeners are efficient at extracting invariant features in the vocal signal used
to recognize that person from novel utterances (Papcun, Kreiman, & Davis, 1989;
Schweinberger, Herholz, & Sommer, 1997), suggesting that voice identity is carried
by a combination of different acoustical factors. One hypothesis reconciling these
different observations is that voice identity is encoded relative to a voice prototype
(Bruckert et al., 2010; Kreiman, Gerratt, Precoda, & Berke, 1992; Lattner & Friederici,
2003; Papcun et al., 1989). This hypothesis was supported in a recent study (Latinus
& Belin, 2010) showing larger auditory perceptual aftereffects (Schweinberger et al.,
2008; Zäske, Schweinberger, & Kawahara, 2010) for anti-voice stimuli, caricature of the
average voice (N = 16) relative to an individual voice, than other stimuli type. This result
was interpreted as indicative of a special status of the average voice in representing voice
identity (Leopold, O’Toole, Vetter, & Blanz, 2001), thus providing the first evidence that
voice identity is encoded in reference to a prototypical or average voice (Figure 3).
Further investigations are needed in order to apprehend the acoustical information
stored in that vocal prototype.

Person recognition is not only voice recognition but also face recognition. Clinical
evidence showing that impairment in voice recognition is often associated with
prosopagnosia, impairment in face recognition (Leopold et al., 2001; Van Lancker &
Canter, 1982), and recent behavioural evidence showing auditory perceptual aftereffects
following the repeated presentation of a face stimulus (Zäske et al., 2010) support the
idea of a supramodal representation of person identity. Neuroimaging studies of faces
and voices suggest that the posterior STS and the inferior TP of the right hemisphere
could be involved in processing supramodal information related to person recognition,
a possibility currently under investigation.
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Figure 3. A prototype-based perceptual voice space. (a) Individual voices (depicted by their spec-
trogram) are positioned in a multidimensional voice space with first two dimensions corresponding
to f0 and formant frequencies, centred on an average, prototypical voice. Anti-voice stimuli can be
generated by interpolating an individual voice with the average voice. (b) Perceptual categorization of a
voice-identity continuum, at baseline (dotted lines) and after adaptation (continuous lines). Anti-voice
adaptors yield stronger identity aftereffects (red line) than non-opposite adaptors (blue line), a result
compatible with prototype-based, but not exemplar-based, representation of vocal identity.

Affect perception
Belin et al.’s (2004) adaptation of the Bruce and Young model to voice perception also
proposes a functional pathway dedicated to the processing of vocal affect. Evidence
for such a pathway comes from behavioural, neuropsychological, and neuroimaging
studies. Test materials examining the properties of affective processing typically involve
recordings of speech with different emotional intonation. The problem with these stimuli
is the possible interaction between affective and semantic content carried by speech
prosody as well as these stimuli being language specific so that they cannot be compared
cross-culturally. To minimize this interaction, studies have used meaningless sentences
composed of pseudo-words that are spoken in various emotional tones or by using non-
linguistic verbalizations such as laughter or screams of fear. The Montreal Affective Voices
is a database of such non-linguistic verbalizations and consists of 90 vocal expressions
of anger, disgust, fear, pain, sadness, pleasure, surprise, and happiness (Belin, Fillion-
Bilodeau, & Gosselin, 2008; http://vnl.psy.gla.ac.uk).

Adaptation paradigms have been helpful in furthering our understanding of how
sensory signals are coded and organized in the brain (Webster, Kaping, Mizokami,
& Duhamel, 2004) and have lent support to a dedicated functional pathway dealing
with affective information conveyed in the face and voice. Adaptation refers to a
process during which continued stimulation results in a biased perception towards
opposite features of the adapting stimulus. Research using adaptation has revealed neural
populations tuned to respond to specific stimulus attributes by isolating and subsequently
distorting the perception of these attributes (Bestelmeyer, Rouger, DeBruine, & Belin,
2010; Grill-Spector et al., 1999; Winston, Henson, Fine-Goulden, & Dolan, 2004).
Bestelmeyer et al. (2010) were the first to examine whether the processing of vocal affect
is malleable by means of adaptation to angry and fearful non-linguistic vocalizations.
Adaptation to angry vocalizations caused voices drawn from an anger–fear morphed
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Figure 4. Adaptation of perceived voice affect. Psychophysical functions for three adaptation condi-
tions: baseline (black), adaptation to anger (red), and fear (blue). Left enlarged graph displays the grand
average of all participants; the two graphs to the right display individual participants. Stars coloured
correspondingly for each condition indicate the PSE. Error bars represent standard error of the mean
(SEM). Reproduced from Bestelmeyer et al. (2010).

continuum to be perceived as less angry and more fearful, while adaptation to fearful
vocalizations elicited opposite aftereffects (Figure 4). These adaptation effects could
not be solely explained by low-level adaptation to acoustical characteristics of the
adaptors but were due to higher-level adaptation of neural representations of vocal
affect (Bestelmeyer et al., 2010). This study also shows that vocal affect perception can
be isolated using adaptation and suggests that the existence of a pathway dedicated to
vocal affect is possible.

Evidence from neuropsychology suggests that lesions in the right hemisphere are
more detrimental to the recognition of vocal affect than lesions to the left side of the
brain (Hornak et al., 1996; D. Van Lancker & Sidtis, 1992). For example, Heilman, Scholes,
and Watson (1975) report a clear double dissociation in which patients with damage to
the right hemisphere had difficulty judging the emotion expressed in a sentence while
content perception was unaffected. In contrast, patients with left hemisphere damage
were unable to judge the content of the sentence, but their perception of the affect
expressed in the sentence was unaffected (Heilman et al., 1975). Similarly, early research
using fMRI on emotional prosody classification has shown that the right hemisphere is
particularly involved (Buchanan et al., 2000; Morris, Scott, & Dolan, 1999; Rama et al.,
2001). Recent studies confirm the right liberalized activity in mid temporal gyrus (MTG)
and STG (Ethofer, Anders, Erb et al., 2006; Grandjean et al., 2005; Mitchell, Elliott,
Barry, Cruttenden, & Woodruff, 2003; Wildgruber et al., 2004). This activation seems
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relatively independent of attentional demands (Ethofer, Anders, Wiethoff et al., 2006)
and low-level acoustic features such as frequency and amplitude of the sounds (Grandjean
et al., 2005).

The idea that vocal emotional comprehension is specific to the right hemisphere is,
however, clearly oversimplified. Additional neuroimaging studies have painted a more
complex picture in which a more distributed, bilateral neural network is engaged when
processing emotional prosody. Although the activity elicited in response to emotional
prosody is often stronger on the right, bilateral TVA are typically active during the
processing of affective compared to neutral vocalizations. In fact, Ethofer et al. (2009)
have shown recently that each tested emotional category (anger, sadness, neutral, relief,
joy) was encoded in spatially distinct parts of the voice-sensitive areas (Ethofer et al.,
2009). In addition to the voice-sensitive areas, regions not included in auditory cortex
such as bilateral orbitofrontal cortices and inferior frontal cortices are active during the
processing of emotional prosody and respond particularly during emotion classification
tasks compared to orthogonal tasks (Ethofer, Anders, Wiethoff et al., 2006; Imaizumi
et al., 1997; Wildgruber et al., 2004; Wildgruber, Pihan, Ackermann, Erb, & Grodd,
2002). Some studies also demonstrate that the processing of vocal affect involves sub-
cortical structures such as the basal ganglia (Pell & Leonard, 2003) and amygdala (Fecteau,
Belin, Joanette, & Armony, 2007; Leitman et al., 2010; Morris et al., 1999; Phillips et al.,
1998; Sander & Scheich, 2005).

Very similar to Bruce and Young’s (1986) face perception model Schirmer and
Kotz (2006) integrate the areas reported by previous studies from neuropsychology
and neuroimaging by proposing a three-step model for the understanding of emotional
prosody. The first stage consists of a low-level acoustic analysis in bilateral auditory
cortices. These areas then project to STC for more complex processing in which
emotionally salient information is synthesized into an emotional ‘Gestalt’ or acoustic
object. STS and STG then feed into frontal areas for higher-order cognition (e.g.,
evaluative judgements of emotional prosody). This model, largely based on research
utilizing emotional speech, is an important and informative step towards understanding
the functional pathway dedicated to vocal affect perception (Schirmer & Kotz, 2006).

Face/voice audio-visual integration
Understanding of both facial and vocal information plays a crucial role in our in-
terpersonal interactions. Although anatomically distinct, voice- and face-processing
areas usually act in parallel and are assumed to communicate, facilitating our social
responses. Indeed, almost from birth both faces and voices pervade our perceptual
experience, and communication between them is crucial for the acquisition of both
linguistic and social skills. Integrating these two sources of information is advantageous
as it allows our brain to exploit redundancies between face and voice and combine
non-redundant, complementary cues to maximize information gathered from the two
modalities (Calvert, 2001; Campanella & Belin, 2007). However, despite its importance,
audio-visual integration of person-related information has received comparably little
attention in comparison to information processing from separate modalities: it is only
recently that investigation has focused on integrative mechanisms, particularly with
regards to paralinguistic processing.

Belin et al.’s (2004) model of voice perception provides a way of understanding vocal
processing (Figure 1) in which each of the pathways is not only be seen as working
in parallel with the others, but also communicating with the homologous pathways
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in the face-processing network to allow integration of speech, affect, and identity
information. Undoubtedly, the main focus within the field of audio-visual integration
research has been with regards to speech perception. It appears we integrate speech
information from the face and voice before we are a year old (Kuhl & Meltzoff, 1982).
Integration of facial and vocal speech is associated behaviourally with both facilitation
(speech intelligibility enhancements when the speaker’s face is visible) and interference
(decreases in identification performance in incongruent conditions). In the ‘McGurk
effect’, an incongruent phoneme–viseme pairing can be strong enough to provoke an
illusory percept (McGurk & MacDonald, 1976).

However, face/voice integration involves more than processing of speech informa-
tion: the face and voice are also rich in paralinguistic information, such as identity and
emotion. Clear evidence suggests that healthy individuals are able to combine facial and
vocal information in order to decide upon the identity of a person. Visual information
has been found to aid recognition of the voice of the same individual, indicating a cross-
modal facilitation effect comparable to that of audiovisual speech integration (Kamachi,
Hill, Lander, & Vatikiotis-Bateson, 2003; Schweinberger, Robertson, & Kaufmann, 2007).
With regards to affect perception, various studies have demonstrated behaviourally
that congruent affective information expressed in the face and voice facilitates the
categorization of such information (e.g., Collignon et al., 2008; de Gelder & Vroomen,
2000; Kreifelts, Ethofer, Grodd, Erb, & Wildgruber, 2007). Specifically, these authors
have observed faster categorization in bimodal, as opposed to unimodal conditions.

A central question within the field of audio-visual integration is whether
face-/voice-identity integration requires a supramodal stage of cortical processing (that
may correspond to ‘person identity nodes (PINs)’ (Ellis, Jones, & Mosdell, 1997)) or is
mediated by crosstalk between ‘unimodal’ auditory- and visual-processing systems. This
alternative is indicated in our model by the presence of both direct links between the
face- and voice-identity pathways and indirect links via a supramodal stage of processing.
Indeed, studies have suggested a number of structures (e.g., STS, amygdala, superior
colliculus) may work as supramodal, multimodal processors, and there is evidence that
unimodal sensory cortices have integrative mechanisms that respond to a supramodal
stage of processing (Joassin, Maurage, Bruyer, Crommelinck, & Campanella, 2004; Joassin
et al., in press). Other studies have indirectly demonstrated direct crosstalk, via fMRI
evidence of increased functional coupling between the Fusiform Face Area (FFA) and
the voice-selective TVA of right mid-STS during (unimodal) familiar speaker recognition
(von Kriegstein, Kleinschmidt, & Giraud, 2005). However, recent reports support the
existence of a cerebral integrative network composed of both unimodal and multimodal
regions, which sustain different aspects of integration such as sensory inputs processing,
attention, and memory. In such a network, hetoromodal areas work in parallel and
influence each other, as opposed to being the last stage in a multimodal ‘hierarchical
framework’ (Noppeney, Ostwald, & Werner, 2010). In particular, the posterior part of
the STS (pSTS) has emerged as a structure that plays a key role in integrating face and
voice information. This amodal ‘convergence’ zone receives projections from the sensory
cortex and has increased activity for bimodal, in comparison to unimodal, presentation of
stimuli. Activity in this area also differs between congruent and incongruent information
presentation (e.g., Jones & Callan, 2003).

Conclusion
Available evidence from cognitive psychology, clinical neuroscience, and neuroimaging
thus largely supports the notion of similar and interacting functional architectures for



Understanding voice perception 721

the cerebral processing of socially relevant information in faces and voices. Some of the
predictions of this model (e.g., dissociation between receptive aphasia and phonagnosia)
have been tested, but several others (e.g., direct communication between face- and
voice-selective areas during identity processing) remain to be tested. A number of
additional questions emerge and require further investigations: how does the voice-
processing network develop, and what is the balance of genetically programmed versus
environmental factors in this development? Do analogous functional architectures exist
in the brain of other primates, or mammals, and what is their degree of similarity with the
human one? Does the proposed architecture for processing face and voice information
bring useful new knowledge potentially usable in the growing industry of automated
person perception? We hope the proposed framework, inspired by the pioneering work
of Bruce and Young (1986) and of others (Ellis, 1989; Ellis et al., 1997), will provide a
useful heuristic in addressing these outstanding questions.
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