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_Abstract—Random coding, along with various standard tech- niques to analyze the error probability of transmissioresobs
niques such as coded time-sharing, rate-splitting, supegsition are presented in an unified fashion by Csiszar and Kofner [1
coding, and binning, are traditionally used in obtaining aciev- Ch. 1.2] and, more recently, by Kramér [3, Ch. 1] and El

able rate regions for multi-terminal networks. The error analysis . - .
of such an achievable scheme relies heavily on the propersieof Gamal [4, Ch. 1]. In this paper we introduce an achievable

strongly joint typical sequences and on bounds of the cardiality ~Scheme involving superposition coding, binning, ratettipd,

of typical sets. In this work, we obtain an achievable rate and coded time-sharing valid for a general one-hop channel
region for a general (i.e. an arbitrary set of messages shade without feedback or cooperation. This achievable scheme is
amongst encoding nodes, which transmit to arbitrary decodig  yefined py the random variables representing different code
nodes) memoryless, single-hop, multi-terminal network vthout . g L2

feedback or cooperation by introducing a general framework words and by the factorlzatlon of the joint distribution argo .
and notation, and carefully generalizing the derivation ofthe these random variables. We develop a graph representation
error analysis. We show that this general inner bound may be of the factorization of the joint distribution based on Mawk
obtained from a graph representation that captures the stastical graphs|[[5], [6]: in particular we define a Markov chain graph

relationship among codewords and allows one to readily obta ; : e
the rate bounds that define the achievable rate region. The with two types of edges,_ong representing superpasitiomgod
and one representing binning.

proposed graph representation naturally leads to the deriation

of aII.the achievable.schemes.that can be generated by combig In information theory, a similar attempt to capture the
classic random coding techniques for any memoryless networ re|ationship between random variables is finectional depen-

used without feEdba_Ck or coopgratmn. _ _ . dence grapH3, App. 8]. Despite fundamental similarities, the

Index Terms—achievable region, chain graph, multi-terminal - ¢, ional dependence graph is used mainly to represent the
network, superposition, binning, rate-splitting, time-sharing. Markov relationship between random variables, while, im ou

|. INTRODUCTION case, the Markov chaln graph describes a transr_mssmn schem

and the relationship between codewords of different users.

In random coding, codewords are generated by drawipgother attempt to provide achievable regions for general

symbols in an independent, identically distributed (ii@§tion channels is hinted in [7], but the authors do not provide a
from a prescribed distribution; the performance of the Bnse rigorous approach to the problem.

:E:alﬁg?r]: Cv(\:gieci Iiss g]vinntigﬁyl/yizser?stoai;ﬁ:ﬁgoq'hogn:(ze tc?kt)f?t;; By building upon the fundamental results in random coding
iid symbols, and a block-length which tends to infinity, it isrcCrY nd graph theory, we define a formal representatidn an

. . : B standard notation for a general achievable scheme as well
possible to derive the asymptotic performance of the enkem . ; ) .
. ! - . _ ... as the derivation of the achievable region. Our ultimatel goa
of codes using the properties of jointly typical sets [1].isTh . ' “ . . .
X ; - . is to define a form of “automatic rate region generator” which
proving technique was originally developed for the poo-t : ; .
. : ) . outputs the best known random coding achievable rate region
point channel([2] but is easily extended to multi-user ctedsin .
. O : fPr any channel of choice.
by introducing multiple codebooks, one for each message 10 T
be transmitted. Multiple codebooks can be further orgahize Paper Organization
in complex schemes that takes into account the structure ofSection[Il presents the class of networks considered in
the network and the distribution of the messages among tihés work and revises the standard random coding techniques
users. Coded time-sharing, rate-spitting, superposatmting, that we employ in our general achievable scheme. Sekfibn I
binning, Markov encoding, quantize and forward, are sonietroduces the novathain graphrepresentation of the encod-
of the strategies that have been developed for multi-teamirning operations. Sectidn 1V describes the codebook gewerati
channels. Given that all achievability schemes tend to usesacoding and decoding procedures of the achievable scheme
combination of “standard” techniques applied in differrsh- associated to a specific graph representation. Sdctioniveder
ions (leading to different dependencies amongst codeyordbe rate bounds that define the achievable rate region based o
one might expect to be able to derive a general achievabilitye proposedhain graphrepresentation. SectibnVI concludes
scheme for a large class of networks. The key bounding tetche paper.
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II. CHANNEL MODEL AND RANDOM CODING XV Y
TECHNIQUES FORACHIEVABILITY
A. Notation .
_ Lo Set i of [ N
In the following, bold letters indicate subsets of powesset transmitting| - — * = «
. d - - — YN

iCPy =P(1...N]), 1)

e index k/z: transmitter/receiver index wittXy, Y, being the
channel input/output at transmittérand receiverz,

e indexi/j: subset of transmitters/receivers. We also ljaa
andv/t,

e index$S: set of containingi, j) pairs andS its complement.

SetJ of
receiving
nodes

Fig. 1. The general cognitive multi-terminal network.

B. Network Model . . .
points and, in some cases, an even larger regibn [1, pp. 288-

We consider a general multi-terminal network whe¥ex  290]. Let¢" denote denote the outcome dfiid draws from
transmitting nodes want to communicate withx receiving the distributionP,, and letg"¥ be revealed to all the encoders
nodes. A given node may only be a transmitting or a receivinghd decoders in the network. In coded time-sharing the users
node , that is, the network is single-hop and without feellbagenerate multiple random codebooks conditioned on theevalu
The transmitting nodé:, k € [1... Nrx], inputs X, to the of the sequence™ and choose their transmission strategy
channel, while the receiving node =z € [L...Nrx], has according to this random outcome.
access to the channel outpdt. The channel transition prob- o Rate-Splitting corresponds to dividing a messaigg..; into
ability is indicated withPYL”YNRX|X1___XNTX and the channel 5 get of sub-messagesVi .} wherej c j’ andi O ¥/,
is assumed to be memoryless. The subset of transmittingsnoggyt is. sub-messages that are encoded by a smaller subset
i, i€ Py, Is interested in sending the messale.; to the  of transmitters and decoded at a larger set of receivers than
subset of receiving nodgse B, over N channel uses. The the original message. Rate splitting preserves the rataeof t
messagdVi_;, (i,j) € Brx X Pgx, uniformly distributed  yransmitted messages but increases the number of messages t
in the interval[0 ... 2V i~1 — 1], whereN is the block-length pe transmitted over the channel which, in terms, incredses t
and R;..; the transmission rate. possible transmission strategiés [9]. &t ¥ indicate that

A rate vectorR = {Ri_;, V (i,J) € Brx X Bex} 1S sub-messagéli_., obtained by splitting the messag;_.;,
said to be achievable if there exists a sequence of encodifgn the messag#/;_; can be split in a sequence of sub-

functions messagewl[:l*i] for every (1, m) such thatf C m andi D 1
X]JCV = X]JCV, ({Wi_‘j, s.t. (l,j) CPBNrx X Ppx, k € i})’ so that

and a sequence of decoding functions Riﬁj = Z RP:;]I = Z 71[Z£Ri~ja
g g N (I,m) jCm, iDL (I,m), jCm, iDL
Wiy =Wiy(YN) it 2 €, e 3)
i [i-3)
such that with {3 = Zem and whereR]_; is the rate of the RV
Jim maxP {W\iz—»j ” Wiz—»j:| —0. Wi_; in the original channel and; _; in the rate of the RV
—o00 1,j,2

Wi-; in the channel after rate-splitting is applied.

The capacity regio®(R) is the convex closure of the region Rate-splitting effectively transforms the problem of ahi
of all achievable rates in the vectd-pairs. The general ing a rate vectolR into the problem of achieving the rate
network model we consider is a variation to the network modegctor R’ such thatR’ = I'R with T'; j)» (1,m) = T
in [8, Ch. 14], but we allow for messages to be distributed #® Superposition Coding can be intuitively thought of as
more than one user while not considering feedback. stacking codewords on top of each other|[10]. The “base”
Fig.[d shows the channel model considered in this work.codewords are decoded first and stripped from the received
. ) . - signal so as to reduce the interference when decoding tpé “to
C. Random Coding Techniques for Achievability codewords. In superposition coding a different top cod&boo
We now revise standard random coding techniques usedgenerated for each base codeword and the codewords in
in the literature for achievability in single-hop networkghe top codebook have a conditional distribution that depen
used without feedback/cooperation: coded-time-shariaig- on the specific base codeword. LE}Y. , be the codebook
splitting, superposition coding, and binning. with distribution P{}Lm carrying the messag#//_,, and the
e Coded Time-Sharing consists of using different transmis-codewordU{Xj carrying the messag®/; ; be superposed to
sion strategies according to a random schedule [9] and sillothe codebook}Y . A different top codebook is associated

one to achieve the convex closure of the set of achievaltite each base codeworiy = « and the codewords

I-m Ul m



Distribution

U{Xj in each of these codebooks are generated according to Uv—>t Po, vis@
the distributionP{]\i’ﬂ|U1ﬂm:uhm. Superposition ot/ ; over
UN ., can be performed when the following hold:

e 1 C i: that is the bottom message is encoded by a larger set Ui_>j

of encoders than the top message. ., B. binning edge
Message ‘e

e m C j: that is the bottom message is decoded by a larger - .. Distribution
set of decoders than the top message Wi “a 1/ P,

. . : . istributi —-m | U-m|Uis;,Q
Note that, if U;Y; is superposed toU\¥,, and U}, is Distribution 1 l !

superposed t&/}Y, thanU;"  is also superposed 6, ;. In iUti“”?tt,

the following U;_;<U\-m indicates that the codewoﬂz‘ﬂj is R/a e_Sp' "9 dimil

superposed to the codewotd" . 372, (1) N Pl

e Binning allows a transmitter to “pre-cancel” (portions of) Fig. 2. A schematic representation of the graph in Sek. Il .
the interference known to be experienced at a receiver [11].

This is done by generating a codebook that has a larger num‘ls)(glrtex(i j) can be connected to a vertékm) by two types
of codewords than the cardinality of the associated messabqeedge’s: a superposition edg§eand a binning edg@; both
so that the transmitted codeword can be chosen accordinge%eS indicate the Markov dependency betwél—mi and
both the message and the specific value of the interfereng&m given Q. )

AltthUQh in the Ort'f?.'nil Sﬁtt.mg of [112) the |tnte(;fedretnctehas The graph representation of the achievable scheme is partic
random process, this technique can be extended 10 the ¢ ?Iy useful in deriving the joint distribution of the coderds

where the interference is a different user's codewords. L. iJXj in a general scheme in S&G. II. When trying to determine

N i istributio®y i
Uitm bed/vtr}e COdSV\tﬁrd W('jth d'S;?RUt'OWUHm iﬁrrymg the this distribution, superposition coding and binning efifiey
messagevy., and he codeword;_; carying the Message oq it in allowing for any joint distribution among the con-

. N v
Wi/ﬁj.be binned againdf,”,,. The codewords/;"; are gener- o yo4 Rys. In the following we detail how the gragti’, E)
ated independently from the codewold§ ,,, but chosen so to o e ysed to describe the dependency structure of the code-

look as if generated according to the distributiBf |, . words of an achievable scheme for a general multi-terminal

S : superposition edge

The COdeWOfFUiJXj can be binned againﬁiﬁm_wher_l _ network. Graphs representing conditional dependenciemgm
e i C I: that is, the set of encoders performing binning haeyvs have been extensively studied in the literature in the
knowledge of the interfering codeword field of graphical Markov model$[5]. In order for the graph

Note that if ;Y; can be binned againgt” ,, thenU}Y; can representation of achievable scheme to correspond to iblieas
also be binned againgf,",, : this is referred to as “joint distribution, it is necessary to impose certain restrigion
binning” [12]. In the followingU;_.; < Ui, indicates that the its structure. Moreover, it is convenient to consider graph
codewordU;Y; is binned against the codewofd”,,, while representations where there exists a convenient factioniza
Ui-j < >Uim indicates joint binning. of the joint distribution of the RVs in the graph. For this
reason we consider a decomposable chain graph: graph with
both directed and undirected edges that is equivalent teesom
Asymmetric Directed Graphs (ADGS).

The elements included in the random coding construction gksymption1. RVs that are jointly binned form fully con-
Sec/[II-§ may be compactly represented using the followingcted sets, that is

IIl. THE CHAIN GRAPH REPRESENTATION OF AGENERAL
ACHIEVABLE SCHEMES

graphS(V, E):

e every vertexv = (i,j) eV C f»B(JVTX) X sI?(]VRX) is Ui; < >Uiem, Uiom < >Uinj = Uim < >Ujos. 4)
associated to the RV;_; carrying the messag i’ﬁj at rate . o _

R{_; obtained through rate-splitting, Assumption2. RVs that are jointly binned, have the same
o the set of edge€, connecting the vertices i, contains Parent nodes, that is, #;_.; < >Ui¢ andUi.j < Urnm Of
two subsetsS andB such thatE = SUB andSNB = () Uioj<Uism, thanUio¢ < Urom Of Uit <Urom.

e the vertexU;_.; is connected wittU;_., by a directed edge AssumptiorB. RVs known at same set of decodérgo not

of type S (for superpositiol, if Uj.m<Ui-; (solid line). form directed cycles in the graph representation. If a cycle

o the vertexU;_; is connected with/,_+ by a directed edge exists it must be undirected.

of type B (for binning), if Uyt < Ui-; (dotted line). . Given any achievable scheme, one can always obtain an
Moreover, all the RVs are generated according to & marginglieyable scheme that satisfies Assumptidris 1, 2Cand 3 by
distribution that depends oQ. , adding an additional binning steps to the original scheme.
A schematic representation of the graphical Markov mo_d?hese additional encoding operations can only enlarge the
associated with the grapB(V, E) is presented in Figl]2: 5chievable region, since the original scheme can be rewitai

each vertexi, j) is associated with the messalgg_;, a rate- yith the appropriate choice of distribution imposed by the
splitting equation and an auxiliary R¥;_; with distribution binning step.

Py,_;)@ according to which the codebook is generated. The

i



Theorem I1Il.1. If Assumption§]1[13, and 2, hold, the graphthe number of bing;_; is sufficiently large, that is, i?;_; is
representation of a general achievable scheme corresptmdssufficiently large. Finally the encodér produces the channel
chain graph which is equivalent to some ADG for which thiaput X}’ as a deterministic function of its codebook(s).

joint distribution can be written as Decoding ProcedureReceiverz looks for a set of bin
indices w{_. and b;i.; for z € j, such that the set

P(V)= [T Pupacun: () N [N 0 - i
VeV YN, qUil; 0 = € j o looks as if it generated an iid ac-

cording to the distribution in[{6). If the decoder cannot find
such codeword or it finds more than one, it picks one tuple at
random.

wherepa(Uy) indicates the parent nodes bf,, that is the set
of all the nodes connected g, by a direct edge.

Proof: The complete proof is provided i [13]. [ ]
We refer to a graph representation of an achievable scheme V. DERIVATION OF THE RATE BOUNDS
in Th.[T.I as a Chain Graph Representation of an Achievable
Scheme (CGRAS). In this section we derive the achievable rate region of the

The edges of the equivalent ADG are generated by orientifignsmission strategy described in IV by bounding the
undirected edge and therefore the equivalent ADG can bgcoding and decoding error probability.

written asG(V,B- U S) for someB- C B. The notation
is used in the following to indicate the edges Ba. With A. Encoding Errors
this notation, the joint distribution of a CGRAS can then be’
factorized as: For the probability of encoding error to vanish as the block-
P o P length increases it is necessary to choose a large enough
Uiy, v (1)} = H U5 {Ui-m, Ui-j<Uiem, Uioj<Uim}” binning rateR;.; so the encoders can jointly find a set of
(i.J) ©) bin index b;_; for which the codeword/;Y; appears to be
generated according to the distribution imposed by binning
IV. CODEBOOK GENERATION, ENCODING AND DECODING  although it is generated according to the distribution isgzb
PROCEDURES FOR ACGRAS by superposition coding. Define

We now outline the codebook generation, encoding, and .
decoding operations for a general transmission scheme asso 5B = {(i,J), Ui~5 < Uom for some (I, m)}, (8)
ciated with a CGRAS. ] ] )

Codebook Generation: The codebook of a CGRAS is!-€- Sy is the set of all the indexes whose codeword possess a

generated according to the distribution imposed by thersupBIN index; we intuitively expect the condition for a sucdess
position coding edges. Consider the nége; and assume that €ncoding to depend on the distance between the codewords

the codebook of the parent nodes has aiready been generdigfjiPution at generation and after encoding:
and indexed by, € [1...2%1-m], then, for each possible

set Isgzzggﬁ{ = E[lOg Pencoding] - E[lOg Pcodebook] = (9)
{ llﬁm, A (l,m) UiﬁjZU1ﬁm}, Z I(Ui_,j; {Ul—>m7 Ui—>j<ZUl—>m}|{Ul—>ma Ui_,jZUl_,mHQ).

repeat the following: (1J)e8s

NL;_; .. _ / . . . . .
__® generate27%-i codewords, forlio; = Ri; +  The encoding error analysis is obtained using Markov

Rin; with iid symbols drawn from the distribution jhequality and the mutual covering lemma [3]] [4].
PUiHj'{Ulﬂm-, Urom<Uij}e -,
e Place the codewords & %~ bins of size2V%i~; each.
e Index each codebook of siz&V%i-i using the set
{ liom, V (1, m) Ui_,jZUl_‘m} so that

UiJXj (liﬁj) = Ulzi_] (wg—ja biﬁjv{ llﬁmv v (17 m) UiﬁjZUlﬁm}) ; .
@ (i,j)eS=(1lm)eS, V(LLm) s.t. Uom<Uij, (10)

Theorem V.1. Encoding Errors Analysis using the Mutual
Covering Lemma For any CGRAS, encoding is successful
with high probability asN — oo if, for any subseS C Sg
such that

.wherew{_‘j is cho;en according to the transmitted messagg, Sg defined in(@), the following holds:
Since graptg(V, S) is an ADG, we can apply the above step
starting from the nodes that have no parents to all the nodes R . > [encoding _ [M.C.L. 11
in the graph. Z 1—) = “codebook S ’ ( )
Encoding Procedure: The binning indexb;_; in each
codeword is chosen so that the codewordEln (7) appear to h%reﬂgw-h if defined in(12) ( M.C.L. standing for “Mutual
been generated with iid symbols drawn from the distribution Covering Lemma”)
(©). If a codeword cannot be determined, then a valug_of '
is chosen randomly. We may find a jointly typical codeword if ~ Proof: The complete proof is provided if [13]. [ ]

(i,j) € S



IlgI.C-L. = Z I(Ulﬁ,h {Ulﬁma Uiﬁszlﬁma (la m) S S}|{U1ﬁm7 UiﬁjZUlﬁmv Ulﬁm < Uiﬁjv (17 m) S §}a Q)v (12)
(ij) €s
IS7Y = 1(Ye; {Uing, (i) € S}{Uiom, (1 m) € 5},Q) (13)
+ Z I(Ulﬁ,h {Ulﬁma Uiﬁnglﬁmv (la m) S S}|{U1ﬁm7 UiﬁjZUlﬁm € §}7 Q)a
(ij) € s
B. Decoding Errors Proof: The complete proof is provided in [13]. ]

For the decoding error probability to vanish as the block- V1. CONCLUSION

length increases, it is necessary to choose a small enougf}, this paper we present a new general achievable rate
codebook ratd ;_.; so that the codewordsv

¢ _ i are sufficiently - oqinn valid for a general class of multi-terminal networks
spaced apart” in the typical set to allow successful det@di +1is achievable scheme employs rate-splitting, supetipasi

The bounds on the codebook rates are obtained using g@)%ling,and binning, and generalizes a number of inner bound

packing lemma [3],[4] which bounds the maximum number qf,, techniques that have been proposed in the literature.
codewords that can be employed at transmission and Suwa"_This achievable scheme may be represented using a graph

the decoder to recover the transmitted codeword. Decoding) esentation that allows for a quick comparison between
relies on th_e conditional typicality of the chgnngl outpm transmission strategies and simplifies the derivation @f th
Fhe transmitted codeword and on the typ.|cal|ty relat'ODShborresponding achievable rate regions. This paper attetopt
|mpose_q on the codewords by the e_”c‘?d'”g procedure. ,Té’ﬁablish a general tool to derive achievable rate regions f
probability of error at each decoder is linked to the Specifig,, i terminal networks which contains all standard ramdo
codewo_rd_s that the_ rece|vgrf|_s atthemptlng t.o decode; far trEoding technigues. A subject of ongoing research is whether
reason it is convenient to define the 8§ as: there exists a combination of encoding strategies thatlyiel
5=1{G,j) st z€j}, the largest achievable region among all possible trangoniss

. . ) : strategies (within the proposed framework).
that is,S§, is the set of indexes whose codeword is decoded at

receiverz. Intuitively we expect the condition for successful ACKNOWLEDGMENT

decoding to depend on the distance between the joint distrib The author would like to thank Prof. Andrea Gold-
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(14)

decoding __ ) z
encoding — E[lOg PYz,encodmgz] - E[lOg PYz Pcodcbook]

= I(th {Ui—>.i7 (laj) € SZD}|C<2_)+
Y 1Uingi {Ubm, Uiey <Um}{Uiom, Uinj<Um V0,
(1.5)€S5
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