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Abstract

This paper introduces the special issue of Knowledge- Based Systems on Human-
Computer Collaboration (HCC). Tt derives a set of fundamental issues from
a definition of collaboration, introduces two major approaches to HCC, and
surveys each approach, showing how it formulates and addresses the issues. It
concludes by proposing some themes that should characterize a unified approach
to human-computer collaboration.

1 Introduction

Collaboration is a process in which two or more agents work together to achieve
shared goals. Thirty researchers came together in Raleigh, North Carolina in
October of 1993 for a AAAT Fall Symposium dedicated to this topic. The goal
of the symposium was to achieve a better understanding of Human-Computer
Collaboration (HCC), collaboration involving at least one human and one com-
putational agent. In particular, the symposium sought to explore the fundamen-
tal nature of collaborative problem solving, understand the constraints brought
to bear by the differing characteristics of human and computational agents, ex-
amine various approaches to modeling collaboration and designing collaborative
systems, and draw lessons from implemented systems.

This special 1ssue of Knowledge- Based Systems contains revised and extended
versions of selected papers from the symposium. The last two issues of KBS
have included Letters based on symposium papers. This overview paper surveys
the field of HCC and discusses the papers in the special issue and the recent
Letters. Let us begin by revisiting our definition of collaboration — collaboration
15 a process in which two or more agents work together to achieve shared goals
— and considering a number of fundamental issues that arise directly from the
definition.



1. Agreeing on the shared goal(s) to be achieved. Through direct discussion
about goals or inference from statements and actions, agents must deter-
mine the shared goals they are trying to achieve. It is important to note
that agents usually do not achieve a complete and unambiguous definition
of their goals before beginning problem solving. Rather, problem solving
often leads agents to further specify and even reformulate their goals.

2. Planning, allocation of responsibility, and coordination. Agents must de-
cide how to achieve their goals, determine what actions will be done by
each agent, and how to coordinate the actions of individual agents and
integrate their results.

3. Shared context. Agents must be able to track progress toward their goals.
They must keep track of what has been achieved and what remains to be
done. They must evaluate the effects of actions and determine whether
an acceptable solution has been achieved.

4. Communication. Any collaboration requires communication, for example,
to define goals, negotiate over how to proceed and who will do what, and
evaluate progress and results. Observation of other agents also plays a
role.

5. Adaptation and learning. Collaboration has a history, both short term
— within a single session — and long term — across many sessions. True
collaboration over time seems to require partners to adapt themselves to
each other. Learning is one way to adapt. In a collaborative interaction,
one can learn from one’s partner both directly, e.g., by being told or shown
a new or better way of doing things, and indirectly, through the process
of articulating, justifying, and explaining one’s actions and attitudes to a
partner.

The study of Human-Computer Collaboration is highly interdisciplinary.
Its two basic parent disciplines are Artificial Intelligence (AT) and Human-
Computer Interaction (HCT). From Al it draws knowledge representation and
reasoning techniques and a commitment to formal computational modeling.
From HCI, it draws interaction and information presentation techniques and
an awareness of the asymmetry in the abilities of people and computers. Other
fields also have influenced HCC research, including philosophical studies of the
nature of intention, goals, and beliefs [1, 2, 3, 4], and social science investi-
gations of work practices, design, and the role of artifacts in human activity
[5,6,7,8,9, 10, 11].

Historically, there have been two major approaches to Human-Computer
Collaboration, one more closely allied to AI, the other to HCI. The two ap-
proaches are not completely distinct, and, as we shall see, there are interesting
convergences between them. However, their historical roots and emphases are



sufficiently distinct that it will be useful to organize our survey of HCC around
the two approaches.

The first approach assumes that the way to get computers to collaborate
with humans is to endow them with human-like abilities, to enable them to
act like humans. It thus looks first to develop formal models of human-human
collaboration, usually focusing on collaboration in language, then to apply the
models to human-computer collaboration. Let’s refer to this as the Human
Emulation approach for short. The second approach assumes that the way to
get computers to collaborate with humans is to exploit their unique abilities, to
complement humans. It begins from the premise that computers and humans
have fundamentally asymmetric abilities; therefore, it focuses on developing
divisions of responsibility that assign each agent appropriate and distinct roles
and on utilizing interaction techniques to facilitate effective human-computer
communication. Let’s refer to this as the Human Complementary approach for
short.

Table 1 goes about here

Table 1 summarizes the set of issues derived from our definition of collabora-
tion and lists some of the main topics and techniques from the two approaches
that address the issues. Most of the paper is devoted to presenting an overview
of each of the two approaches. The main focus is to show how each approach
formulates the fundamental issues in collaboration and to identify the main tech-
niques used to attack the issues. Along the way, we discuss the papers in this
issue and mention the recent Letters, thus situating them in the larger context
of human-computer collaboration research.

Considering each major approach separately tends to emphasize their dif-
ferences. However, we also shall see a number of significant actual or potential
convergences in how problems are formulated and what techniques are used to
address them. Therefore, the paper concludes by suggesting the shape of a
unified approach to human-computer collaboration that incorporates insights
shared by both approaches. To give a brief preview, I argue that the following
concerns should characterize a unified approach:

e reification — making knowledge, problem solving, and dialogue entities
vistble in the interface, shared and manipulable by user and system,

o balancing representation & reasoning and interaction — striking an effective
balance between system reasoning and user-system interaction,

e natural communication — understanding the underlying aspects of hu-
man communication that make it successful and developing analogues



for human-computer communication that exploit the unique properties
of computational media,

e collaborative adaptation — making the process of adapting system behavior
to an individual user a collaborative activity, with both user and system
playing appropriate roles.

2 The Human Emulation Approach

This approach grew out of attempts to understand and model human commu-
nication. It focuses on intentions, beliefs, knowledge, and other attributes of
agents’ mental states. Humans are viewed as rational agents who form and ex-
ecute plans for achieving their goals and infer other people’s plans. Achieving
goals might require communication, e.g., when an agent does not know how to
achieve a subgoal, does not know a fact necessary to carry out an action, or has
a goal concerning the mental state of another agent. Understanding requires in-
ferring the goals and plans of other agents, and collaborative behavior consists of
helping other agents to achieve their goals. The technical focus of this work has
been on designing formalisms for representing beliefs; goals, plans, and actions,
using these formalisms to develop models of collaboration, and developing algo-
rithms for communication planning and plan recognition. These representation
and reasoning problems are among the hardest in Al and cognitive science.

2.1 From Plan Recognition to Collaborative Planning

In the late 1970s, James Allen, Philip Cohen, and C. Raymond Perrault were
pioneers in developing models of language based on Al planning theory [12, 13,
14, 15]. They drew on work in the philosophy of language [1, 2, 3, 4] that con-
ceptualized language as goal-directed action and examined the intentions and
beliefs necessary for successful communication. Speech acts, such as informing,
requesting, asserting, and promising, are produced through a planning process.
Fach speech act is formalized in terms of its preconditions (conditions that must
be true for it to be applied) and effects (changes it makes to the world being
modeled). Acts are chosen for their effect on the hearer’s mental state (or,
more subtly, on some type of structure representing the shared discourse con-
text). Understanding is an inference process in which an agent attempts to infer
plans and intentions of other agents from observations of their actions, including
speech acts. People tend to be helpful; in particular, when they recognize ob-
stacles in another agent’s plans, they will take action (e.g., provide information)
to help overcome the obstacles.
A simple exchange from Allen[12] illustrates these points.

patron: When does the Montreal train leave?
clerk: 3:15 at gate 7



The patron wants to get on the Montreal train and constructs a plan to achieve
this goal. However, he does not know the departure time. One way of finding
out a piece of information is to have someone else inform you about it. And
requesting someone to inform you often leads to them informing you. Using a
formalization of these relationships, a planning process can lead the patron to
ask the clerk when the Montreal train leaves. To respond to the request, the clerk
essentially goes through the patron’s planning process in reverse, attempting
to reconstruct the plan that could have led him to make the request. The
clerk finds that boarding the Montreal train is a plausible plan. In addition to
the patron’s specific request for the time of the train, the clerk finds another
(potential) obstacle to carrying out the plan, namely that the patron may not
know the departure gate. Therefore, the clerk plans to inform the patron of the
gate. Thus, the clerk’s answer both directly responds to the patron’s question
(“3:15”) and includes additional information to overcome an inferred obstacle
(“at gate 77).

It 1s important to note several assumptions of this work. First, one of the
original motivations was to develop better (more human-like) question answering
systems. This led to a focus on single exchanges, where one agent (the planning
agent) asked a question, and the other agent (the inferring agent) provided a
helpful answer.

Second, the planning agent and the inferring agent were viewed asymmetri-
cally. The planning agent “owned” the plan (and the goal it was directed at)
and was trying to execute it, while the inferring agent’s job was to guess the plan
and give some sort of help in executing it. In the context of a human-computer
interaction, researchers naturally cast the human user as the planning agent and
the computer system as the inferring agent. Is is important to realize, however,
that this notion of asymmetry is not the same as the Human Complementary
approach’s assumption that computers and people have asymmetric abilities. In
fact, the Human Emulation approach assumes a fundamental similarity between
the agents it models, namely, that they are rational agents who plan to achieve
their goals and infer other agents’ plans.

Third, both the planning agent and inferring agent are assumed to have
access to the same complete and correct set of domain plans.

Partly in response to problems with these assumptions of early plan recog-
nition work, Barbara Grosz, Candace Sidner, and Karen Lochbaum [16, 17, 18]
have been developing a model of collaborative planning. Their work begins from
the premise that agents collaborate to achieve a goal. That is, they explicitly
reject the asymmetry between a planning and an inferring agent. Further, their
model provides ways to represent and distinguish between agents’ beliefs. This
is important since agents have different beliefs about ways to achieve a goal and
the actions necessary to do so, and each agent’s beliefs, including beliefs about
the other agent, may be incorrect or incomplete.

Their model takes “having a plan” to be central; this consists of “being in
a certain mental state, namely, holding certain beliefs and intentions regarding



acts and their executability” [18]. A fundamental difference of this work from
earlier plan recognition work is that it allows for collaboration in the planning
process itself. This means that there is no a priori plan (belonging to one agent)
to be recognized (by the other agent). Rather, they seek to model how agents’
beliefs about actions and intentions are augmented through communication.
This also means that their model cannot focus on single exchanges; rather,
it describes how extended discourse gradually leads to the mental state that
constitutes having a Shared Plan.

The central technical accomplishments of this work have been to provide
a formal definition of a SharedPlan and to develop algorithms for augmenting
beliefs through communication, leading to the construction of a SharedPlan.
Following Pollack [19], the SharedPlan model also distinguishes two notions of
a plan that often had been conflated: a course-of-action to be carried out (often
referred to as a “domain plan”) and a set of beliefs and intentions. SharedPlans
cover the latter, and the former are referred to as “recipes”.

A KBS Lelter by Sidner analyzes a natural occurring dialogue using
the SharedPlan model and an artificial language that represents the
impact of utterances on the ongoing dialogue. A KBS Letler by
Rich describes an experiment in applying the SharedPlan model to
the design of a direct manipulation system, yielding benefits such as
task suspension and resumption, mixed initiative, and clarification
sub-dialogues.

McRoy (this issue) describes a model of collaborative discourse that
treats misunderstanding and repair as intrinsic parts of communi-
cation processing. When a misunderstanding is detected, the inter-
pretation of the conversation must be revised; therefore, discourse
processing must be nonmonotonic. In McRoy’s model, interpreta-
tion is a process of abductive reasoning. Given a set of observations
and a background theory, abduction generates a set of facts that are
consistent with the theory and imply the set of observations. For
the interpretation of an utterance, the hearer’s current beliefs and
assumptions are the background theory, and the identification of ei-
ther the discourse role of the utterance or a misunderstanding that
could have led to it being produced is the result. Thus, one impor-
tant contribution of this work is the use of a single type of reasoning
to account for both trouble free interpretation and the detection
and repair of misunderstandings. Constraining inference is a major
problem with models of language that require inferring beliefs and
goals. The problem gets worse when prior interpretations may have
to be revised. McRoy’s method of addressing this problem leads to
her second major contribution: integrating conventions and expecta-
tions derived from sociological analyses of language with the beliefs



and goals of Al processing models. Expectations constrain the set of
possible interpretations the model must consider, and conventional
repair patterns are implemented as interpretation rules.

2.2 Discourse

A second major line of research has addressed phenomena that arise in extended
discourse. Central issues include what constitutes coherent discourse, how ini-
tiative 1s managed, the role of context, and the management of trouble.

Studies of coherence have attempted to characterize discourse in terms of
structures and various types of relations that hold between structures [20, 21, 22]
Based on empirical analysis of texts and dialogues, researchers identified rela-
tions such as elaboration, justification, and ezemplification. Other work analyzed
the issue of focus of attention — i.e.; what entities were being discussed at any
given point — and how focus shifted throughout the course of a task-oriented dia-
logue [23]. Grosz & Sidner [24] presented an influential model that unified work
on focus of attention, discourse or linguistic structure, and discourse intentions.
Litman [25, 26] extended plan recognition models to handle dialogue and also
integrated the use of linguistic information. Work on what makes a discourse
coherent is important in designing effective human-computer interactions.

Until the mid 1980s, the primary emphasis of Al work on language was on
language interpretation. However, since then the issue of language generation
has received significant attention. The basic model again is classical Al planning;
McKeown’s TEXT system[27] is a good early example. A system tries to achieve
communicative goals, such as to define or describe an object or to persuade
someone to carry out an action. These goals are achieved through the use
of plans or strategies. Strategies bundle a set of communicative acts, often
related to each other by rhetorical relations (the type of relations identified by
studies of coherence). A planning algorithm controls how strategies are selected,
instantiated, and combined.

A major motivation for work in this area has been to improve the expla-
nations generated by expert advisory systems. Researchers have explored ways
to use modern direct manipulation interface techniques to move from one-way
ezplanation to mixed initiative interaction. This work also has sought ways to
exploit the unique capabilities of direct manipulation interfaces to give users
the benefits of human-human interaction — particularly its contextual, mixed-
initiative nature — without solving the extremely difficult representation and
reasoning problems posed by human language use. This move has brought dis-
course planning work square into the arena of human-computer collaboration.

Johanna Moore’s research [28, 29, 30, 31] explores ways to use discourse con-
texrt and the resources of direct manipulation interface to improve explanation.
Her work has included algorithms for allowing a system to refer back to the dis-
course context in constructing its explanations. She also has looked at interface
techniques for reifying the discourse context, making it a visible, manipulable



text object. This means that when users do not understand a system explana-
tion, it is easy for them to follow up using menus that offer relevant followups for
particular clauses. It also facilitates users referring back to previous discourse
in constructing new questions. The fundamental prerequisite for this is that the
system must understand its own explanations. This is done by recording the
intentional structure produced by the discourse planner in the system’s inter-
nal discourse context. This structure records how each clause contributes to
achieving communicative goals and how the clauses relate to each other. Pos-
sible followup questions for particular intentions, common ways to form new
questions based on previous explanations, and heuristics for selecting relevant
followup optionsall help users in asking questions that use previous context.

Enabling mized nitiative dialogues, in which both user and system can in-
fluence the direction of the interaction, is another fundamental research issue.
Alison Cawsey [32] has worked to make the explanation process interactive by
interleaving explanation planning with ezecution, i.e., the production of textual
output. To do this, she designed an architecture in which communicative goals
are placed in an agenda in a priority order. Goals on the agenda are expanded
to produce system output. However, the user can interrupt at any point to ask a
clarification question. This can lead to new goals being added to the agenda and
thus to clarification sub-dialogues. User interruptions also can lead to revised
assumptions about user knowledge, which will influence how goals remaining
on the agenda are realized. When a sub-dialogue i1s completed, the system can
return to carrying out any original goals still on the agenda.

Another important line of work extends text planning to multimedia plan-
ning. In addition to planning the content of the communication, the system
must select media for realizing each piece of information and must determine
how to coordinate the presentation of information in different media. Research
in this area has raised interesting representation and architecture issues. In
Feiner & McKeown’s COMET system [33], a content planner produces a repre-
sentation of the information to be communicated in a media independent logical
form (LF). A media coordinator annotates the LF to specify which information
should be in text, which in graphics, and how text and graphics should be co-
ordinated. Text and graphics generators can communicate with each other by
further annotating the LF. Maybury [34] presents a framework for representing
three types of communicative acts in a media independent manner, then using
a planner to produce coordinated text and map displays. Hovy & Arens [35]
have argued that traditional top-down hierarchical planners are inadequate for
multimedia presentations, and that several interacting reactive planners (similar
to Pengi [36]) are required.

Finally, innovative work has been done in integrating natural language and
direct manipulation for user input[37, 38, 39, 40, 41]. Each of these modalities
has its own strengths and weaknesses. Attempts to integrate the modalities are
based on combining them synergistically to exploit the advantages and counter
the disadvantages of each. Direct manipulation and form-based input structure



the interaction, give users direct access to objects, make options apparent, and
provide means of easy feedback. Language is appropriate for constructing de-
scriptions of objects that are not visible, do not yet exist, or are hard to indicate
by pointing. Contextual referring techniques lead to more efficient communica-
tion. This work also has investigated how difficult representation and reasoning
issues, e.g., involving the interpretation of anaphora and the use of context,
can be avoided through the judicious use of direct manipulation and graphical
interface techniques.

Like McRoy, Brennan & Hulteen (this issue) are concerned with
problems in communication. Where McRoy focuses on how misun-
derstandings can be repaired, Brennan & Hulteen deal with a pre-
requisite to repair — how a system can generate feedback that can be
used to recognize that repair is necessary. Their model was devel-
oped in the context of a system that responds to spoken commands
from a user to perform tasks like placing a telephone call. It is based
on the process of grounding [42, 43, 44], the continuous seeking and
providing of evidence about what has been said and understood that
characterizes human conversation. The model specifies a sequence
of states that a system goes through in interpreting and responding
to a user command. If the system fails to reach the final state (of
successfully carrying out the user’s command), it generates negative
feedback based on the last state it did reach, thus initiating repair.
If the system generates positive feedback (i.e., it thinks it under-
stood) that indicates to the user that it actually misunderstood, the
user can initiate repair. Generating appropriate positive feedback is
an important issue — it would be tedious for the user if the system
always gave feedback for each processing state it passed through suc-
cessfully. Therefore, the system uses a grounding criterion to control
when and how much feedback it gives. The grounding criterion is
dynamically updated based on the dialogue history, task model, and
physical environment. The model was tested in a Wizard of Oz
study and user studies with a prototype Lisp implementation, and
parts of the model were implemented in an Apple speech interface.

Stein & Maier (this issue) present a framework for describing, orga-
nizing, and producing multimedia discourse. They apply ideas from
the study of human communication, most notably speech act theory
and Mann & Thompson’s [22] Rhetorical Structure Theory to user-
system multimedia communication. All user and system actions
are interpreted as communicative acts, categorized based on their
purpose. These atomic, domain-independent acts can be arranged
into “dialogue scripts” that capture coherent, empirically attested
interaction patterns for a particular kind of task. Dialogue scripts



are used to organize the interaction. For example, after responding
to a user request, the system generates icons and buttons for each
of the possible next actions defined by the script. Other options
generally available to the user, such as “help”, “history”, or “infor-
mation on next step” are treated as initiations of a sub-dialogue or
meta-dialogue. The attraction of Stein & Maier’s approach is that
it offers a theoretically motivated, modality independent framework
for organizing human-computer interaction.

Walker (this issue) describes a method for testing theories of human-
computer collaboration and presents the results of tests she has per-
formed. She begins by analyzing a corpus of human dialogues to
identify collaborative strategies. One interesting phenomenon is the
abundance of utterances in which agents communicate facts that
are mutually believed or that follow from mutual beliefs. To under-
stand why redundant information might be communicated (which
incurs extra communicative effort), Walker turns to cognitive theo-
ries, which suggest, for example, that this is an efficient way to make
information accessible in working memory. However, testing such
hypotheses in human-human collaboration is extremely difficult or
impossible. Thus, Walker developed Design World, a computational
simulation environment in which two computational agents carry
out a dialogue about a simple design task. Agents’ performance is
controlled by a set of cognitive parameters that measure the cost
of retrieving information from memory, making an inference, and
communicating a fact. Performance is measured by the quality of
the design the agents create. Different communicative strategies are
defined and tested as cognitive and task parameters are varied. The
results shed light on how the cognitive properties of agents affect
collaborative behavior. This work offers a rigorous methodology for
developing computational models from analysis of human data and
testing the models in a computational simulation environment.

A KBS Letter by Haller discusses the use of different collaboration
modes — assignments of roles and responsibilities — in a plan-based
explanation system. A KBS Letter by Smith presents a theory of
dialogue based on problem-solving, identifies several levels of shared
initiative, and describes an empirical study that evaluates the results
of using different levels. A KBS Letter by Guinn, building on the
same dialogue theory, presents an algorithm for controlling initiative
that lets an agent decide between its preferred problem solving step
and that recommend by its partner.

10



2.3 User Modeling and Adaptive Systems

A major premise of Al language work has been that human participants in an
interaction model their partners and tailor their contributions based on these
models. For example, in an instructional dialogue, an expert might choose
shorter or longer object descriptions and select or omit certain information
based on assumptions about the learner’s knowledge. Research on user model-
ing originated in the natural language community but has expanded to include
the general problem of endowing interactive computer systems with the abil-
ity to model individual users and adapt their behavior based on these models
[45, 46, 47, 48, 49].

Three fundamental issues in an adaptive system (derived from [49]) are:

e Use — How does the system use information about users? That is, what
useful adaptations in its behavior can it make based on a model of a user?

e Representation and Reasoning — What information about a user is re-
quired? How should that information be represented? What sorts of
reasoning facilities are appropriate for user information?

e Acquisition — How can the necessary information about a user be obtained?

1. Use.

The classic use of and original motivation for user model information was in
natural language dialogue. Researchers showed how a system could tailor de-
scriptions of objects [50], volunteer additional information [51], and correct user
misconceptions [b1, 52, 53], among other benefits. Recently, researchers also
have explored ways that user models can be used in direct manipulation in-
terfaces. For example, Goodman and Litman [54], focusing on plan-based user
models, list uses that include (1) constraining user choices, e.g., by dimming out
irrelevant menu items, (2) automatic task completion, e.g., to fill in plan steps
known to follow from the plan attributed to the user, and (3) error prevention,
e.g., to prevent users from taking actions that are not on the path to their goal.
Other researchers have used user models to aid in hypertext navigation [55],
adapt hypertext to a user’s level of expertise [56], and filter email to people
likely to be interested in it [57].

For most of the history of user modeling research, benefits of adapting system
behavior based on a user model were claimed rather than demonstrated empir-
ically. However, Kobsa [47] cites several recent empirical evaluations, including
results that show that adapting hypertext can improve user comprehension and
search speed [56] and that navigational assistance for hypertext also can improve

search speed [55].

2. Representation and Reasoning.
Kobsa [47] identifies three major types of knowledge about users that could
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be useful to a system, (1) stereotypes — subgroups of a user population likely
to possess “homogeneous application-relevant characteristics”, (2) users’ plans,
goals, and other intentional attributes, and (3) users’ preferences, e.g., concern-
ing types of email messages they are likely to be interested in.

The stereotype approach [49, 58, 59, 60] is popular and fairly easy to im-
plement. A designer must define appropriate subgroups of the user population
(the stereotypes), identify user behaviors that enable a system to categorize
users into a subgroup, and represent the set of features that characterizes each
stereotype and arrange the stereotypes into a hierarchy. Plan-based user mod-
els have the advantages and drawbacks of plan recognition, as discussed above.
Work on modeling user preferences has a somewhat different flavor, for example,
in exploring connectionist, learning, or statistical techniques.

A wide variety of representational formalisms have been used, including
frames, attribute-value pairs, Prolog, and first order logic. Information about a
user rarely can be guaranteed to be correct. Since one assumption about a user
often leads a system to make other inferences, when an assumption 1s revised,
the validity of other conclusions the system has drawn must be examined. This
makes truth maintenance reasoning important.

3. Acquisition.

Information about users may be acquired explicitly — by engaging a user in an
interaction expressly designed to acquire information — or implicitly — inferring
information based on user actions [49]. Both methods have drawbacks. If users
must answer system questions or fill out a form, they may find this obtrusive
and may have a difficult time characterizing themselves accurately. On the
other hand, implicit acquisition can be a difficult computational task, depending
on the type of user model being constructed. Plan recognition, as previously
mentioned, is a very difficult computational problem. Among other things, it is
difficult to know when a user is starting a new plan (as opposed to continuing the
current one), users may suspend and resume plans, actions may be part of more
than one plan, and there may be multiple plans for a single goal [47]. Stereotypes
can be easier to recognize — each stereotype generally has a triggering condition
that, when satisfied, leads the system to categorize the user as a member of that
stereotype. And some representations of user preferences are fairly simple, and
thus can be computed easily. For example, simple statistics on what messages a
user reads in Net News may allow a system to filter the messages the user sees
in the future [61].

3 The Human Complementary Approach
The advent of direct manipulation interfaces; the growing usage and complexity

of personal computer application software, and the coalescence of the Human-
Computer Interaction research community in the early 1980s led to another

12



perspective on human-computer collaboration. The Human Complementary ap-
proach seeks to improve human-computer interaction by making the computer
a more intelligent partner. This is a very pragmatic goal, in contrast with the
more philosophical goals that motivate the Human Emulation approach. How-
ever, achieving this pragmatic goal requires fundamental research into people’s
cognitive and perceptual abilities, how people work as individuals and in groups,
and computational representation, reasoning, interaction, and information pre-
sentation techniques. This research assumes that humans and computers have
fundamentally asymmetric abilities. To create systems that are intelligent part-
ners, researchers invent interaction paradigms that divide responsibility between
human users and computer systems in ways that exploit the strengths and over-
come the weaknesses of both partners. Researchers also explore ways to use
modern interface technology to design communication methods that are natural
for both partners.

A KBS Letter by Stolze discusses the importance of general perspec-
tives for system design, describes the information processing and
sttuated action perspectives, and advocates that designers integrate
insights from multiple perspectives.

3.1 Direct, Incremental Specification of Goals and Plans

Many researchers have looked for ways to bypass the difficult problem of intent
recognition, which requires making inferences about a user’s mental state based
on observed actions. We have encountered plan recognition and user modeling
as instances of this problem. In the Intelligent Tutoring Systems (ITS) field, the
problem of student modeling is very similar to user modeling. As traditionally
formulated, it too involves difficult issues in intent recognition as well as the
diagnosis of misconceptions.

However, ITS researchers have been active in designing interaction tech-
niques that allow users to express their intent directly, rather than requiring
the system to guess it [62, 63, 64]. By analyzing how a class of users works
within a particular task domain, say symbolic integration, financial analysis,
or medical diagnosis, researchers develop a set of goals and plans for achieving
these goals. These goals and plans are represented formally in a knowledge
representation language and also represented graphically as objects in a di-
rect manipulation interface [40]. Users then directly specify their goals and
plans. This benefits both user and system. The user is given a medium for
making problem-solving explicit, rather than having to do it mentally or using

IWithin the field of ITS, there is a distinction between systems that teach students a fixed
curriculum and those that provide a learning environment in which students choose their own
tasks to work on, and the system provides assistance as appropriate. The former type of
system can fix the goals that a student works on; we are interested here in the latter type of
system, where determining a student’s goal becomes an important issue.

13



non-computational aids like paper and pencil. The system gains access to a
high-level specification of what it is that the user is trying to accomplish, thus
simplifying the computations required to play a useful role in the interaction.
For example, computations to track and display finished and unfinished steps
in the plan, to fill in low-level details required in executing a plan, and to de-
termine whether a plan is inappropriate are very useful and much simpler than
plan recognition. Checklists [65, 66], computerized versions of the everyday to-
do list, are a specific interaction resource used for organizing interaction and
tracking and displaying progress toward a goal.

Systems by Self for logic tutoring [63] and Singley for algebra rate of change
problems [67] explored the use of “goal posting”. For example, in Singley’s
system, a user selects a goal such as “find dp/dt in terms of t”. She next
chooses a plan operator for achieving the goal, such as using the chain rule.
Several subgoals might have to be satisfied before the operator can be applied.
At all times, the system keeps track of which goals have and have not been
satisfied, visually differentiating the current goal, satisfied goals, and unsatisfied
goals. Empirical studies showed that the goal posting technique improved user
performance and facilitated learning.

The goals and plans in this type of system generally are very domain specific.
The power of domain-specificity comes at a cost — each new domain requires a
different set of goals and plans and often a different set of visual representations.
Researchers have attacked the cost of developing domain-specific systems in
several ways.

One approach is to take a multi-level or “layered” approach in which plans
are arranged in hierarchies. For example, in Bonar & Liffick’s BRIDGE tutor
[62], the highest level is a set of English phrases derived from studies of how
novice programmers conceive of procedures. A second level consists of program-
ming plans represented graphically as icons, which can be arranged into various
well-defined configurations. The third level is the Pascal programming language.
In such an approach, lower levels are more general purpose, and higher levels
are more specialized, encapsulate domain and task knowledge, and are easier
to use. Entities at one level are built from entities and operations of the next
lowest level.

A second approach is found in the work of Bonnie Nardi and colleagues at
Hewlett-Packard [68, 69]. They carried out empirical studies that illustrated
the power of domain-specific programming systems such as spreadsheet formula
languages and CAD extension languages. They then defined a set of common
visual formalisms, such as tables, charts, graphs, and control panels, and cre-
ated a toolkit for building domain-specific systems that apply and combine the
appropriate components.

In addition to techniques for directly specifying goals, another important
notion is the incremental specification of goals. People typically do not form
precise definitions of goals to accomplish, then plan to achieve their goals, then
carry out their plans. Rather, acting, planning, and forming and pursuing
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goals are interleaved. A number of interaction techniques have been explored
that support incremental specification of goals in exploratory activity. The
retrieval by reformulation [70, 71, 72] information retrieval technique interleaves
query definition, querying, and evaluation of results. Experiments with critics
(discussed in detail in the next section) have shown that users may refine their
goals based on the delivery of advice from a system about user actions. They
begin by specifying information they know and care about, then gradually refine
and elaborate it in response to system advice.

3.2 Dividing Responsibility: The Critic Paradigm

Determining an effective division of responsibility between a user and an intelli-
gent computer system is a fundamental issue in human-computer collaboration.
In the systems we have just discussed, a user is responsible for selecting high-
level plans, and the system is responsible for performing low-level details and
tracking and displaying progress. Critiquing [73, 74, 75, 76, 77, 78, 79, 80] is
another well known paradigm for collaboration that addresses the division of
responsibility issue. Intuitively, a eritic is a program that “looks over the shoul-
der” of users as they perform tasks in a computational environment and offers
critiques (advice) from time to time. Critics compute their advice by using a
domain knowledge base to examine the actions users perform and the products
they create.

Critics exploit the asymmetry in human and computer abilities. Humans
have common sense knowledge and know the tasks they are trying to accomplish
using a computer system. Computers can be given much specialized domain
knowledge and excel at maintaining consistency and in bookkeeping operations.
Therefore, in a critiquing interaction, humans select goals to pursue, attempt to
achieve the goals, and retain control of the interaction. Critics detect potential
problems in user’s problem solving and suggest solutions, propose additional
relevant issues to consider, and automatically perform routine or low-level as-
pects of the problem solving.? Users then evaluate system critiques and decide
how to respond, based again on their knowledge of the task.

It is important to realize that critics do not necessarily solve problems
for users. Rather, their role 1s to stimulate and inform user problem solving
[74, 79, 81]. As Fischer and colleagues put it [74](pp 124, 126), they must
present a “reasoned opinion about a user’s product or action” and must “rec-
ognize and communicate debatable issues concerning a product”. Critics also
have access to a user’s (partial) solutions in computing their assistance. That

2Relying on the strict definition of a critic as a system that critiques user actions, one
might question whether a system that does problem solving should be called a critic. However,
the problem solving of critics such as those described in [81, 79, 80] is done in response to
user actions and is presented to users for judgement and possible modification. Therefore,
I believe that it does not violate the spirit of the critiquing approach to allow critics some
limited problem solving ability.
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critics have access to user solutions and do not need to solve complete problems
automatically distinguishes them from expert systems [77].

The notions of presenting a reasoned opinion and of issues being debatable
emphasize that in many interesting domains there is no “right answer”. Experts
may disagree, evaluation criteria may be somewhat subjective, and different
factors may trade off against each other. In such cases, a critic’s role is to
engage the user in a reasoned “argument” in which issues are made explicit and
alternative solutions and their pros and cons are considered [82]. Ideally, an
“argumentation” interaction such as this should lead to learning on the part of
both the human and computer partners; this issue is discussed below.

Critics have been widely used in design applications. For example, in Janus
[74], users design a kitchen floor plan by selecting and positioning appliances.
Critics use expert knowledge about kitchen design to detect potential problems
with the floor plan such as the stove and refrigerator being too far apart. Both
Silverman[77] and Terveen[78, 79, 80] discuss critics that aid users in knowledge-
base construction. Rules that ensure knowledge structures are unambiguous,
consistent, and complete are used to critique a user’s partial specifications.

One of the advantages of the critiquing approach is that it 1s fairly simple to
implement. The minimum requirements are product analysis and presentation
components to compute and deliver the critiques [77]. Of course, more com-
plexity may be added: for example, Fischer et al’s [74] process model includes
goal recognition, user modeling, and user modification capabilities. However,
these capabilities can be added incrementally to the basic approach to ensure
a favorable ratio of cost (of knowledge engineering and runtime computation)
to benefit (enhanced user performance). In addition, both more and less com-
plicated versions of these capabilities exist and can be applied. For example,
goal recognition can be done the hard way, i.e., using Al plan recognition tech-
niques. However, a very simple technique is to hard-wire in one or more domain
goals. As discussed above, a third approach (of intermediate complexity) is to
represent domain goals and plans in the interface and allow users to specify
them explicitly. Fischer and colleagues [75, 76] discuss how combining a goal
specification component with a critiquing system improves the quality of sys-
tem advice.? For another example, product analysis may be done analytically
— checking products with respect to predefined features and consequences — or
via differential analysis — comparing the user’s solution to one generated by the
system using an expert module. The second approach is more complicated and
works only when the domain can be formalized sufficiently to allow the system
to compute full solutions.

Nakakoji & Fischer (this issue) present a model of human-computer
collaboration in design that integrates specification of design require-

3This approach is a form of ezplicit user model acquisition. Users respond to a set of
domain-specific questions, then rate the importance of each factor. The system tailors its
advice based on the user answers and ratings.
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ments, construction of design artifacts, critiquing, and knowledge
acquisition. Designers work by specifying requirements that their
designs must satisfy and building artifacts in the construction area.
The system uses the requirements and (partial) design artifacts to
deliver three types of assistance: (1) messages indicating potential
problems, (2) indices into an argumentation base that explains issues
raised by the current design, and (3) a set of examples of previous
designs, retrieved from a catalog by their relevance to the current
design. When critics have access to user requirements, they can de-
liver advice more tailored to the particular design situation, allow-
ing a designer to focus on its distinctive features. Empirical studies
showed that system assistance is useful even if designers disagree:
for example, they may articulate reasons to disagree or conditions
that define more precisely when the system’s advice is valid. When
designers do articulate new knowledge, they can add it to the system
by modifying the argumentation, adding new items to the require-
ments component, modifying items in the design palette, or adding
new design analysis rules. Criticism thus leads to the growth of user
and system knowledge (see [83, 84] for other perspectives on the
growth of knowledge through system use).

Rogers (this issue) presents a model and implemented system of
human-computer collaboration in visual problem solving — tasks in-
volving the understanding and interpretation of visual images. Her
work began with extensive empirical study of how radiologists use
chest x-rays in diagnosis, and she developed a general methodology
for analyzing cognitive data to guide system design. The studies
identified types of visual objects radiologists looked for, visual fea-
tures used to detect objects, the role of attention and expectations,
types of reasoning performed, evidence used in reasoning, and com-
mon errors. These results served as the basis for a cognitive model
of visual problem solving and a system architecture. A blackboard
architecture was judged appropriate because of the diverse sources
of knowledge and types of reasoning involved and the need for flexi-
ble, opportunistic problem solving. The blackboard approach allows
both user and system to offer interpretations, hypotheses, and sug-
gestions and to query each other. An important role for the system
is to present suggestions that help avoid common types of over-
sights and errors. Empirical studies showed that using the system
increased solution quality. As in Walker’s paper, Rogers develops a
computational model based on close analysis of human collaborative
behavior; however, where Walker tested her model through compu-
tational simulation, Rogers tested hers by performing user studies.
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3.3 Visual Objects as Communication Medium and Con-
text

One of the key goals of the Human Complementary approach has been to explore
ways to use new interface technology for effective human-computer communi-
cation. The direct manipulation interface paradigm stimulated much interest
with its ability to constitute a model world for a particular domain, in which
objects and relationships are represented graphically, and actions are performed
by manipulating the objects.

In Don Norman’s work on cognitive artifacts [11], he showed how artifacts
such as simple to-do lists expand human cognitive capacities by serving as exter-
nal memories. Artifacts can store more information than can be stored in short
term memory, they store it permanently, and the spatial arrangement of items
can represent conceptual relationships. The use of interface representations as
external memories is exploited to some degree by all direct manipulation inter-
faces. For example, the desk top metaphor for file systems makes it unnecessary
for users to remember the names of their directories and files or issue a com-
mand to list them before they can perform an operation. Intelligent systems
that dynamically compute information to communicate to the user present op-
portunities for a more sophisticated type of external memory. An additional
motivation for exploring the communicative potential of direct manipulation
techniques has been to avoid some of the problems in language interaction, such
as constructing references and instructions, deciding whether and when a user
should be interrupted, managing initiative, and ordering the information to be
communicated.

Several researchers have explored ways to deliver information that exploit
the interactive potential of computational media and avoid the problems faced
by language-based communication [79, 80, 85, 86, 87, 88]. The basic idea is
to communicate as much information as possible by modifying the display of
graphical objects rather than generating text. For example, the HKE system
[78, 79, 80] computes various types of critiques as a user adds and links ob-
jects in a knowledge diagram, including {roubles — inconsistencies that must be
addressed — and suggestions — optional issues to consider. Color, shading, and
fonts are used to modify the display of objects in the diagram to communicate
this information. DETENTE [85] partially automates task management and
uses a similar set of display techniques to communicate task status. In HKE
and DETENTE, the work objects on the user’s screen were transformed into
an tmplicit agenda, from which users could “read off” work they needed to do.
The PetriNED system [87] detects problems as a user constructs a Petri net. In
addition to modifying the visual properties of objects, it also changes the shape
of the cursor and uses lines to indicate potentially problematic relationships
between objects.

The benefits of visual information delivery include (1) reducing the need
for language generation, (2) leaving initiative with users — they can deal with
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advice whenever they want by interacting with the appropriate display object?,
(3) avoiding unnecessary sequentiality — a system can display many critiques
at once, and users can respond to them in whatever order they want, and (4)
avoiding memory errors — it i1s much less likely that users will forget about an
issue when 1t is encoded persistently as a visible property of a display object.
Of course, not all interaction can be managed around objects. For example,
in HKE, users can interact with a visually distinguished object to get a repar
resource that further explains the issue(s) involving the object, encapsulates a
set of methods for resolving the issue, and guides the user through the process
of selecting and applying a resolution method. These resources are reified dia-
logues. They are associated with graphical objects, and users can return to them
and re-interact with them whenever they desire, e.g., to change their responses
and take an alternative path through the dialogue.

3.4 Adaptation through Collaboration

When two people work together to solve a problem, adaptation and learning
occur naturally. For example, if two children are working together to solve an
algebra word problem, one might offer a solution. In response to the other’s
questions, she would be forced to articulate how she reached the solution, jus-
tify the steps, state assumptions, etc. A similar dynamic occurs when several
professionals work together. Each might offer a solution. They then would have
to identify the rules and principles they used to reach their solutions, determine
how the two solutions related to each other, and identify exceptions to rules
and tradeoffs between principles. Notice how both partners benefit from this
process, one from clarifying and elaborating her own knowledge, the other from
access to a much richer knowledge structure.

Researchers have explored ways to bring comparable adaptation and learning
to human-computer collaboration, for both the human and computer partner.
The critiquing paradigm naturally offers a form of learning to users [78, 89, 90,
91]. That is, a well-designed critic offers an alternative perspective on what a
user has done by pointing out potential problems, suggesting additional relevant
issues to consider, and making reasonable guesses to fill in low-level details. This
brings not just the immediate benefit of improving the current problem solving
process; it also exposes users to (potentially) new knowledge that they can apply
themselves in the future without need for system critiquing.

Intelligent Tutoring Systems researchers have explored the notion of collabo-
rative learning [92, 93]. They have extended the traditional two agent model of
ITS — a learner and automated tutor — by adding a simulated peer or co-learner.
This work draws on pedagogical and psychological research that details the

40f course, when it truly is necessary, e.g., a dangerous situation has been detected that
the user must deal with, a system still can take the initiative and force the user to respond.
However, visual information delivery makes this an option that the system designer (or the
system itself) can select, rather than the default behavior.
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benefit of social interaction for individual learning. In Vygotskian [94, 95, 96]
terms, a dialogue or argument is nternalized, leading to enhanced knowledge
for the individual. The technical challenge for producing a co-learner is that
it must learn to keep the level of its knowledge relatively close to that of the
human learner. Both machine learning techniques and “simulated” learning, in
which the co-learner advances through a pre-programmed sequence of knowledge
states, have been explored.

Other researchers have investigated additional techniques that enable sys-
tems to adapt and learn from the collaboration process, including:

e Extending argumentation dialogues to allow users to modify the system’s
argument base.
The IBIS method and derivatives [97, 98] are commonly used to organize
argumentation. Information is represented as hypertext, with a specialized
set of nodes such as issues, answers to the issues, arguments pro and con
for the answers, and relationships between the nodes. As users interact
with such an argument structure, it is easy to allow them to add new
issues, answers, and arguments and to create new links. Subsequent users
then receive the benefit of interacting with the enhanced argumentation
structure.

e Providing end-user modification facilities that allow users to modify sys-
tem knowledge structures.
The limit of the type of argumentation structure just described is that
is largely up to users to traverse it. If a system, say a critic, is to auto-
matically direct users to relevant arguments, it needs rules that map from
user actions and situational features to the argument base. In general,
any knowledge representation that a system uses to drive its interaction
with the user may have to be modified. The Information Lens/Object
Lens/Oval line of research by Malone and colleagues [99, 100, 101] ex-
plored techniques for end users to edit and modify objects in frame-based
knowledge bases and to write and modify rules that used a domain-specific
vocabulary of conditions and actions. Fischer & Girgensohn [102] and
Candy, O’Brien & Edmonds [89] also explored techniques for letting users
modify object hierarchies, properties, and rules.

e Using machine learning techniques to infer patterns in users’ activities.
People are better at modifying existing artifacts than creating new ones.
Therefore, rather than requiring users to create new rules and objects
from scratch, it would be better for a system to infer rules, then present
them to users for approval or any necessary modification. Bailin [103]
describes a software design system in which designers demonstrate faulty
design patterns and the system uses failure-based learning to learn detec-
tion and repair rules. Crow & Smith [104] describe a system that monitors
user actions in a command language interface and uses pattern recogni-
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tion techniques and simple domain knowledge to recognize patterns of
commands. The system then engages the user in a dialogue, allowing him
or her to verify and modify the patterns, after which they are available to
the user as new “meta” commands. Maes and colleagues [105, 106] also
have explored machine learning techniques for letting agents learn about
users’ personal preferences, e.g., for scheduling meetings.

Fisenberg (this issue) explores solutions to the tension between short-
term and long-term goals of a user of an interactive system. In
the short term, performing the task at hand quickly and easily
is paramount. In the long term, however, mastering the tool and
learning the domain may be more important. Thus, from one per-
spective, learnability, ease of use, and efficient problem solving are
central, while from the other perspective, expressiveness, flexibility,
and learning are key. Eisenberg addresses this dilemma with the no-
tion of programmable design environments (PDES). PDEs combine
the domain-oriented design environment [107, 108] and critiquing
paradigms with a “domain-enriched” programming language. The
SchemeChart PDE integrates direct manipulation tools for creating
charts and graphs with a version of Scheme enriched with drawing
primitives. Example charts and “query-able objects” index Scheme
code used to produce them, thus providing entry points for learning
programming concepts as users’ needs or curiosity lead them in this
direction. Critics also help users to design better charts and to learn
Scheme. The most important aspect of the SchemeChart PDE is
how it integrates mechanisms that facilitate ease of use and effective
problem solving with support for learning the Scheme programming
language. Users learn as they are motivated, in the context of con-
crete problems they care about [69].

4 Toward a Unified Approach to Human-Computer
Collaboration

The goal of this section is to sketch the shape of a unified approach to human-
computer collaboration Our discussion highlighted differences between the Hu-
man Emulation and Human Complementary approaches, but also revealed po-
tential convergences. Table 2 summarizes four themes from the the Human
Emulation approach, four themes from the Human Complementary approach,
and four themes from the proposed unified approach.

Table 2 goes about here
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The first two lines of the table show two unresolved differences between the
approaches:

e intent recognition vs. intent specification,
o symmelric agents vs. asymmelric agents.

The third and fourth lines show differences that have been reconciled into uni-
fying themes:

e natural language vs. direct manipulation = natural communication,
e adaptive systems vs. adaptable systems = collaborative adaptation.

Finally, the last two items in the table show two unifying themes that cut across
previously discussed issues and distinctions:

e reification,
e balancing representation and reasoning with interaction.

Let’s first consider the two unresolved differences, then discuss the four unifying
themes.

Intent recognition vs. intent specification.

Human FEmulation models have presumed that agents must infer each other’s
intent; thus, the development of algorithms and heuristics for inferring mental
state based on observed actions is central. While these algorithms and heuristics
are domain independent, they require much rich domain-specific knowledge to
work. Human Complementary work has attempted to avoid the problem of
intent recognition by developing domain-specific languages and interfaces that
allow users to specify their goals and plans directly.

Symmetric vs. Asymmetric agents.

Human Emulation models presume rational agents with symmetric abilities,
in particular, to form goals, to plan to achieve goals, and to infer the plans
of their partners. Human Complementary work assumes that computer and
human agents have asymmetric abilities. Responsibility for accomplishing a
task is divided to maximize the strengths of each agent, with computer agents
designed to complement humans.

Theme 1 — Reification.

A great power of graphical interfaces is to reify, making previously invisible
entities visible and providing a concrete representation of abstractions. User
and system share access to entities in the interface and can manipulate these
entities. Our interest is in reifying the models and processing of a collaborative
system. We have seen examples of the following objects being reified:
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e goals, plans, and tasks [40, 62, 63, 64, 66, 67, 85, 91] — Users can directly
examine and select goals, plans, and tasks, reducing the need for system
inference. Once selected, these structures become a visible context useful
for tracking and displaying the state of problem solving and giving users
control over the problem solving process.

o inference steps [78, 79, 80] — Users are made aware of and can respond to
system inferences by accepting, modifying, or rejecting them.

o dialogue and dialogue context [28, 29, 30, 31, 37, 38, 40, 78, 79] — This
aids users in constructing followup questions or new questions that refer
to previous context. Users can return to a previous topic or explore a
different path through the dialogue.

o user models [63, 104] — Reifying user models enables collaborative adapta-
tion, a theme considered separately below.

Theme 2 — Balancing representation & reasoning and interaction.
Representation and reasoning are necessary for a collaborative system. How-
ever, some models of collaboration subsume many of the hardest and most
fundamental problems in AT and cognitive science. For example, Self [63] de-
scribes how the “student modeling problem” for Intelligent Tutoring Systems
can expand to encompass control of reasoning, representation of commonsense
knowledge, plan recognition, mental models, episodic memory, and individual
differences. Similar remarks could be made about work in user modeling and
natural language discourse.

If collaboration wnherently involves solving these hard problems, then we
have no choice but to make the attempt. However, I think there is a way out
— to exploit the power of interaction to overcome limits on reasoning. We have
encountered this approach in various guises. For example, Johanna Moore’s
work illustrates this point with respect to user models. Her systems exploit
user model information when available; however, she notes the practical diffi-
culties in obtaining reliable information about users and reasoning with such
information. Therefore, rather than concentrating solely on developing reason-
ing techniques that produce just the right explanation given just the right user
model, she has explored ways to use interaction and feedback to make commu-
nication successful.

The power of interaction also is seen in an emphasis on incremental process-
ing. For example, Grosz, Sidner, & Lochbaum’s SharedPlan model explicitly
rejects the notion that one agent must recognize a previously existing and com-
plete plan of another agent (a difficult inferential task). Rather, plans are con-
structed incrementally through interaction. Within a very different tradition,
critics have been shown to stimulate users to refine their plans incrementally.
Users begin by specifying information they know and care about, then gradually
fill in details and refine their original specifications in response to system advice.
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Finally, the retrieval by reformulation paradigm is an incremental method for
specifying a query (which embodies the user’s goal of retrieving certain infor-
mation) that also depends on reifying intermediate formulations of the query.

Theme 3 — Natural communication.

Once upon a time, natural language and direct manipulation were seen as two
distinct and often competing interaction paradigms. However, investigations
of what makes natural communication [109] effective have helped to shape an
emerging synthesis. Studies of human conversation revealed the importance of
properties such as shared context, mixed initiative, clarification sub-dialogues,
and mechanisms for the management of trouble — all properties that are indepen-
dent of the communication medium. We have discussed research that applied
these properties to create multimedia dialogues, integrating the strengths of
natural language and direct manipulation and reifying discourse context in a
direct manipulation interface. We also have seen how these insights have been
exploited by explorations in the use of modern interface techniques to organize
interaction, e.g, structuring dialogue around the graphical objects that comprise
the shared work context and reifying dialogues as interface objects. The com-
mon goal is to combine the best of natural language communication and modern
interface technology to create interactions that are natural for both people and
computers.

Theme 4 — Collaborative adaptation.

Within the Human Emulation approach, there has been a heavy focus on tech-
niques for systems to model their users and automatically adapt their behavior
to the individual user. Within the Human Complementary approach, the em-
phasis has been more on methods for allowing users to adapt systems. However,
there is work that points the way toward synthesizing these two perspectives
[110]. Adapting system behavior to an individual user should itself become a
collaborative activity, with user and system playing appropriate roles.

The modeling process may begin with the system observing the user and
doing its best to create a model. This might result in categorizing the user as
belonging to some stereotype, inferring the user’s plans, generating a pattern
that summarizes the user’s actions, or producing an email or Net News filter [61].
This model then should be reified, making it available for the user to inspect
and edit as necessary. Further, it may be possible for the user to request a
“simulation” of system behavior to understand better how the user model drives
system adaptation. Thus, adaptation is an incremental, collaborative activity,
in which the user model becomes more refined and accurate over time.

To summarize and conclude, we have taken a critical look at the field of human-
computer collaboration. After deriving a set of fundamental issues from a def-
inition of collaboration, we considered how two major, historically distinct ap-
proaches addressed the issues. Finally, we sketched out a set of themes that we
suggest should be central to a unified approach to HCC.
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Collaboration Issue

Human Emulation

Human Complementary

1. Determining shared goals

goal /plan recognition

goal specification languages
exploratory environments

2. Allocating responsibility,
planning, and coordination

goal /plan recognition

(collaborative) planning

system as advisor

fixed, appropriate divisions of
responsibility

system as critic

system as problem solving partner

3. Shared context

(reified) discourse context model world

external memory
implicit agenda

4. Communication

natural language

NL & DM integration
discourse planning
multimodal dialogue

visual information delivery
reified dialogues

5. Adaptation and learning

adaptive — user modeling adaptable — end user mod.

argumentation
learning on demand
collaborative learning
machine learning

Table 1: Collaboration Issues and Approaches
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Human Emulation

Human Complementary

Unified

intent recognition
symmetric agents
natural language
adaptive systems

intent specification
asymmetric agents
direct manipulation
adaptable systems

natural communication
collaborative adaptation
reification
representation & reason-
ing vs. interaction

Table 2: Toward a Unified Approach to Human-Computer Collaboration
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