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Abstract. Association rules are a ¢assof important regularities in databases. They
are foundto be very useful in pradicd applications. However, the number of as®-
ciation rules discovered in a database can be huge, thus making manual inspedion
and analysis of the rules difficult. In this paper, we propcse anew framework to
alow the user to explore the discovered rules to identify those interesting ores.
This framework has two comporents, an interestingnessanaysis componrent, and a
visuali zation comporent. The interestingnessanalysis comporent analyzes and a-
ganizes the discovered rules acording to various interestingness criteria with re-
sped to the user’s existing knavledge. The visualization comporent enables the
user to visualy explore those patentially interesting rules. The key strength of the
visuali zation comporent is that from a single screen, the user is able to oltain a
global and yet detailed picture of various interesting aspeds of the discovered
rules. Enhanced with color effeds, the user can easily and quckly focus his/her
attention onthe more interesting/useful rules.

1. Introduction

Assciation rules, introduced in [2], have recadved considerable dtention in data
mining reseach and applicdions. The main strengths of assciation rule mining are
that the target of discovery is not pre-determined, and that it is able to find all asocia-
tion rules that exist in the database. Thus, association rules can reved valuable and
unexpeded information in the database. However, these strengths are dso its wes-
ness i.e., the number of discovered rules can be hugg, in thousands or even tens of
thousands, which makes manual inspedion of the rules to identify the interesting ones
an almost impossble task. Automated asdstanceis thus needed.

Determining the interestingrnessof arule is not a simple task. A rule can be inter-
esting to one person but not interesting to another. The interestingness of a rule is
esentialy subjedive. It depends on the user’s existing krowledge about the domain
and his’her current interests.

This paper proposes a new interadive and iterative framework to help the user find
interesting asociation rules. The propaosed framework consists of two components, an
interestingressanalysis component and a visuali zation component. The interestingress
analysis component allows the user to spedfy his/her existing krowledge. It then uses
this input knowledge to analyze the discovered rules acording to various interesting-
ness criteria, and through such analysis to identify those potentialy interesting rules
for the user. The visualization component makes it easy for the user to visually ex-



plore the potentialy interesting rules. The key strength of the visuali zation component
isthat from a single screen, the user is able to oktain a global and yet detailed picture
of various interesting aspeds of the discovered rules. This enables him/her to visually
deted any unusual pattern without the need to browse through alarge number of rules.
Threemain types of information are shown on the screen:
(1) different kinds of potentialy interesting rules.
(2) different degrees of rule interestingnessand the number of rulesin ead kind.
(3) interestingitemsin the cnditional part or the amnsequent part of the rules.
Enhanced with color effeds, these types of information can lead the user to easily and
quickly explore various aspeds of the discovered rules and to focus his/her attention
on those truly interesting/useful ones. The whole system works as foll ows:
Repeat until the user deddesto stop
1 the user spedfies ®me existing knavledge or modifies the knowledge spedfied pre-
vioudly;
2 the sygtem analyzes the discovered rules acarding to some interestingnesscriteria;
3 the user inspeds the analysis results through the visualizaion comporent, saves the
interesting rules, and removes those unwanted rules.

2. Aswciation Rulesand Subedive Rule Interestingness

2.1 Generalized association rules

Letl ={i, ...,i,} be aset of items, T be aset of transadions, and G be aset of tax-
onomies or class hierarchies. A taxonamy is a direded acyclic graph onthe itemsin
I, where an edge represents an is-a relationship. A taxonamy exampleis iown in Fig
1. A generalized association rule [15] is an implicaion d the form X - Y, where X
OnLyYOl,andX n Y=0.Therule X - Y hddsin the transadion set T with corfi-
dencec if c% of transadionsin T that suppat X also suppat Y. Therule has suppat s
in T if s% of the transadions in T contains X O Y. A transadion t that suppats an
itemin | aso suppatsall itsancestorsin I. For example, an asociation rule could be:
cheese, milk — Fruit [suppat = 5%, confidence= 70%],

which says that 5% of people buy cheese, milk and Fruit together, and 70% of the
people who buycheese and milk also buyFruit (of any kind).

Foodtem

FruitA/Dairy_ odu:t\bMea
grape pea apple mil cheese butter be pork chicken

Fig L An example taxonamy

2.2 Subedive ruleinterestingness

Past research hasidentified two main subjedive rule interestingnressmeasures:
Unexpectedness[14, 7]: Rules are interesting if they “surprise” the user.
Actionability [11]: Rules are interesting if the user can do something with them to
his/her advantage.
The two measures of interestingress are not mutually exclusive. Interesting rules
can be dasdfied into threecaegories[14]:
1: rulesthat are both urexpeded and adionable,
2: rulesthat are unexpeded bu not adionable, and
3. rulesthat are adionable but expeded.
Category 1 and 2can be handled by finding urexpeded rules, and category 3 can be



handled by finding the rules that conform to the user’s knowledge. This paper pro-
pases a new framework to help the user find these two types of rules, i.e., unexpeded
rules, and expeded rules (or conforming rules).

3. ThelnterestingnessAnalysis Component

This comporent uses the user’s existing knovledge to analyze and identify various
types of patentially interesting rules from the discovered association rules.

3.1. The spedfication language

A spedfication language is designed to enable the user to express hisher existing
knowledge. This language focuses on representing the user’s existing knavledge
abou associative relations on items in the database. The basic syntax of the language
takes the same format as asciation rules.

This language has three levels of spedfications. Eadch represents knowledge of a
different degree of predseness They are: general impressions, reasonably precise
concepts, and precise knowledge. The first two levels represent the user's vague
fedings. The last level represents hisher predse knowledge. This division is impar-
tant because auser typicdly has a mixture of vague and predse knowledge.

The proposed language dso uses the ideaof classhierarchy (or taxonamy) asin
generalized association rules. The hierarchy in Fig 1 can also be represented by:.

{grape, pea, apple} O Fruit 0 Foodtem

{milk, cheese, butter} O Dairy_product (] Foodtem

{bed, pork, chicken} 0 Mea [0 Foodtem
Fruit, Dairy_product, Meda and Foodtems are dasses (or class names). grape, ped,
apple, milk, cheese, bed, pork, chicken, #Fruit, #Dairy_produwct, #Mea and
#Foodtems are items. Note that in generalized assciation rules, classnames can aso
be treaed asitems, in which case, we gpenda “#” in front of a dassname. Note dso
that in the proposed language, a dasshierarchy does not need to be @nstructed be-
forehand. A classcan be aeded any time when needed by wsing a set of items (see
the examples below).

General Impresson (Gl): It represents the user’s vague feding that there shoud be
some asciations among some dasss of items, but he/she is not sure how they
are asciated. Thiscan be expressed with:

gi(<S, ..., S,>) [support, confidence]

where (1) Ead Sisone of the following: an item, a dass or an expresson C+
or C*, where Cisa dass C+ and C* correspondto ore or more, and
zero or moreinstances of the dassC, respedively.

(2) A discoveredrule: a,, ..., a, - b, ..., b, conformsto the Gl if <a,,...,
a, b,,..., b>can be mnsidered to be an instance of <S,, ..., S>>, oth-
erwise it is unexpected with resped to the Gl.

(3) Support and confidence are optional. The user can spedfy the mini-
mum support and the minimum confidence of the rules that he/she
wantsto see

Example 1: The user believes that there exist some aciations among {milk,
cheese}, Fruit items, and bedf (assume we use the dasshierarchy in Fig 1). He/she
spedfiesthisas.

gi(<{milk, cheesg}*, Fruit+, bee>)
{milk, cheese} here represents a dass constructed on the fly urlike Fruit. The
following are examples of association rules that conform to the spedfication:



apple - bed
grape, pea, bed — milk
The following two rules are unexpeded with resped to this gedfication:
(1) milk - bed (2) milk, cheese, pea — clothes
(1) isunexpeded because Fruit+ is not satisfied. (2) is unexpeded becaise bed is
not present in the rule, and clothesis not from any of the dementsin the GI.

Reasonably Precise Concept (RPC): It represents the user's concept that there
shoud be some a&wciations among some dasss of items, and he/she dso knows
the diredion d the associations. This can be expressed with:

rpc(<s, ..., S, - V,, ..., V;>) [support, confidence]

where (1) Eadh SorV, isthesame &S in the Gl spedficaion.

(2) A discoveredrule, a,, ..., a, - b, ..., b, conformsto the RPC, if the
rule can be considered to be an instance of the RPC, otherwise it is
considered as unexpected with resped to the RPC.

(3) Support and confidence are ayain optional.

Example 2: Suppce the user believes the following:

rpc(<Med, Med, #Dairy_product — {grape, apple} +>)

The following are examples of association rules that conform to the spedfication:

bed, pork, Dairy_product - grape

bed, chicken, Dairy_product — grape, apple
The foll owing two rules are unexpeded with resped to the spedfication:

(1) pork, Dairy_product — grape (2) bed, pork - grape
(1) is unexpeded because it has only one Med item, but two Meda items are
needed as we have two Med's in the spedficaion. (2) is unexpeded becaise
Dairy_product isnot in the condtional part of therule.

Precise knowledge (PK): The user believes in a predse association. This is ex-
pressed with:
pk(<S, ..., S, - V,, ..., V;>) [support, confidence]
where (1) EacdhSorV isaniteminl.
(2) Adiscoveredrule:a, ...,a, - b, ..., b [sup, confid], isequal to the
PK, if the rule part isthe same & S, ..., §,- V,, ..., V. Whether it
conforms to the PK or is unexpected depends on the suppat and con-
fidence spedficdions.
(3) Support and confidence need to be spedfied (they are not optional).
Example 3: Suppcse the user believes the following:
pk(<#Med, milk — apple>) [10%, 50%)]
The discovered rule below conformsto the PK quite well becaise the suppats and
confidences of the rule and the PK are quite dose.
Med, milk — apple [8%, 53%)]
However, if the discovered ruleis the foll owing:
Med, milk — apple [4%, 30%]
then it is less conforming, but more unexpeded, becaise its sippat and corfi-
dence ae quite far from those of the PK.

3.2. Analyzing the discovered rulesusing user’s existing knowledge

We now present how to use the user’s gedficaions to analyze the discovered rules.
For Gls and RPCs, we only perform syntax-based analysis, i.e., comparing the syn-
tadic structure of the discovered rules with Gls and RPCs. It does not make sense to
do semantics-based analysis becaise the user does not have predse asciations in



mind. Using PKs, we can perform semantics-based anaysis (based on suppat and

confidence) on the discovered rules. Due to spacelimitations, we @uld na present

thisin the paper (see[9] for detail s).

Let U be the set of user’s edficaions representing hisher knowledge space Let

A be the set of discovered assciation rules. The proposed technique analyzes the

discovered rules by “matching” and ranking the rules in A in a number of ways for

finding dfferent kinds of interesting rules, conforming rules, unexpected consequent
rules, unexpected condition rules and both-side unexpected rules.

Conforming rules: A discovered rule A O A conforms to a pieceof user's knowl-
edge U, O U if both the condtiona and consequent parts of A match U; O U
well. We use confm, to denote the degreeof conforming match.

Purpose: conforming rules show us those discovered rules that conform to or are
consistent with our existing knavledge fully or partialy.

Unexpeded consequent rules: A discovered rule A O A has unexpeded consequents
with resped to aU, O U if the condtiona part of A matches U; well, but not
the consequent part. We use unexpConseq; to denote the degree of unexpected
consequent match.

Purpose: unexpeded consequent rules show us those discovered rules that may be
contrary to ou existing knovledge. These rules are often very interesting.
Unexpeded condition rules: A discovered rule A O A has unexpeded condtions
with resped to aU, O U if the consequent part of A matches U; well, but not
the condtional part. We use unexpCond, to denote the degree of unexpected

condition match.

Purpose: unexpeded condtion rules show us that there ae other condtions that
can led to the mnsequent of the spedficaion. We ae thus guided to explore
unfamili ar territories.

Both-side unexpeded rules: A discovered rule A O A is both-side unexpeded with
resped to aU, O U if both the condtional and consequent parts of the rule A
do nd match U, well. We use bsUnexp; to denote the degree of both-side un-
expected match.

Purpose: both-side unexpeded rules remind s that there ae other rules whaose
condtions and consequents are not mentioned in our spedfication. It helps us
to go keyond ou existing concept space

The values for confm,, unexpConseq;, unexpCond,, and bsUnexp, are between 100

and O 1.00 represents the wmplete match, either the complete mnforming a the

complete unexpededness match, and O represents no match. Let L, and R; be the
degrees of condtion and consequent match of rule A against U, respedively. We have

(for both Gls and RPCs),

confm, =L, * R, unexpConseq, - 5 0 Li—Ri<0

Li-Ri Li-Ri>0
unexpCond, _ 5 0 Ri-Li<0
DR” - LI] le - LI] > O,

bsUnexp; = 1- max(confm;, unexpConseq;, unexpCond,);

WeuseL, — R, to compute the unexpeded consequent match degreebecause we wish

to rank those rules with high L, but low R, higher. Similar idea gplies to unexpCon-

d;. The formula for bsUnexp, ensures that those rules with high values in any ather

three céegories soud have low vaues here, and viceversa.

Due to the spacelimitation, we ae unable to give the detail ed computation meth-
ods for L, and R;, which depend onwhether U, is a Gl or a RPC. The computations



can al be dore dficiently. See[9] for full details. After confm, unexpConseq;, un-
expCond,, and bsUnexp, have been computed, we can rank the discovered rules with
resped to a U,. It is also pcsshble to rank the rules with resped to the whole set of
spedficaions U. However, in ou applicaions, we find that such rankings can be
quite cnfusing, and are thus omitted.

4. TheVisualization Component

After the discovered rules are analyzed with the method presented in the last sedion,

we want to display those different types of potentially interesting rules to the user.

The isaue here is how to show the esential aspeds of the rules sich that we can take

advantage of the human visual cgpabiliti es to allow the user to identify the truly inter-

esting rules easily and quickly. Let us discusswhat the essential aspeds are:

1. Types of patentialy interesting rules: We shoud separate them because diff erent
types of interesting rules give the user diff erent information.

2. Degrees of interestingress (“match” values): We shoud group rules acrding to
their degrees of interestingness This enables the user to focus higher attention on
the most unexpeded (or conforming) rules first and to dedde whether to view
those rules with low degrees of interestingress

3. Interesting items: We focus on showing the interesting items rather than the rules.
This is perhaps the most crucial dedsion that we have made. In ou applicaions,
we find that it is those unexpeded items that are most important to the user be-
cause due to 1 abowve, the user already knowns what kind o interesting rules he/she
islooking. For example, when the user islooking at unexpeded consequent rules,
it is natural that the first thing he/she wants to know is what are the unexpeded
items in the cnsequent parts. Even if we show the rules, the user still needs to
look for the unexpeded itemsin the rules.

The main screen in the visualizaion system contains al the éove information. Be-

low, we use an exampleto describe the visuali zation system.
The visuali zation system consists of 4 main modues:

1. Classhierarchy builder: it allows the user to build classhierarchiesasin Fig 1

2. Gl viewer: it allows the user to spedfy Gls and to visualize the results produced
by the interestingressanalysis g/stem.

3. RPC viewer: it allows the user to spedfy RPCs and to visualize the results pro-
duced bytheinterestingressanalysis g/stem.

4. PK viewer: it allows the user to spedfy PKs and to visualize the results produced
by the interestingressanalysis g/stem.

Here, we only focus on presenting the RPC viewer. Due to spacelimitations, we ae

unable to show the others. They are similar in concept to the RPC viewer. We will

aso na discussthe Class hierarchy builder sinceit is graightforward.

4.1. The example setting

Our example uses a RPC spedfication. The rulesin the example ae asmall subset of
rules (857 rules) discovered in an exam results database. This application tries to
discover the sswciations between the exam results of a set of 7 spedalized courses
(cdled GA courses) and the exam results of a set of 7 basic courses (cdled GB
courses). A course together with an exam result form an item, e.g., GA6-1, where
GAG6 isthe course aode and “1” represents a bad exam grade (“2" represents an aver-
age grade and “3" a good gade). The discovered rules and ou existing concept
spedficaion are listed below.



Discovered asociation rules: The rules below have only GA course grades on
left-hand-side and GB course grades on right-hand-side (we omit their suppat
and confidence).

R1: GA1l-3 - GB2-3 R7: GA4-1 - GB7-2
R2: GA4-3 - GB4-3 R8: GA6-2 - GB7-2
R3: GA2-3 - GB2-3 R9: GA5-1, GA2-2 - GB2-2
R4: GA2-3 - GB5-1 R10: GAS5-2, GAl1-2 - GB3-2
R5: GAG6-1 - GB1-3 R11: GA6-1, GA3-3 - GB6-3
R6: GA4-2 - GB3-3 R12: GA7-2, GA3-3 - GB4-3

Our existing concept spedfication

Asaime we have the mmmon belief that students goodin GA courses are likely to

be goodin GB courses. This can be expresed as a RPC (also seeit in Fig 2):
Specl.: rpc(GA-good - GB-good

where the dasses, GA-goodand GB-good are defined as foll ows:
GA-goodd { GA1-3, GA2-3, GA3-3, GA4-3, GA5-3, GA6-3, GA7-3}
GB-good O { GB1-3, GB2-3, GB3-3, GB4-3, GB5-3, GB6-3, GB7-3}

4.2. Viewing the results

After running the system with the eove RPC spedfication, we obtain the screen in
Fig 2 (the main screen). We see ‘RPC” in the middle. To the battom of “RPC”, we
have the conforming rules visualization unit. To the left of “RPC”, we have the unex-
pected condition rules visualization unit. To the right, we have the unexpected conse-
guent rules visualization unit. To the top, we have both-side unexpected rules visuali-
zation unit. Below, we briefly discussthese unitsin turn with the example.

Conforming rules visualization unit: Clicking on Conform, we will seethe complete

conforming rules ranking in a pop-up window:

Rank 1: 1.00 R1 GA1-3 - GB2-3
Rank 1: 1.00 R2 GA4-3 - GB4-3
Rank 1: 1.00 R3 GA2-3 -~ GB2-3
Rank 2: 0.50 R11 GAG6-1, GA3-3 -~ GB6-3
Rank 2: 0.50 R12 GA7-2, GA3-3 - GB4-3

The number (e.g., 1.00, and 0.50) after ead rank number is the amnforming match
value, confmy. The first threerules conform to our belief completely. The last two
only conform to aur belief partially becaise GA6-1 and GA7-2 are unexpeded.
Thislist of rules can be long in ared-life gplicaion. The following mecdanisms
help the user focus hislher attention, i.e., enabling Hm/her to view rules with dif-
ferent degrees of interestingess( “match” values) and to view the interesting items.
e On both sides of Conform we can see4 pairs of boxes, which represent sets of
rules with different conforming match values. If a pair of boxes is colored, it
means that there ae rules there, otherwise there is no rule. The line mnneding
“RPC” and a pair of colored baxes also indicaes that there ae rules under
them. The number of rules is siown on the line. Clicking on the box with a
value will give dl the rules with the mrresponding match value and above. For
example, clicking on 0.50 shows the rules with 0.50 < confm; < 0.75. Below
ead colored box with avalue, we have two small windows. The one on the top
has al the rules’ conditi on items from our RPC spedfication, and the one & the
bottom has all the mnsequent items. Clicking on ead item gives us the rules
that use thisitem as a condition item (or a cnsequent item).
¢ Clicking onthe mlored boxwithou a value (below the valued boX) brings us
to anew screen (not shown here). From this, the user sees al the items in df-
ferent classsinvaved, and also conforming and urexpeded items.



3 DMII - ALAS_YC HEE

Fila Edit Optien Help
=] fure ] o]

== |D:\prujev:t\ieee.nar

Ghd2 GE5-1
Gl
.m View huterest

HE :
Lnexpected Unaxpected View Removad
condition cousepence

K

[rpel<GA-good->GB-goad>)(0..0)

Ready [ oM
dsar H EeREs H A v | Byinkox- Mic. | @mspos pr. [ oMl - A | B A MY SR DPEE  25mm

Fig 2. RPC main visuali zation screen

Unexpected condition rules visualization unit: The boxes here have similar meanings
as the ones for conforming rules. From Fig 2, we seethat there ae 4 unexpeded
condition rules. Two have the unexpeded match value of 1.00 and two have 0.50.
The window (on the far left) conneded to the box with a match value gives al the
unexpeded condition items. Clicking on ead item reveds the relevant rules.
Similarly, clicking on the mlored bax next to the one with a value shows bath the
unexpeded condition items and the items used in the cnsequent part of the rules.
To oltain al therulesin the cdegory, we can click Unexpected Conditions.

Rank 1: 1.00 R5 GAG6-1 - GB1-3
Rank I: 1.00 R6 GA4-2 - GB3-3
Rank 2 0.50 R11 GAG6-1, GA3-3 - GB6-3
Rank 2 0.50 R12 GA7-2, GA3-3 - GB4-3

1.00 and 050 are the unexpCond;; values. Here, we see something quite unex-
peded. For example, many students with bad grades in GA6 acualy have good
gradesin GB1.

Unexpected consequent rules visualization unit: Thisis also similar to the cnforming
rules visualization urit. From Fig 2, we seethat there is only one unexpeded con-
sequent rule and the unexpeded consequent match value is 1.00. Clicking on the
colored bax with 1.00, we will obtain the unexpeded consequent rule:

Rank 1  1.00 R4 GA2-3 - GB5-1
This rule is very interesting because it contradicts our belief. Many students with
goodgradesin GA2 adually have bad gradesin GB5.



Both-side unexpected rules visualization unit: We only have two urexpeded match
value boxes here, i.e., 1.00 and 050. Due to the formulas in Sedion 32, rules
with bsUnexp, < 1.00 can adually all be seen from other visualization urits. The
unexpeded items can be obtained by clicking onthe box above the one with a
value. All the ranked rules can be obtained by clicking Both Sides Unexpected.

Rank 1: 1.00 R7 GA4-1 - GB7-2
Rank I 1.00 R8 GA6-2 - GB7-2
Rank 1: 1.00 R9 GA5-1, GA2-2 - GB2-2
Rank I 1.00 R10 GA5-2, GA1-2 - GB3-2
Rank 2 0.50 R11 GAG6-1, GA3-3 - GB6-3
Rank 2 0.50 R12 GA7-2, GA3-3 - GB4-3

From this ranking, we dso see something quite interesting, i.e., average grades
lead to average grades and bad grades leal to average grades. Some of these rules
are @mmon sense, e.g., average to average rules (R8 and R10), but we did not
spedfy them as our existing krowledge (if “average to average” had been spedfied
as our knowledge ealier, these rules would not have gpeaed here becaise they
would have been removed). This $ows the alvantage of our technique, i.e., it can
remind us what we have forgotten if the rules are not truly unexpected.
The system also allows the user to incrementally save interesting rules and remove
unwanted rules, and to view them. Whenever a rule is removed o saved (also re-
moved from the original set of rules), the related pictures and windows are updated.
The proposed system has proven to be very useful in a number of applicaions. In
these gplicaions, there ae typicdly thousands of discovered asociation rules (the
smallest rule set has 770 rules). Without the proposed system, it would be very hard
for usto analyzethese large numbers of rules.

5. Reated Work

Traditionally, a query-based approad is used to help the user identify or generate
interesting rules. The gproach takes many forms, e.g., templates [6], M-SQL [5],
DMQL [4], and adion herarchy [1]. Although qery languages can be quite differ-
ent, a query basicdly defines a set of rules of a cetain type (or constraints on the
rulesto be found. To “exeaute” aquery meansto find al rulesthat satisfy the query.
We believe that the query-based approadh is insufficient for two main reasons:
1. It is hard to find the truly unexpeded rules. It only finds those aticipated rules
because what the user’ s queries are still within his/her existing knovledge space
2. The user often dces not know or is unable to spedfy completely what interest
him/her. He/she nedls to be stimulated. The query-based approach dces not ac
tively perform thistask because it only returnsthose rules that satisfy the queries.
Our technique nat only finds those conforming rules like query-based methods, but
also provides three types of unexpeded rules. Our approach also helps the user to
provide more knowledge to the system by reminding hm/her what he/she might have
forgotten. If the top ranking rules are not unexpeded, then they serve to remind the
user what he/she has forgotten. Our visualization comporent all ows the user to easily
and quckly explore those interesting rules.

[7, 8] report arelated technique for analyzing classficaion rules [13 using wser’s
existing concepts. However, the technique there caana be used for analyzing aso-
ciationrules. Association rules require adiff erent spedficaion language and dfferent
ways of analyzing and ranking therules. [7, 8] dso do na have visuali zation systems.

[12] proposes a method d discovering urexpeded rules in the rule generation



phase by taking into consideration the user’s expedations. This method is, however,
not as efficient and flexible a our post-analysis method kecause the user is normally
unable to spedfy higher expedations abou the domain completely. User interadion
with the system is neaded in order for him/her to provide amore complete set of
expedations and to find more interesting rules. However, user interadion is difficult
for the gproadh in [12] becaise it is not efficient to run a rule miner whenever the
user remembers another pieceof knowledge. The asciation rule mining is typicdly
very time consuming. Post-analysis fadlit ates user interadion dwe to its efficiency.

6. Conclusion

This paper proposes an integrated framework for exploration of discovered rules in
order to find those interesting ones. The interestingress analysis g/stem uses three
types of user’s existing krowledge to analyze the discovered rules and to organize
them in various ways to expose the user to many interesting aspeds of the discovered
rules. A simple but powerful visuali zation system enables the user to view and identify
interesting rules easily and quickly.

References

[1] Adomavicius, G. and Tuzhilin, A. “Discovery of adionable patterns in data-
bases. the adion herarchy approach.” KDD-97, 1997, pp. 111-114.

[2] Agrawal, R., Imielinski, T. and Swami, A. Mining association rules between
sets of itemsin large databases. S GMOD-1993, 1993 pp. 207-216.

[3] Fayyad, U., Piatesky-Shapiro, G. and Smyth, P. “From data mining to knowl-
edge discovery: an owerview,” In: Advances in knowledge discovery and data
mining, U. Fayyad, G. Piatesky-Shapiro, P. Smyth and R. Uthurusamy, (eds.),
AAAI/MIT Press 1996 pp. 1-34.

[4 Han,J,Fu, Y., Wang, W., Koperski, K. and Zaiane, O. “DMQL: a data mining
query language for relational databases.” SSGMOD Workshop on KDD, 1996

[5] Imielinski, T., Virmani, A. and Abdughani, A. “DataMine: applicdion pro-
gramming interface ad query languege for database mining.” KDD-96, 1996

[6] Klemetinen, M., Mannila, H., Ronkainen, P., Toivonen, H., and Verkamo,
A.l. “Finding interesting rules from large sets of discovered association rules.”
CIKM-94, 1994 pp. 401-407.

[71 Liu, B.,andHsu, W. “Post-analysis of leaned rules.” AAAI-96, 1996

[8] Liu, B., Hsu, W., and Chen, S. “Using general impressons to analyze discov-
ered clasdficdionrules.” KDD-97, 1997, pp. 31-36.

[9] Liu, B., Hsu, W., and Wang, K. “Helping user identifying interesting asocia-
tionrules’ Technical Report, 1998

[10] Liu, B., Hsu, W. and Ma, Y. M. “Integrating classfication and association rule
mining.” KDD-98, 1998 pp. 80-86.

[11] Piatesky-Shapiro, G., and Matheus, C. “The interestingress of deviations.”
KDD-94, 1994

[12] Padmanabhan, B., and Tuzhilin, A. “A belief-driven method for discovering
unexpeded patterns.” KDD-98, 1998 pp. 94-110.

[13] Quinlan, J. R. C4.5: program for machine learning. Morgan Kaufmann, 1992

[14] Silberschatz, A., and Tuzhilin, A. “What makes patterns interesting in knowl-
edge discovery systems.” IEEE Trans. on Know. and Data Eng. 8(6), 1996

[15] Srikant, R. and Agrawal, R. “Mining Generalized assciation rules” VLDB-
1995, 1995

[16] Srikant, R., Vu, Q. and Agrawal, R. “Mining association rules with item con
straints.” KDD-97, 1997, pp. 67-73.

10



