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AbstractThe Gauss-Kronrod quadrature scheme, which is based on the zeros ofLegendre polynomials and Stieltjes polynomials, is the standard methodfor automatic numerical integration in mathematical software libraries.For a long time, very little was known about the underlying Lagrangeinterpolation processes. Recently, the authors proved new bounds andasymptotic properties for the Stieltjes polynomials, and subsequently ap-plied these results to investigate the associated interpolation processes.The purpose of this paper is to give a survey on the quality of these inter-polation processes, with additional results that extend and complete theexisting ones. The principal new results in this paper are necessary andsu�cient conditions for weighted convergence. In particular, we show thatthe Lagrange interpolation polynomials are equivalent to the polynomialsof best approximation in certain weighted Besov spaces.
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1 INTRODUCTIONInterpolation processes which are based on the zeros of orthogonal polynomialstypically converge very rapidly for smooth functions. Their main advantage overspline approximation operators, in particular, is that their error is not saturatedfor functions of a certain low order of smoothness. Polynomial interpolationoften leads to exponential convergence rates. However, orthogonal polynomialsof di�erent degrees most often do not have many zeros in common. Hence, inpractical implementations of such interpolation processses most of the functionvalues computed in one step cannot be used in the following ones. The ideaof extended interpolation is to construct a practically e�cient approximationmethod by adding further nodes to the existing ones. This leads to a sequenceof \re�ned" interpolation nodes. This new type of interpolation matrix leads toseveral problems concerning convergence and error bounds.There exists an extensive literature on interpolation processes based on thezeros of orthogonal polynomials. Furthermore, there exist results on interpola-tion processes based on the zeros of products of classical orthogonal polynomi-als with respect to di�erent weight functions (cf., e.g., [4, 5, 6, 17, 25, 26, 42]).Presently, the most important practical example of re�ned interpolation nodesis the Gauss-Kronrod quadrature routine, which uses nested quadrature formu-las based on the Lagrange interpolation polynomials with respect to the zerosof Legendre and associated Stieltjes polynomials. Gauss-Kronrod routines areused in the automatic integration routines in the NAG library [36], the IMSLlibrary [21] and the Mathematica software package [48]. The purpose of thispaper is to give a survey on recent results on the error of the interpolation pro-cesses based on Gauss-Kronrod nodes. We include several new results in orderto generalise and complete the existing ones.Gauss-Kronrod formulas were introduced in 1964 by A. S. Kronrod [23, 24]in order to estimate the error of Gaussian quadrature formulas. Based on the nnodes x1;n; : : : ; xn;n of the Gaussian formula QGn , the Gauss-Kronrod formulaQGK2n+1[f ] = nX�=1A�;nf(x�;n) + n+1X�=1B�;n+1f(��;n+1)is constructed by choosing n + 1 additional nodes ��;n+1 and weights A�;n,B�;n+1 which are chosen in such a way that polynomials of a degree as highas possible are integrated exactly. The additional nodes �1;n+1; : : : ; �n+1;n+1are the zeros of the Stieltjes polynomials En+1, de�ned up to a multiplicativeconstant by the orthogonality relations (see x2)Z 1�1 Pn(x)En+1(x)xk dx = 0; k = 0; : : : ; n:Here, Pn is the nth Legendre polynomial whose zeros are the nodes of QGn . Thepolynomials En+1 were �rst studied by T. J. Stieltjes in 1894 [1], who con-jectured that its zeros, for all n 2 N, are real, inside (�1; 1), and that theyinterlace with the zeros of Pn. G. Szeg�o proved these properties in 1935 [46].After Szeg�o's paper, for a long time no new results on the Stieltjes polynomi-als appeared in the literature. Also Kronrod's work contains no references toStieltjes' and Szeg�o's work. The connection was independently pointed out in3



the Eastern literature by I. P. Mysovskih (1964, [35]) and in the Western liter-ature by P. Barrucand (1970, [2]). G. Monegato proved in 1976 [31], that thepositivity of the quadrature weights B�;n+1 associated with the additional nodes��;n+1 is equivalent to the interlacing property of the nodes. The positivity of allquadrature weights was proved by Monegato in 1978 [32]. Many authors haveconsidered the location of the zeros and the positivity of the quadrature weightsfor more general weight functions. In particular, cf. Gautschi and Notaris [18],Gautschi and Rivlin [19], Monegato [33], Peherstorfer [44], as well as the surveypapers of Monegato [33, 34], Gautschi [16] and Notaris [41].The Gauss-Kronrod formula is based on the Lagrange interpolation processL2n+1 with respect to the zeros of PnEn+1 which can e�ciently be used for prac-tical computations in connection with the interpolation process which is basedon the zeros of Pn and with the interpolation process Ln+1 which is based onthe zeros of En+1. Monegato conjectured in [33] on the basis of numerical re-sults that the interpolation process L2n+1 has Lebesgue constants of the optimalorder logn. This conjecture remained open for a long time.The reason for this was a lack of precise knowledge on the Stieltjes polyno-mials En+1 and its zeros. While Szeg�o proved the interlacing property of thenodes in [46], for a long time no sharper results on the asymptotic behaviour ofthe zeros or lower bounds for the di�erences were known. Peherstorfer in [44]considered Stieltjes polynomials for weight functions of the kind w(x) = W (x)p1�x2 ,where W 2 C2[�1; 1] and W � C > 0 for some real constant C. For weightfunctions of this kind, Peherstorfer proved results on the asymptotic behaviourof the associated Stieltjes polynomials. The paper [44] generalised earlier workson Bernstein-Szeg�o weight functions in [40, 43]. However, the case of the Legen-dre weight function and the abovementioned problems remained open (see also[44, p. 186]).Essential progress was made in the paper [10], which contains results on theasymptotic behaviour of Stieltjes polynomials for ultraspherical weight func-tions w�, � 2 [0; 1]. This includes the Legendre case for � = 12 . The asymptoticformulas have been used to obtain error estimates for Gauss-Kronrod quadra-ture formulas in many important function spaces, and comparisons with otherquadrature formulas, see [12]. The proof of pointwise bounds for the Stieltjespolynomials, which are precise in the whole interval [�1; 1], and respective lowerbounds for the distances of the zeros led to a proof of Monegato's conjecture onthe optimal order of the Lebesgue constants of L2n+1 in [13]. It is well knownthat the Lebesgue constants associated with the zeros of Pn are of the orderO(pn). Hence, adding the nodes �1;n+1; : : : ; �n+1;n+1 does not only lead to ane�cient error estimation, but improves at the same time the interpolation pro-cess. A surprising result in [13] is that also the Lebesgue constants associatedwith Ln+1 are of optimal order O(logn). The aim of the papers [13, 14, 15]was to obtain more results on the convergence of these interesting interpolationprocesses. In particular, the boundedness of the operators in suitable subspacesof Lp[�1; 1] was investigated in these papers. Recently in [15], Marcinkiewicz-Zygmund inequalities have been proved for the Gauss-Kronrod nodes and forthe Stieltjes zeros alone. These inequalities can be used to revisit the existingresults and to deduce new error bounds for many function spaces in Lp weightednorms, which is the subject of this paper. The principal new results in this paperare necessary and su�cient conditions for the Lp weighted convergence of the4



interpolation processes. In particular, we show that the Lagrange interpolationpolynomials with respect to both the Gauss-Kronrod nodes and the Stieltjeszeros alone are equivalent to the polynomials of best approximation in certainweighted Besov spaces. In x2, we state the fundamental properties of Stieltjespolynomials as well as asymptotic relations and inequalities. Section 3 containsresults on the Lagrange interpolation processes and some numerical examples.2 STIELTJES POLYNOMIALSLet Pn be the Legendre polynomial de�ned byZ 1�1 Pn(x)xk dx = 0; k = 0; 1; : : : ; n� 1; (1)and Pn(1) = 1. For n � 0, the Stieltjes polynomial En+1 is de�ned byZ 1�1 Pn(x)En+1(x)xk dx = 0; k = 0; 1; : : : ; n; (2)and the normalisationEn+1(x) = 2n
n xn+1 + p(x); 
n = 22n n!2(2n+ 1)! ; p 2 �n: (3)Here and in the following, �n is the space of all algebraic polynomials of degree� n. Up to a multiplicative constant, the polynomial En+1 is de�ned uniquelyby (2). G. Szeg�o proved in 1935 [46] that the zeros of En+1 are real and in(�1; 1) for all n 2 N, and that they interlace with the zeros of Pn. However,no sharper results on Stieltjes polynomials and its zeros have been known for along time.A classical approximation to the Legendre polynomials is given by Laplace'sformula,Pn(cos �) = r 2� n sin � cos��n+ 12� � � �4� + O(n�3=2); (4)which holds uniformly for � � � � � � �, � 2 (0; �2 ) arbitrary but �xed. Theasymptotic behaviour of the Stieltjes polynomials was studied numerically in[33, p. 235]. This reference contains the observation that PnEn+1 numericallybehaves like the Chebyshev polynomial of the �rst kind T2n+1. In [44] Pe-herstorfer proved asymptotic formulas for the case weight functions of the kindw(x) = W (x)p1�x2 , W 2 C2[�1; 1], and W � C > 0 (cf. [44, x4]), but the questionremained open for the Legendre weight [44, p. 186]. This problem was solvedin [10], En+1(cos �) = 2r2n sin �� cos��n+ 12� � + �4� + O(1); (5)uniformly for � < � < � � �, � 2 (0; �2 ) �xed. While this formula gives theprecise behaviour inside the interval (�1; 1), one cannot deduce the boundary5



behaviour near the endpoints �1. For Legendre polynomials, a well-known andmore precise result is (cf. [47, Theorem 8.21.13])Pn(cos �) =r 2� n sin � �cos��n+ 12� � � �4 � + (n sin �)�1O(1)� ; (6)uniformly for cn�1 � � � � � cn�1, c > 0 arbitrary but �xed. The analogousresult for Stieltjes polynomials is (cf. [11, Lemma 1]).En+1(cos �)= Cn(�)pn sin � � cos��n+ 12� � + �4 � + (n sin �)�1An(�) � + Bn(�);where for every c which is independent of n we havemax(jAn(�)j; jBn(�)j; jCn(�)j) < C; � 2 [cn�1; � � cn�1];C = C(c) independent of n. For c � �, we have 1 � 12p�2Cn(�) � 1:0180 : : :. In[10, Theorem (ii)], an asymptotic approximation was also given for the derivativeof Stieltjes polynomials,E0n+1(cos �) = 2n r 2n� sin � sin ��n+ 12� � + �4� + O(pn);uniformly for " < � < � � ", " 2 (0; �2 ). Formulas (4) and (5) show thatthe product PnEn+1 behaves asymptotically like a constant multiple of theChebyshev polynomial T2n+1,Pn(x)En+1(x) = 2� T2n+1(x) + o(1); x 2 [�1 + �; 1� �]; (7)� > 0 independent of n. The following asymptotic result from [15, Lemma 4] isan application of the above results and is an important tool for the investigationof the interpolation processes which are based on the zeros of En+1.Lemma 1 Let r � 1. Then we havelimn!1 Z ��n�1n�1 ����En+1(cos �) sin�1=2 ��r (8)� 2r �2n� � r2 cosr ��n+ 12� � + �4������2 d� = 0;and limn!1 Z ��n�1n�1 j(Pn(cos �)En+1(cos �))r �� 2��r cosr(2n+ 1)� j2 d� = 0:In the following, for the zeros �1;n+1; : : : ; �n+1;n+1 of En+1, ordered increasingly,the cos-arguments will be denoted by ��;n+1,��;n+1 = cos ��;n+1; � = 1; : : : ; n+ 1:6



The zeros of PnEn+1, ordered increasingly, will be denoted byy�;2n+1 = cos �;2n+1; � = 1; : : : ; 2n+ 1:As an application of the formula (5), the paper [10] also contains results on theasymptotic distribution of the zeros of En+1,�n+2��;n+1 = �� 34 + o(1)n+ 12 �; (9)uniformly for all �n+2��;n+1 2 [�; � � �], � > 0 �xed. An analogous result forthe zeros of Legendre polynomials is well known (cf. [47, Theorem 8.9.1]),�n+1��;n = � � 14 + o(1)n+ 12 � (10)uniformly for x�;n 2 [�1 + �; 1� �], � > 0 �xed.The following uniform upper bound on Stieltjes polynomials is given in [34],jEn+1(x)j � 4
n ; x 2 [�1; 1]:However, the asymptotic formula (5) indicates that this bound is not sharp nearthe endpoints �1. A bound which gives the precise order was proved in [13],jEn+1(x)j � 2C�r2n+ 1� 4p1� x2 + 55; n � 1; (11)where C� = 1:0180 : : :, andEn+1(1) � 23p� ; n � 1:The last inequality shows that (11) is of precise order also in the endpoints �1.Similarly as in (7), we obtain from (11) an upper bound for the product PnEn+1which has the precise order in the whole interval [�1; 1].jPn(x)En+1(x)j � C; �1 � x � 1;where C is a positive constant which is independent of n.Formula (9) implies that the zeros of Stieltjes polynomials have a very regulardistribution which is typical for orthogonal polynomials. Furthermore, (9) statesthat the zeros of En+1 are also distributed very regularly with respect to thezeros of Pn, asymptotically they lie midway between two successive zeros ofPn. However, these statements only follow for the zeros which are inside closedsubintervals of (�1; 1). The following result from [13, Theorem 2.4] improvesthe interlacing result of Szeg�o by stating lower bounds for the distances of allzeros.Theorem 1 We havelim infn!1 inf0���2n+1 (2n+ 1) ( �;2n+1 �  �+1;2n+1) > C > 0;and lim infn!1 inf0���n+1 (n+ 1) (��;n+1 � ��+1;n+1) > C > 0;where  0;2n+1 = �0;n+1 = �,  2n+2;2n+1 = �n+2;n+1 = 0, and C is a positiveconstant which is independent of n, � and �.7



The following result on the derivatives of Stieltjes polynomials was proved in[13] and is an important tool in our investigation of the interpolation operators.Lemma 2 There exists a positive constant C such that for all n 2 NC�1npn (1� (��;n+1)2) 14 � 1jE0n+1(��;n+1)j � Cnpn (1� (��;n+1)2) 14 : (12)In the following, we use the usual notationg 2 Lp(I) () kgkLp(I) := �ZI jg(x)jp dx� 1p < 1;if 1 � p <1, andg 2 L1(I) () kgkL1(I) := ess supx2I jg(x)j < 1;for I � R. Furthermore, let Lp := Lp ((�1; 1)) and kgkp := kgkLp((�1;1)). Inthe following we state a lower bound for the weighted Lp norm of the Stieltjespolynomials. We consider weights which belong to the classDT of Ditzian-Totikweights. These are weight functions u of the typeu(x) = (1 + x)�(1� x)� ~!0(p1 + x) ~!1(p1� x): (13)The functions ~!k are either identical to 1 or concave moduli of continuity of �rstorder, i.e., semiadditive, nonnegative, continuous, nondecreasing on [0; 1] with~!k(0) = 0 and 2 ~!k �a+b2 � � ~!k(a) + ~!k(b) for all a; b 2 [0; 1]. Furthermore,we assume that for every " > 0, the functions ~!k(x)x" are nonincreasing, withlimx!0+ ~!k(x)x" = 1. A special case are the classical Jacobi weights, for whichwe have ~!k � 1 for k 2 f0; 1g. For u 2 DT and m 2 N we de�neum(x) = (p1 + x+m�1)2� ~!0(p1 + x+m�1) (14)�(p1� x+m�1)2� ~!1(p1� x+m�1):Furthermore, we de�ne '(x) =p1� x2:Theorem 2 Let 1 < p <1, u 2 DT , u 2 Lp and r 2 N. Then there is apositive constant C > 0 such thatlim infn!1 k (En+1)rukp � C nn2 ku' r2 kp > 0 (15)and lim infn!1 k (PnEn+1)rukp � C kukp > 0: (16)3 WEIGHTED CONVERGENCE OF EXTENDEDINTERPOLATION3.1 Results on weighted uniform convergenceLet Ln+1 be the interpolation process based on the zeros of En+1, and let L2n+1be the interpolation process based on the zeros of PnEn+1. For 1 � p � 1 andu 2 DT , let Ek(f)u;p = infp2�k k[f � p]ukp8



and Ek(f)p = Ek(f)1;p:In the paper [13], the authors proved the error boundkf �L2n+1fk1 � C logn E2n(f)1; (17)and thus that the Lebesgue constants of the interpolation process L2n+1 areof optimal order. Furthermore, they proved that also the interpolation processLn+1 has Lebesgue constants of optimal order,kf � Ln+1fk1 � C logn En(f)1: (18)However, in numerical applications, e.g., for the numerical solution of integralequations, these bounds are often not applicable because the function may haveendpoint singularities. An example is the functionf(x) = log 11� x2 :For functions of this type, it is useful to consider the convergence in weightednorms. For u 2 DT , de�ne the function classC0u = ff 2 C0loc j limjxj!1u(x)f(x) = 0gand the norm kfkC0u = kfuk1:In order to obtain higher convergence rates for more regular functions, we con-sider the function classesCku = ff 2 C0u j kf (k)'kkC0u <1g; k � 1;and de�ne the norm kfkCku = kfkC0u + kf (k)'kkC0u <1:The following result extends the uniform convergence results from [13] to weighteduniform convergence with weights u 2 DT .Theorem 3 Let f 2 C0u, u 2 DT and bounded.(a) If (up')�1 2 L1, thenk[f � Ln+1f ]uk1 � C logn En(f)u;1;where C is a constant which is independent of n and f .(b) If u�1 2 L1, thenk[f �L2n+1f ]uk1 � C logn E2n(f)u;1;where C is a constant which is independent of n and f .9



Proof. We �rst consider the operator Ln+1. It is su�cient to proveju(x)Ln+1(f; x)j � C logn kfuk1;where C is independent of n, x and f . Let d be chosen such that �d;n+1 � x ��d+1;n+1. Let also x � �d;n+1 � �d+1;n+1 � x (the other case can be treatedanalogously). Nowju(x)Ln+1(f; x)j � ���� En+1(x)f(�d;n+1)u(x)En+10(�d;n+1)(x� �d;n+1) ����+ �������n+1X�=1�6=d En+1(x)f(��;n+1)u(x)En+10(��;n+1)(x � ��;n+1) �������=: I1 + I2:Since 1� �d;n+1 � 1� x, we have u(�d;n+1) � u(x). Since u is bounded, for the�rst part we haveI1 = ���� u(x)u(�d;n+1) ���� ����En+1(x)f(�d;n+1)u(�d;n+1)En+10(�d;n+1)(x� �d;n+1) ����� C kfuk1by the same argument as in [13, Proof of Theorem 3.1]. For the second part,we use (11) and (12) to obtain�������n+1X�=1�6=d En+1(x)f(��;n+1)u(x)En+10(��;n+1)(x� ��;n+1) �������� C kfuk1 n+1X�=1�6=d '(��;n+1)n u(x) (1� x2) 14u(��;n+1)p'(��;n+1)jx� ��;n+1j :The last expression is a Darboux sum. Since u is bounded, we haveI2 � C kfuk1  Z �d�2;n+1�1 + Z 1�d+2;n+1! dtu(t)p'(t) jx� tj u(x) (1� x2) 14� C kfuk1 logn;since (up')�1 2 L1, and using the same technique as in [25, Lemma 4.1].The proof for L2n+1 is analogous. �Remark 1 If f 2 Cku , then we obtain from Theorem 3 with the estimatesfrom [8, (8.2.1) and p. 92]k[f � Ln+1f ]uk1 � C lognnk maxjxj�1� Cn2 jf (k)(x)'k(x)u(x)j:Example 1 We consider the interpolation of the functionf(x) = log(1 + x)10



by the operator Ln+1. The bound (18) does not even yield convergence for thisfunction. For � > 0, let v�(x) = 2��(1 + x)�:Estimating the weighted best approximation to f by [8, (8.2.1) and p. 92], weobtain j log(1 + x) � Ln+1(f1; x)j v�(x) � Cn2� logn: (19)Here 0 < � < 34 in view of Theorem 3. The numerical results in Table 1indicate that, in contrast to the error of best approximation, we cannot expectthat (19) holds also for � > 34 in the case of the interpolation operator Ln+1.The numerical results were obtained on a HP-9000 using Mathematica 3.0 [48].3.2 Weighted Lp-convergenceFor many applications, it is more important to consider the convergence in theLp mean, 1 < p < 1, instead of uniform convergence. The convergence ofinterpolation processes in the Lp mean, in particular at the zeros of orthogonalpolynomials, has been considered by many authors, cf., e.g., [38] and the paperscited therein. Let w be a nonnegative weight function in [�1; 1] with 0 < kwk1 <1, and let x1;m; : : : ; xm;m be the zeros of the orthogonal polynomial Pm(w; � )with respect to w. Let�m(w; x) = minp2�m�1p(x)=1 Z 1�1 jp(t)j2 w(t) dtbe the mth Christo�el function with respect w. For Ditzian-Totik weights u wehave (cf. [27]) �m(u; x) �  p1� x2m + 1m2!um(x); (20)where um is de�ned as in (14). An important tool for the study of mean conver-gence of interpolation processes with respect to the nodes x1;m; : : : ; xm;m arethe Marcinkiewicz-Zygmund inequalities (cf. [51, xX.7] for the de�nitions in thetrigonometric apces)Z 1�1 jq(x)u(x)jp dx � C mX�=1�m(up; x�;m) jq(x�;m)jp; q 2 �2m�1; (21)and mX�=1�m(up; x�;m) jq(x�;m)jp � C Z 1�1 jq(x)u(x)jp dx; q 2 �2m�1:The study of necessary and su�cient conditions for the existence of these in-equalities, in particular for the zeros of orthogonal polynomials, has attractedmuch interest in the literature (see for instance [7, 27, 28, 30, 49, 50]). Thefollowing results from [15] give the Marcinkiewicz-Zygmund inequalities for thezeros of En+1 and for the zeros of PnEn+1.Theorem 4 Let 1 < p < 1, u 2 DT , u 2 Lp. The following assertionsare equivalent. 11



1. For all P 2 �n we haveC�1 kPukp �  n+1X�=1�n+1(up; ��;n+1) jP (��;n+1)jp! 1p � C kPukp; (22)where C is independent of n and P .2. (up')�1 2 Lp0 ; where 1p + 1p0 = 1: (23)Theorem 5 Let 1 < p <1, u 2 DT , u 2 Lp. Let y1;2n+1; : : : ; y2n+1;2n+1be the zeros of PnEn+1. The following assertions are equivalent.1. For all P 2 �2n we haveC�1 kPukp �  2n+1X�=1 �n(up; y�;2n+1) jP (y�;2n+1)jp! 1p � CkPukp; (24)where C is independent of n and P .2. u�1 2 Lp0 ; where 1p + 1p0 = 1: (25)For the mean convergence of the interpolation processes related to the zerosof Stieltjes polynomials, the following result has been proved in [13].Theorem 6 Let 1 < p < 1, let u 2 DT , u 2 Lp, and let f 2 Lpu becontinuous.(a) We have k[f � Ln+1(f)]ukp � C En(f)1;where C is a constant which is independent of n and f .(b) We have k[f �L2n+1(f)]ukp � C E2n(f)1;where C is a constant which is independent of n and f .For p = 2 and u � 1, Theorem 6 yields an Erd�os-Tur�an type convergenceresult. However, for functions with endpoint singularities like f in Example 1,also these results are not applicable, since the error of best uniform approxima-tion does not tend to zero when the degree of the polynomials is increased. Butfor functions where the interpolation polynomials will converge in a norm whichis weighted by a weight u, the polynomials of best weighted approximation, withthe same weight u, will converge as well. Thus it is natural to consider errorestimates using the error of best weighted approximation in these situations.Theorem 7 For 1 < p <1, let f 2 Lpu \ C0u, u 2 DT and bounded.12



(a) If (up')�1 2 L1, thenk[f � Ln+1(f)]ukp � C En(f)u;1;where C is a constant which is independent of n and f .(b) If u�1 2 L1, then k[f �L2n+1(f)]ukp � C E2n(f)u;1;where C is a constant which is independent of n and f .Proof. We prove (a), the proof of (b) is analogous. It is su�cient to provekLn+1(f)ukp � C kfuk1:Let g = (sgnLn+1(f)) juLn+1(f)jp�1 and�(t) = Z 1�1 En+1(x)�En+1(t)x� t u(x) g(x) dx:The function � is a polynomial of degree � n. NowkLn+1(f)ukp = n+1X�=1 f(��;n+1)�(��;n+1)En+10(��;n+1)� C kfuk1 n+1X�=1 '(��;n+1)n �(��;n+1)u(��;n+1)pn'(��;n+1) ;by (12). From [27, Theorem 2.6] we obtain that for any set of points �1 =y1;m < � � � < ym;m = 1 which are distributed in such a way thatlim infn!1 inf1���m�1 m (arccosy�;m � arccosy�+1;m) � C > 0;for every W 2 DT and every polynomial Q 2 �lm, l being a �xed integer, wehave for some C which is independent of n and QmXk=1 '(yk;m)m Q(yk;m)W (yk;m) � C Z 1�n�2�1+n�2 jQ(t)jW (t) dt:Applying this inequality, and de�ning An = [�1 + n�2; 1� n�2], we havekLn+1(f)ukpp � C kfuk1 ZAn �(t)u(t)pn'(t) dt� C kfuk1  ZAn 1u(t)pn'(t) jH(En+1ug; t)j dt (26)+ ZAn En+1(t)u(t)pn'(t) jH(ug; t)j dt! ;where H denotes the Hilbert transformH(f; x) = lim"!1�Z x�"�1 + Z 1x+"� f(t)t� x dt: (27)13



We recall that H is bounded in Lp, 1 < p <1,kH(f)kp � C kfkp;where C is independent of f . Using (11), we haveI2 := ZAn En+1(t)u(t)pn'(t) jH(ug; t)j dt� C ZAn 1u(t) jH(ug; t)j dt:We recall from [39] that if F and G have compact support K, F 2 Lp andG 2 Lp0 , 1p + 1p0 = 1, thenZK FH(G) = � ZK GH(F ): (28)Applying this inversion, we haveI2 � C ZAn u(t)g(t)H(G2u�1; t) dt;where G2(t) = sgnH(ug; t):NowjH(G2u�1; t)j = ����Z 1�1 G2(x)u(x) (x � t) dx���� � ����H(G2; t)u(t) ����+Z 1�1 ����u�1(x)� u�1(t)x� t ���� dx:For any v 2 DT with �; � < 0 and jtj < 1, it is easy to prove thatZ 1�1 ����v(x)� v(t)x� t ���� dx � C v(t):Using this, we haveI2 � C �ZAn g(t)H(G2; t) dt+ ZAn g(t) dt� :If p = 1, then jg(t)j � 1, andZAn g(t)H(G2; t) dt � p2kH(G2)k2 � CkG2k2 � C;using the boundedness of H . If 1 < p <1, thenZAn g(t)H(G2; t) dt� ZAn ju(t)Ln+1(f; t)jp�1H(G2; t) dt� kLn+1(f)ukp�1p kH(G2)kp � C kLn+1(f)ukp�1p ;14



using the boundedness of the Hilbert transform in Lp. Furthermore,ZAn g(t) dt � C kLn+1(f)ukp�1p :On the other hand, in (26) we haveI1 := ZAn jH(En+1ug; t)ju(t)pn'(t) dt= ZAn G1(t)u(t)pn'(t) H(En+1ug; t) dt;where G1(t) = sgnH(En+1ug; t):Using (28) again, we havejI1j � ZAn n�1=2jEn+1(t)ju(t)g(t)H � G1up'; t� dt:Using the same argument as above, we havejI1j � C kLn+1(f)ukp�1p ;which leads to the result. �3.3 Comparison with best polynomial approximation inBesov spacesIn order to study the behaviour of the interpolation processes in suitable sub-spaces of Lpu, we need some preliminary de�nitions and results. For u 2 DT ,1 � p � 1 and k 2 N, the modulus of smoothness of Ditzian and Totik isde�ned by 
k'(f; t)u;p = sup0<h�t k(�kh'f)ukLp(Ihk); (29)where �h'f(x) = f(x+ h2'(x)) � f(x� h2'(x))�kh' = �h' �k�1h' ; k � 1;Ihk := [�1 + 2h2k2; 1� 2h2k2]:The modulus of smoothness 
k'(f; t)u;p is used in [8, p. 94, (8.2.1) and (8.2.2)] tocharacterise the best approximation by algebraic polynomials, in the followingsense, En(f)u;p � C Z 1n0 
k'(f; t)u;pt dt; (30)C independent of f and n, and
k'(f; t)u;p � C tk b 1t cXi=0(1 + i)k�1Ei(f)u;p; (31)15



C independent of f and t. Furthermore, the modulus of smoothness 
k'(f; t)u;pde�ned in (29) is equivalent to the ~K-functional from [8],
k'(f; t)u;p � sup0�h�t infg(k�1)2AC(Ihk)nk(f � g)ukLp(Ihk) + hkkg(r)'rukLp(Ihk)o :(32)The following new result is fundamental for convergence results and error esti-mates for many function spaces.Theorem 8 Assume u 2 DT , u 2 Lp, 1 < p <1, and let p0 = pp�1 . LetL be one of the operators Ln+1 or L2n+1. Then there exists a constant C suchthat for all n 2 N, and all locally continuous functions f such thatZ 10 
'(f; t)u;pt1+1=p dt < 1;there holdsk[f � L(f)]ukp � Cn1=p Z 1n0 
k'(f; t)u;pt1+1=p dt; 1 � k < n;if and only if ( (up')�1 2 Lp0 if L = Ln+1;u�1 2 Lp0 if L = L2n+1:Proof. Let L = Ln+1; the proof for L2n+1 is analogous, using the Marcinkiewiz-Zygmund inequalities for the zeros of PnEn+1. We have to provekLn+1(f)ukp � C "kfukp + 1n1=p Z 1n0 
'(f; t)u;pt1+1=p dt# : (33)Once we have proved (33), we usek[f � Ln+1(f)]ukp � k[f � P ]ukp + k[Ln+1(f � P )]ukp;which holds for every P 2 �n. By the estimate for the polynomials of bestapproximation from (30), we haveEn(f)u;p � Cn 1p Z 1n0 
'(f; t)u;pt1+1=p dt;and the result follows for k = 1. For 1 < k < n the result follows with theassertion from [27, Proposition 4.2],Z 1n0 
'(f � P; t)u;pt1+1=p dt � C "n 1p k[f � P ]ukp + Z 1n0 
k'(f; t)u;pt1+1=p dt# ;which holds for 1 < p <1, n 2 N, 1 � k < n, and every P 2 �n.Using (20) we havekLn+1(f)ukpp � C n+1X�=1�n+1(up; ��;n+1) jf(��;n+1)jp� C n+1X�=1 '(��;n+1)n jf(��;n+1)un(��;n+1)jp:16



Introducing the notation ��;n+1 = cos ��;n+1, I� = [��+1;n+1; ��;n+1], we havejf(��;n+1)j = jf(cos ��;n+1)j � sup�2I� jf(cos �)j� C 24n 1p  ZI� jf(cos �)jp d�! 1p + Z 1n0 !(f(cos); t)Lp(I�)t1+1=p dt35 ;where we have used an embedding inequality, cf. for instance [22] or [27, Lemma4.1]. Since sin ��;n+1 � sin � for � 2 I�, we have for � = 1; : : : ; nsin ��;n+1n jf(cos ��;n+1)jp � C ZI� jf(cos �)jp sin � d�+ Cn "Z 1n0 !(f(cos); t)Lp(I�)t1+1=p sin 1p ��;n+1 dt#p=: A+B:Now A = C Z ��;n+1��+1;n+1 jf(cos �)jp sin � d� = C Z ��+1;n+1��;n+1 jf(x)jp dx� ~C(un(��;n+1))p Z ��+1;n+1��;n+1 jf(x)u(x)jp dx;by the mean value theorem. Let g 2 ACloc[�1; 1], i.e. g(cos) 2 ACloc[0; �].Using the usual modulus of continuity we have!(f(cos); t)Lp(I�) � !(f(cos)� g(cos); t)Lp(I�) + !(g(cos); t)Lp(I�)� 2 kf(cos)� g(cos)kLp(I�) + C t 



 ddtg(cos t)



Lp(I�) :Hence !(f(cos); t)Lp(I�) sin 1p ��;n+1� C8<:"Z ��;n+1��+1;n+1 jf(cos �)� g(cos �)jp sin � d�# 1p+ t"Z ��;n+1��+1;n+1 jg0(cos �) sin �jp sin � d�# 1p9=;� Cun(��;n+1) 8<:"Z ��+1;n+1��;n+1 jf(x)� g(x)jpup(x) dx# 1p+t"Z ��+1;n+1��;n+1 jg0(x)'(x)u(x)jp dx# 1p9=;� Cun(��;n+1) �k(f � g)ukLp(J�) + t kg0'ukLp(J�)� ;17



where J� = [��;n+1; ��+1;n+1]. Therefore, we have for � = 1; : : : ; nB � " Cun(��;n+1) Z 1n0 k(f � g)ukLp(J�) + tkg0'ukLp(J�)t1+1=p dt#pand '(��;n+1)n jf(��;n+1)u(��;n+1)jp � C Z ��+1;n+1��;n+1 jf(x)u(x)jp dx+ Cn "Z 1n0 k(f � g)ukLp(J�) + t kg0'ukLp(J�)t1+1=p dt#p :For � = n+ 1, we havejf(�n+1;n+1)j = jf(cos �n+1;n+1)j � sup�2In jf(cos �)j:Adding these inequalities, we obtain n+1X�=1 '(��;n+1)n jf(��;n+1)u(��;n+1)jp! 1p � C  Z �n+1;n+1�1;n+1 jf(x)u(x)jp dx! 1p+  Cn nX�=1"Z 1n0 k(f � g)ukLp(J�) + tkg0'ukLp(J�)t1+1=p dt#p! 1p :Using the Minkowski inequality (see [20, p.148, Th.201]), we have Cn nX�=1"Z 1n0 k(f � g)ukLp(J�) + tkg0'ukLp(J�)t1+1=p dt#p! 1p� Cn 1p Z 1n0 (Pn�=1 k(f � g)ukpLp(J�) + tPn�=1 kg0'ukpLp(J�)) 1pt1+1=p dt� Cn 1p Z 1n0 k(f � g)ukLp((�1;n+1;�n+1;n+1)) + tkg0'ukLp((�1;n+1;�n+1;n+1))t1+1=p dt:Concluding, we havekLn+1(f)ukp � C kfukp+ Cn 1p Z 1n0 k(f � g)ukLp((�1;n+1;�n+1;n+1)) + tkg0'ukLp((�1;n+1;�n+1;n+1))t1+1=p dt;and taking the in�mum for g 2 ACloc,kLn+1(f)ukp � Ckfukp + Cn 1p  Z 1n0 ~K1;'(f; t)u;pt1+1=p dt! :We obtain the �rst part of the theorem by (32).18



To show that (33) implies (p'u)�1 2 Lp0 ; we consider the functionfd(x) =8><>: x��d�1;n+1�d;n+1��d�1;n+1 ; x 2 [�d�1;n+1; �d;n+1);�d+1;n+1�x�d�1;n+1��d;n+1 ; x 2 [�d;n+1; �d+1;n+1];0; otherwise;where �d;n+1 is a �xed interpolation node of Ln+1: We have fd 2 AC andkfdk1 = 1: Replacing f by fd in (33), we havekld;n+1ukp � C [kfdukp + 1nkf 0d'ukp]; ld;n+1(x) = En+1(x)En+10(�d;n+1)(x � �d;n+1) ;and we deduce kld;n+1ukp � C un(�d;n+1) �'(�d;n+1)n � 1p :Then, by using an estimate in [15, p. 12], there resultsC 



 En+1u� � �d;n+1 



 '(�d;n+1)n � kld;n+1ukp � un(�d;n+1)'(�d;n+1) 1pn ;which implies (p'u)�1 2 Lp0 ; as it has already been proved in [15, p. 12, (21),and the following pages]. �Theorem 8 can be used to obtain error estimates for many function spaces.E.g., for f 2W pk (u), k � 1, using (31), we obtain the estimate
k'(f; t)u;p � C tk kf (k)'kukp < 1:By Theorem 8 we obtain the optimal speed of convergence for the interpolationof f 2 W pk (u).Corollary 1 Under the assumptions of Theorem 8 we have for f 2W pk (u),k � 1, k[f � Ln+1(f)]ukp � C n�k kf (k)'kukpand k[f �L2n+1(f)]ukp � C n�k kf (k)'kukp:Theorem 8 shall now be used to obtain the boundedness of the interpolationoperators in certain subspaces of Lpu. Natural spaces for the study of polynomialinterpolation methods are the weighted Besov spaces from [9]. For k > r, aseminorm is de�ned byjf ju;p;q;r = 8>>>><>>>>:  Z 10  
k'(f; t)u;ptr+1=q !q dt! 1q ; 1 � q <1;supt�0 
k'(f; t)u;ptr ; q =1:The weighted Besov space with respect to 
k'(f; t)u;p is de�ned byBpr;q(u) = f f 2 Lpu : kfkBpr;q(u) := kfukp + jf ju;p;q;r < 1 g:19



In the papers [9, 27], many properties of these function spaces are described. Inparticular, f 2 Bpr;q(u) holds if and only if f is in the space normed bykfkEpr;q(u) := 8<: �P1i=0 �(1 + i)r�1=qEi(f)u;p�q� 1q ; 1 � q <1;supi�0(1 + i)rEi(f)u;p; q =1:The two norms are equivalent,kfkBpr;q(u) � kfkEpr;q(u): (34)In the following we obtain error estimates forf 2 ~Bpr;q(u) = Bpr;q \ C0u;1 < p <1, 1 � q �1 and r > 1p .Corollary 2 Under the assumptions of Theorem 8, we have for f 2 ~Bpr;q(u),1 < p <1, 1 � q � 1, r > 1p the error boundsk[f � Ln+1(f)]ukp � Cnr kfkBpr;q(u)and k[f �L2n+1(f)]ukp � Cnr kfkBpr;q(u):Furthermore, Theorem 8 can be used to prove the boundedness of the inter-polation operators in some weighted Besov spaces. Thus, in these spaces, theinterpolation operators have the same speed of convergence as the polynomialsof best approximation.Theorem 9 Assume u 2 DT , u 2 Lp, 1 < p <1, and let p0 = pp�1 . LetL be one of the operators Ln+1 or L2n+1, let s > 1p and 1 � q � 1. Then thereexists a constant C such that for all n 2 N, all real numbers 0 � r � s and allf 2 ~Bps;q(u), we havekf � L(f)kBpr;q(u) � Cns�r kfkBps;q(u);if and only if ( (up')�1 2 Lp0 if L = Ln+1;u�1 2 Lp0 if L = L2n+1: (35)Consequently, supn!1 kLk ~Bps;q(u)! ~Bps;q(u) < 1if and only if the conditions (35) hold.Proof. If (up')�1 2 Lp0 ; by using [27, Proposition 4.3], we havekf � Ln+1(f)kBpr;q � Cnrk(f � Ln+1f)ukp+ Cns�r 8>>>><>>>>:  Z 1n0 "
k'(f; t)u;pts+1=p #q dt! 1q 1 � q <1sup0<t� 1n 
k'(f; t)u;pts q =120
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�n 0.1 0.4 0.7 1 2 55 2.2 (0) 1.6 (�1) 7.1 (�2) 5.2 (�2) 3.8 (�2) 2.9 (�2)10 1.9 (0) 9.4 (�2) 3.0 (�2) 2.1 (�2) 1.5 (�2) 1.1 (�2)15 1.8 (0) 6.9 (�2) 1.8 (�2) 1.2 (�2) 8.4 (�3) 6.2 (�3)20 1.7 (0) 5.5 (�2) 1.2 (�2) 7.7 (�3) 5.6 (�3) 4.1 (�3)25 1.6 (0) 4.6 (�2) 8.9 (�3) 5.6 (�3) 4.0 (�3) 3.0 (�3)30 1.7 (0) 4.0 (�2) 6.9 (�3) 4.3 (�3) 3.1 (�3) 2.3 (�3)35 1.5 (0) 3.5 (�2) 5.6 (�3) 3.4 (�3) 2.4 (�3) 1.8 (�3)40 1.5 (0) 2.8 (�2) 4.4 (�3) 2.8 (�3) 2.0 (�3) 1.5 (�3)Table 1. Maximum error k[f � Ln+1(f)] v�k1
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