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Abstract.

A WDM optical layer can provide differentiated servicesto various upper layer protocols by forming many virtual op-
tical networks (VONS). Polymorphic control of an optical layer in the form of On-demand-reconfiguration in some VONSs
and Self-reconfiguration in other VONSs s proposed. The former is suitable for bursty traffic and short-lived connections,

and the latter is for steady traffic and long-lived connections.

In respect to On-demand-reconfiguration, efficient distributed wavelength reservation protocols, and in particular op-
tical burst switching (OBS) protocols supporting bursty traffic (e.g. Internet traffic) are described. In respect to Self-
reconfiguration, optimal agorithms to schedule all-to-all personalized communications (AAPC) in WDM rings and its

extensions are described.

1 INTRODUCTION

Optical networks, especially WDM networks, have re-
ceived and will continue to receive an enormous amount
of attention. However, despite the great deal of efforts
and progress made at the device, component, and point-
to-point transmission subsystem level, all-optical network-
ing research is till in its infancy. To dea with net-
work control issuesin al-optical networks, atop-down ap-
proach that emphasizes architectural solutions which cir-
cumvent current and/or fundamental limits imposed by the
devices/components needs to be taken.

Inthispaper, wewill describeaframework under which
an optical layer can be used to support different classes of
services (CoS) having different traffic characteristics (e.g.
either steady or bursty) and performancerequirements(e.g.
throughput-critical or delay-sensitive). Specifically, an op-
tical network can be dliced into several virtual optical net-
works (VONSs) by alocating a subset of limited resources
(e.g. fibers, wavelengths, transceiversand wavel ength con-
verters) to each VON, and deploying appropriate switches

*An earlier version of this paper was presented at the Workshop on
Multichannel Optical Networks, NJ, U.S.A., March 1998. This research
is sponsored in part by grants from U.S. National Science Foundation un-
der contracts M1P-9409864 and ANIR-9801778.

(e.g. dow/fast or small/large) in each VON. Higher level
user applications can then be run either directly over each
VON or indirectly through IP, ATM or SONET/SDH. Since
each VON will be controlled (i.e. configured and reconfig-
ured) differently in order to support each class of services
in a cost-effective way, polymorphic control of the optical
network (i.e. multiple VONS) is needed.

The paper is organized as follows. Section 2 gives an
overview of the proposed framework for polymorphic con-
trol. Section 3 describes On-demand reconfiguration in-
cluding distributed wavelength reservation protocols and
optical burst switching. Section 4 describes Salf reconfig-
uration including optimal scheduling and permutation em-
bedding. Finally, Section 5 concludes the paper.

2 OVERVIEW

In this section, we first describe the principle of cost-
effective design, and then apply the principle in develop-
ing polymorphic control schemes with afocus on the con-
cepts of network reconfiguration in point-to-point WDM
networks.
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2.1 THE PRINCIPLE OF COST-EFFECTIVE DESIGN

In WDM optica networks, performance (or effective-
ness) refers broadly to metrics such as delay, throughput
and blocking probability for dynamictraffic, wavelengthre-
quirement and schedule length for static traffic, as well as
more abstract ones such as reliability (or resilience) and
scalability. The types of the resources include network
bandwidth (e.g., in terms of the number of wavelengths),
I/O capacity (e.g., in terms of the number of simultaneous
WDM transmitters/receivers at each node), control com-
plexity (e.g., in terms of the amount of processing needed
for network operations and management), and interconnec-
tivity (e.g., in terms of the ability of the switchesto convert
or interchange wavelengths), among others. Since imple-
mentation cost and/or complexity is always a factor affect-
ing performance, the availability of certain resources, and
even thefate of anetworking technology, cost-effective de-
signis of prominent interest.

One unique aspect of the cost-effectivedesignin WDM
optical networksisto achieve resource-balance. For exam-
ple, in a WDM ring, one needs to determine the number
of wavelengths needed for a given number of transceiver
pairs a each node (or vice versa) to support a traffic pat-
tern. Another unique aspect hasto do with therelationsand
trade-offs between bandwidth utilization and control com-
plexity. Specifically, in an electronic network, each link is
managed as a unit and its status (e.g. up or down) informa-
tion is either maintained by a central controller or sent to
other nodes under distributed control. However, in an op-
tical network, each wavelength needs to be managed (and
allocated/deallocated) as a unit. Accordingly, neither send-
ing the complete usage information of a link (which can
have multiple fibers, each carrying multiple wavelengths)
to al other nodes, nor maintaining such information at a
central controller may befeasible. Instead, distributed con-
trol based on local knowledge (e.g. the wavelength usage
information on the outgoing links of anode) may be needed
[1,2].

2.2 POLYMORPHIC RECONFIGURATION SCHEMES

Sometimes, new connectionsneed to be established and
thenreleased dynamically in order to handletraffic flowsin-
jected into the network, or to re-route existing connections
in the presence of network faults or congestion. Thisisan
example of On-demand reconfiguration, also known as dy-
namic reconfiguration, which tradesincreased control com-
plexity for improved bandwidth utilization, and is suitable
for short-lived connectionsrequired by certain applications.

Contrary to On-demand reconfiguration, Self recon-
figuration is suitable for long-lived connections carrying
steady traffic. It allows a large number of these connec-
tions to time-share the limited bandwidth of the network

while maintaining the transparency of all-optical connec-
tions without using expensive electronics (e.g. SONET
Add-Drop Multiplexers), or requiring complex control as
in On-demand reconfiguration. More specifically, the set of
desired connectionsis partitioned into several conflict-free
subsets which are then scheduled such that each subset of
connectionsis established for a period of time (e.g. asuper
time-sot) in around-robin, time-shared (or coarse-grained
TDM) fashion. Notethat, with sufficient bandwidth, all the
required connections (e.g. all-to-all personalized connec-
tionsor AAPC) can be established simultaneously, at which
time scheduling becomes the same as embedding.

While On-demand reconfiguration and Self reconfigu-
ration may appear to be two opposing strategies for achiev-
ing balance between bandwidth and control, anetwork must
integrate both in acomplementary way in order to meet the
various requirements of the applications. In the rest of the
paper, we will describe distributed wavel ength reservation
and optical burst switching (OBS) protocol sfor On-demand
reconfiguration, as well as connection scheduling and em-
bedding algorithmsfor Self-reconfiguration.

3 ON-DEMAND RECONFIGURATION

In alarge network, On-demand reconfiguration can be
accomplished by using distributed control. An optical net-
work with distributed control may be considered as hav-
ing a data network consisting of the optical switches inter-
connected by several data wavelengths, and a control net-
work consisting of the control units (CUs) interconnected
by one or more control wavelengths. Each optical switchis
controlled by a CU, and each CU exchangesthe control in-
formation with other CUs by sending and receiving control
packets.

We assume that each node (which refers to the combi-
nation of a CU and a switch) maintains the local usage in-
formation of the data wavelengths (or channels) accessible
to the switch only [1, 2]. When a node receives a control
packet requesting for a connection, it processes the control
packet, reserves a channel on the outgoing link based on
its local usage information, and then forwards the control
packet to the next node on a hop-by-hop basis. This elimi-
natesthe potential performancebottleneck caused by acen-
tral controller, and also increases the reliability of the sys-
tem when comparedto centralized control. Inwhat follows,
wewill first describetwo-way distributed wavel ength reser-
vation protocols and then describe optical burst switching
protocols based on one-way reservation.

3.1 Two-WAY WAVELENGTH RESERVATION SCHEMES

Connection establishment based on two-way reserva-
tion under distributed control has been studied in multicom-
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puter, telephony and high-speed (non-optical) networks.
Similar approachesmay be usedin optical networksaswell.
For example, one may let each node broadcast the local
wavelength usage information to every other node, so that
every node has the global information.

However, as mentioned earlier, sinceaWDM link may
carry many wavel engths, whose usage information changes
more often than the up/down status of an electroniclink, the
above method may not be efficient in terms of the amount
of control (or signaling) bandwidth consumed. This argues
for a distributed wavelength reservation protocol based on
the local usage information only. Several other uniquefea-
tures of the WDM networks also argue for new distributed
control protocols. For example, when there is no wave-
length conversion, a WDM network is different from a
multi-channel electronic network in that a connection has
to use the same wavel ength (instead of any available chan-
nel) on different links along a path. Such a way of estab-
lishing a connection was called path multiplexing (PM) in
[2, 3, 4]. Of course, with all-optical wavelength converters
(the technology for which is quite immature), a connection
can be established by using different wavelengths (or chan-
nels) on different links using the so-called link multiplexing
(LM) approach [2, 3, 4]. In addition, since a wavelength
may support a high bandwidth of several Gigabit/s, theis-
sues of how to minimize the set-up delay and how to mini-
mi ze the bandwidth wasted during the set-up period deserve
more attention than before.

Note that most of the studies of the wavelength as-
signment methods in WDM networks (see for example, [5,
6, 7, 8, 9]) have assumed centralized control. The cost-
effectiveness of wavelength converters(or the performance
advantageof LM over PM) hasbeen studied for either static
communications (e.g. scheduling permutations) [3, 10, 11,
12], or dynamic communications under centralized control
[4, 13, 14, 15, 16, 17]. These results show that the perfor-
mance advantage of LM over PM islimited. In particular,
inaTDM network (where a channel correspondsto atime
dotinstead of awavelength), the overall communication|la-
tency can be higher in LM than in PM since interchanging
time dots introduces delays [4]. However, these results do
not apply to distributed control environments since control
overhead such as processing delay has been ignored in all
these studies.

We now describe a basic two-way distributed reser-
vation protocol for PM based on the ideas of distributed
time-glot reservation schemes proposed in [4, 18]. The ba-
sic protocol is called source-initiated-reservation (SIR) and
adopts parallel (P) reservation with the dropping (D) pol-
icy. Specifically, let the nodes along a path (of L-hop long)
from a source to its destination be numbered O through L.
Each node i, where 0 < i < L, maintainsalist (or set),
A;, of dl the available outgoing channels (i.e. from node
1 to node ¢ 4+ 1). To request for a connection, the source
reserves, in parallel, al the channelsin A, (assuming that
Aq is not empty), and sends a request packet (REQ) to the

destination on a hop-by-hop basis. REQ includes a field
REQ.cws (candidate wavelength set) that isinitialized to
Ap. Whennode i, where1 < 4 < L, receives REQ, it cal-
culates REQ.cws N A;, which results in acommon subset
of channelsthat areavailableon all linksuptonode: +1. If
theresult of set-joint operation is not empty, node i updates
REQ.cws, reserves all the channelsin REQ.cws and for-
wards REQ to node ¢ + 1. If the result is empty, REQ is
dropped and an negative acknowledgement packet (NAK)
issent to the source following the reverse of the partial path
taken by REQ, also on ahop-by-hopbasis(see Figure 1(a)).
The NAK releases al the channels reserved by the corre-
sponding REQ and informs the source of the failure. The
source will send another REQ after a random back-off pe-
riod in an attempt to establish the connection later.

Source Intermediate  Destination Source Destination

REQ |
/NAK/

R REL

. REQ
« Reservation

Data
Transfer

Backoff {

(a). unsuccessful (b). successful

Figure 1: A basic SIR protocol.

If REQ does arrive at the destination with a non-empty
REQ.cws, the destination will select one channel, say A,
from REQ.cws for use by the connection and send a posi-
tive acknowledgement (ACK) back to the sourcenodeiden-
tifying the channel. The ACK follows the reverse of the
path taken by the corresponding REQ and releases all the
channels reserved by the REQ except A. Once the source
getsthe ACK, it can start transferring dataover A, and after
transferring all the data, the source sends a release packet
(REL) to the destination to tear down the connection. This
isillustrated in Figure 1(b).

Thefollowing variations of the basic protocol may also
be considered.

Holding (H): Each REQ, when generated, is assigned a
maximum lifetime. If a node i, where1 < ¢ < L,
REQ.cwsnA; isempty, REQwaitsat nodei, hopingthat at
least one channel in REQ.cws will be released by another
connectionfor inclusion by A;, and thereby it may continue
itsjourney. REQ is dropped only when its lifetime expires
(and afterwards, the same process as described earlier takes
place). Note that this policy may reduce the set-up delay,
but at the same time, waste the bandwidth on the partially
reserved path during the holding (or waiting) period.

Sequential (S) Reservation: Parallel reservation of all
the channelsin Aq initially and in REQ.cws subsequently



C.Qiaoet. d

seems to increase the chances of success for a specific con-
nection. However, it wastes alot of bandwidth and may de-
crease the chances of success for other connections. An al-
ternative is to reserve only one channel in Aq initialy (i.e.
set REQ.cws to include that channel only). If REQ.cws
ever becomes empty, the source can try a different channel
in Ay immediately (or after a random back-off period asin

[2)).

Destination-I nitiated-Reservation (DI R):
ply forwards REQ without reserving any channels (imply-
ing that REQ will not wait nor be dropped). REQ.cws is
set and updated as in SIR with parallel reservation just to
collect usage information for the destination. After the des-
tination receives REQ, it sends ACK and starts the reserva-
tion process. This processis similar to those described ear-
lier in that either parallel or sequential reservation (with ei-
ther dropping or holding) may be used. Specifically, ACK
also carries afield ACK.cws, which isinitially set to be
equal to REQ.cws when using parallel reservation, or one
of the channélsin REQ.cws when using sequential reser-
vation. In addition, a node i, where1 < ¢ < [, deter-
mines ACK.cws N A;_1 upon receiving ACK (note that
this implies that node i needs to maintain the set of avail-
able incoming channels, A;_ 1, aswell). Finaly, if node
decides to drop ACK either immediately after ACK.cws
becomes empty (when using the dropping policy), or only
after ACK’s lifetime expires (when using the holding pol-
icy), it sends a NAK to the destination to release the par-
tially established path, but may also send aNAK toinform
the source of the failure so that the source may try again
later, asillustrated in Figure 2 (a).

Source Intermediate  Destination Source Destination

. REQ
« Reservation
REL

(b). successful

(@). unsuccessful

Figure2: A basic DIR protocol.

Note that such a DIR protocol has two useful features
when compared to a SIR protocol. Oneisthat it can reduce
the amount of bandwidth wasted during the connection set-
up (or reservation) period by half, as can be seen by com-
paring Figure 2 (b) with Figure 1 (b). The other isthat the
destination can make a more informed decision based on
REQ.cws than can a SIR protocol based on Ay asan ini-
tial set of candidate wavelengths. In fact, even if the des-
tination receives an empty REQ.cws, it may still take ad-
vantage of this knowledge (e.g. by trying to establish the
connection along an aternate path). Note that, an alterna-
tiveto theabove DIR protocol isto et an intermediate node
to drop REQ as soon as RE(Q).cws becomes empty [19].

Each nodesim-

We aso note that although parallel reservation does not
apply to LM since any available channel on alink can be
used, both SIR and DIR using sequential reservation un-
der either the dropping or holding policy do. Performance
studies [1] show that in PM, parallel reservation results in
a higher throughput than sequential reservation if the aver-
ageend-to-end propagation delay issmall relativeto the av-
erage connection duration (but performs worse otherwise).
In addition, DIR outperforms SIR, especially for LM and
when the propagation delay is large. Finally, LM performs
much better than PM under all cases and in some specific
situations where the propagation delay is large and a DIR
protocol is used, LM can achieve twice the throughput of
PM. Thissuggeststhat the cost of extrahardwarefor wave-
length conversion required by LM may be justified for dy-
namictraffic under distributed control (at least more so than
for static traffic and/or under centralized control).

So far, only afew papers have addressed the basic is-
sues related to distributed control in WDM networks. In
[20], aprotocol inwhich each nodemaintainsaglobleinfor-
mation on wavelength usage as well astopol ogy, and sends
arequest for establishing a connection to al intermediate
nodes simultaneously was proposed but performanceissues
related to the connection set-up delays and bandwidth uti-
lization were not discussed. Hop-by-hop based distributed
reservation protocols for both PM and LM based on local
wavel ength usageinformation werefirst proposed and eval-
uated in [1, 2]. Similar protocolswere discussed and eval-
uated in [19, 21] for PM only.

3.2 OPTICAL BURST SWITCHING (OBS) AND JUST
ENOUGH TIME (JET)

Both SIR and DIR protocols are based on two-way
reservation, and thus have a set-up latency which is equal
to the sum of the round-trip propagation and the total pro-
cessing delay of REQ and ACK. In this subsection, we de-
scribe a novel paradigm called optical burst switching (or
OBS) which is based on one-way reservation. Note that
at 2.5 Gb/s, a burst of 500 Kbytes can be transmitted in
about 1.6ms. However, it would take ACK 2.5ms just to
propagate over a distance of merely 500km. This explains
why one-way reservation protocolsare generally better than
their two-way counterparts for bursty traffic over a rela
tively long distance.

OBS is suitable for supporting portion of the Internet
traffic (especially WWW traffic) whichisself-similar, orin
other words, bursty at all time scales[22, 23, 24, 25]. It can
be used to streamline both software (e.g. ATM signaling)
and hardware (e.g. SONET equipment) in the next gener-
ation Optical Internet. More specifically, OBS can support
IPover WDM by running | P software, al ong with other con-
trol software as a part of the interface between the network
layer and the WDM layer, on top of every optical (WDM)
switch. Inthe WDM layer, a dedicated control wavelength
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is used to provide the “ static/physical” links between these
I P entities, which maintain topology and routing tables.

Figure 3 illustrates the basic concept of an OBS pro-
tocol called Just-Enough-Time (or JET) [26, 27]. To send
adata burst (of many 1P packets), a control packet, which
istreated as an ordinary | P packet, is routed from a source
to its destination (on a hop-by-hop basis) to set up an all-
optical connection. More specifically, each node chooses
an appropriate wavelength on the outgoing link, reservesit
for the duration of the following burst (starting at the ex-
pected arrival time of the data burst), and sets up the op-
tical switch (for smplicity, we have assumed that the total
processing time is ¢ at each node). Meanwhile, the burst
waits at the source in the electronic domain. After an offset
time, T, (but without having to wait for an acknowledge-
ment from the destination), the burst is sent in optical sig-
nals. Let L be the number of hops along the path (e.g., in
Figure3, L = 3),thenT, ischosentobeat|east d- L in order
to ensure that thereis an enough time for each node to com-
plete the processing of the control packet before the burst
arrives. As aresult, once aburst is sent, it passes through
the intermediate nodes without going through any buffer,
O/E/O conversions, or intermediate | P entities.

S 1 2 D

oo
\6

To

burst" N

lor |

Figure 3: OBS using Just-Enough-Time (JET) protocol.

OBS can leverage the attractive properties of opti-
cal communications, and at the same time, take into ac-
count its limitations, in order to provide flexible and effi-
cient high-bandwidth physical transport services. To cer-
tain extent, switching optical bursts achieves a balance be-
tween switching coarse-grained optical circuitsand switch-
ing fine-grained optical packets/cells, and thus combines
the best of both paradigms. Specifically, sincein OBS, the
wavelength on a link used by the burst will be released
as soon as the burst passes through the link, bursts from
different sources to different destinations can effectively
utilize the bandwidth of the same wavelength on a link
in a time-shared, statistical multiplexed fashion. This re-
sults in much more efficient bandwidth utilizations than
wavelength-routing, which is suitable for long-lived con-
nections. It also overcomesthe problemsof limited connec-
tivity in wavelength-routed networks where the number of
“lightpaths’ that can be established islimited by the number
of wavelengths available.

In addition, dueto the limited “ opaqueness’ of the con-
trol packet, OBS can achieve a high degree of adaptivity
to congestions or faults (e.g. by using deflection-routing),
and support priority-based routing as in optical packet/cell
switching. However, since OBS switches bursts, whose
size can be much larger than that of 1P packets (or ATM
cells), OBSresultsinamuchlower overhead. By using out-
of-band control and especially the offset time asin JET, the
coupling between the control packet and the burst is not as
tight asit hasto bein optical packet/cell switching. Finally,
optical packet/cell switching requiresthe use of fiber-delay
lines (FDL s) to delay the payload while the header is being
processed, whilein JET-based OBS, FDL sarenot required.
Note that, as long as the minimum value of T, is used, a
burst would encounter the same end-to-end latency even if
it is sent along with the control packet asin optical packet
switching.

A critical issue in any one-way reservation protocol is
the data loss rate. Specifically, in case a control packet
fails to reserve the bandwidth at an intermediate node, the
corresponding burst may have to be dropped, and a nega-
tive acknowledgement may be sent back to the source so
that it may retransmit the control packet and the burst later.
Thiswastes the bandwidth on the partially established path.
However, such bandwidth has been reserved exclusively
for the burgt, it would be wasted even if one does not send
out the burst (as in two-way reservation). In order to com-
pletely eliminate the possibility of such bandwidth waste,
a burst (or an optical packet) would have to be stored in
an electronic buffer (after going through O/E conversions)
and later relayed (after going through E/O conversions) to
itsdestination. FDL sproviding limited delaysat intermedi-
ate nodes, which are not mandatory in JET-based OBS, can
be used to reduce the bandwidth waste. Note that, in JET-
based OBS, 100% of the buffering capacity of the FDLsis
availablefor resolving conflictswhilein optical packet/cell
switching, less than 100% is (some FDLs are only used
to delay data burst while the corresponding control pack-
ets are being processed). In addition, JET can not only
improve the bandwidth utilization, but also facilitate intel-
ligent buffer management, resulting in a significantly re-
duced burst dropping probability [26, 27].

Note that, the dropping probability of some bursts can
also bereduced without using any FDLs. Specifically, some
burst can be assigned a higher priority (and thus guaranteed
alower dropping probability) by simply using an additional
offset time. The corresponding control packet can then, in
effect, reserve the bandwidth much in advance than others,
thus resulting in a higher success probability. The addi-
tional offset timeneeded by higher priority burststo achieve
several orders of magnitude of reduction in the dropping
probability iscomparableto the averagelength of the lower
priority bursts, and could be small (e.g. lessthan afew mil-
liseconds) relative to the end-to-end propagation delay in a
wide-area network [28].

Although JET uses one-way reservation, its idea may
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also be applied to protocol susing two-way reservation, e.g.
the DIR protocolsmentioned earlier. Specifically, theband-
width wasted during the set-up period in DIR protocolscan
be further reduced by reserving the bandwidth for the pe-
riod beginning at the time thefirst bit of the datais expected
to arrive, instead of at the time an ACK arrives (see Fig-
ure 2(a)).

The idea of JET may also be applied to SIR proto-
cols, making it similar to ERV C (Efficient Reservation \Vir-
tual Circuit), which was proposed for high-speed TDM net-
works (e.g. the Thunder and Lightning) [29]. In other
words, we can have JET-DIR or JET-SIR. Since an im-
portant issue is how accurately one can predict the time at
which thefirst and last bits of the datawill arrive and leave,
respectively, on each hop, JET-DIR is better since the only
uncertain timing factor is the delay encounted by ACK, not
that encounted by both REQ and ACK asin JET-SIR. Fur-
thermore, while the source may not know the exact num-
ber of hops to be taken (or the propagation delay per hop),
such information can be easily collected by REQ, and made
availableto the destination when using JET-DIR. Notethat,
if aburst islong relative to the round-trip propagation de-
lay, JET-DIR (or other two-way reservation protocols) may
be better than JET (or other one-way reservation protocols).
Similarly, if aburst is short, then it can be sent asapart of a
control packet. Finally, when JET isused to send out aburst
of unknown length, an estimated length may be assumed.
If it is an over-estimation, another control (release) packet
may be sent to rel ease the extra bandwidth reserved. If itis
an under-estimation, then the remaining datawill be sent as
one or more additional bursts.

Note that, as discussed in [26, 30, 27], in addition to
JET, OBS may use other one-way reservation protocols
based on the idea of tell-n-go (TAG), which is also known
as Fast-reservation protocol (FRP), or ATM block transfer
withimmediate transmission (ABT-IT) [31, 32, 33, 34, 35].
Asin optical packet/cell switching, using TAG-based OBS
protocols, FDLs will be needed at each intermediate node
to delay the burst, while its corresponding control packet is
being processed. Accordingly, less than 100% of the FDLs
can be used to help resolve conflicts and improve perfor-
mance (asin optical packet/cell switching).

4 SELF RECONFIGURATION

Asmentioned earlier, for permanent and semi-permanent
connections, Self-reconfiguration is a way to avoid com-
plex control and its associated overhead involved in On-
demand-reconfiguration. A specia instance of Self recon-
figuration isto let the network maintain the set of all-to-all
personalized connections (AAPC) (that is, one connection
from every node to every other node).

Because of the limited resources (e.g., wavelengths and
transceivers at each node) in a WDM network, not all the

connectionsin AAPC may be established at the sametime.
However, if the traffic over each connection requires less
bandwidth than that of one wavelength, and the aggregated
traffic required does not exceed the total bandwidth avail-
ablein the network, all these connections may still be sup-
ported by letting them share the limited number of wave-
lengths available (in the time domain). This can be accom-
plished by multiplexing the traffic through electronics us-
ing SONET Add-Drop Multiplexers (ADMs) [36, 37, 38,
39, 40Q], for example. Or, if a high degree of transparency,
in other words, an all-optical path is desired for each con-
nection, we can partition AAPC into several conflict-free
subsets, and then schedule (or establish) the connections
in each subset for a period of a fixed duration, which we
refer to as a round. The number of rounds needed to
schedule AAPC will be called the schedule length. With
AAPC scheduling, message routing is simple since each
node needs only to wait for an appropriate round to trans-
mit/receive at apredetermined wavelength. In addition, the
maximum connection latency between any pair of nodes,
which is proportional to the schedule length, can also be
guaranteed along with the throughput (or traffic) of each
connection.

4.1 SCHEDULING IN WDM RINGS

We first consider the problem of optimal scheduling of
all-to-all personalized connections in bidirectiona WDM
rings [41, 42]. Assume that, in aring of N nodes, each
connection will be established either clockwise or counter-
clockwise under shortest-path routing, such that the stride
(i.e. the number of hops) of any connection is no greater
than % hops. The problem of optimal scheduling is com-
plicated under the assumption that each node can use mul-
tiple (but alimited number of) transmitters and receiversto
simultaneously communicate to several other nodes at dif-
ferent wavelengths. Having multiple transceivers per node
isnecessary to fully utilize the bandwidth provided by mul-
tiple wavel engths as discussed bel ow.

4.1.1 Balancel/O Capacity and Network Bandwidth

Our study has shown that the schedule length has a
lower bound determined by not only the number of nodes
(denoted by N) and wavelengths (denoted by K) in the
ring, but aso by the number of simultaneous transmit-
tergreceivers at each node (denoted by 7). More specifi-
cally, based on analysis, the theoretical lower bound (LB)
on the schedule length with aunlimited K is LB(T', —) =
[2=1] (thisis because in AAPC, each node needs to orig-
inate N — 1 connections), and with a unlimited 7" is
LB(—,K) = [£=] (thisis because the total number of
channelsavailablein thebidirectional ringis 2N K and that
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required by AAPC is 2V Zi\’:/f’l s+ N-N/2or N3/4).
Hence, foragiven 7' and K, the schedulelength hasalower
bound of LB(T, K) = maz{LB(T,—), LB(—, K)}.

This LB is useful not only in guiding the search for
optimal scheduling algorithms, but also in achieving cost-
effective design with resource-balance. Specificaly, asys-
tem with K wavelengths and T' transceivers per node is
considered cost-effective if using one fewer wavelength
or one fewer transceiver per node will increase the sched-
ule length. In other words, the following conditions need
to be satisfied in a cost-effective system: LB(T,K) <
LB(T,K —1)and LB(T,K) < LB(T — 1, K).

For agiven K (or T, there may be 0, 1 or more values
of T (or K) that satisfy these cost-effective conditions. The
pointsin Figure4 (a) show the appropriatevalue(s) of 7" for
agiven K, as well as the appropriate value(s) of K for a
givenT inal6-nodering. Inaddition, theL B at al possible
points(i.e. K andT values)isdrawnin Figure4 (b) for ref-
erence. Notethat apoint,e.g. K = 3,7 = 1inFigure4(a),
(or the performance at that point), is said to be I/O-limited
if LB(T,—) > LB(—, K) sincein such acasg, it is pos-
sible to shorten the schedule length only when 7" increases
(see Figure 4 (b)). Similarly, apoint,eg. K = 6,7 = 3,
is said to be bandwidth-limited if LB(T',—) < LB(—, K)
since in such a case, it is possible to shorten the schedule
length only when K increases. Other points, eg. K = 8,
T = 4, a which LB(T,—) = LB(—,K) are said to be
jointly-limited. Ascan be seen, asystem is cost-effectiveat
only afew pointswhich are either |/O-limited, bandwidth-
limited or jointly-limited, but is not cost-effective at most
of the points. For instance, from Figure 4 (b), one should
not use anywhere between 17 to 31 wavelengths since the
schedule length remains the same as using 16 wavelengths
(regardiessof T'). Inaddition, T' should not exceed 8 unless
K = 32 (infact, thisistrueaslong as K < N regardless
of N).

Given that the LB described above is based on theoret-
ical analysis, and as such, may not be achievablefor an ar-
bitrary 7' and K even with the best possible (often the most
complicated) scheduling algorithm. Thisis especialy true
when we assume PM. As aresult, the cost-effective points
shown in Figure 4 (a) may not always be accurate in prac-
tice. However, as to be shown later, our heuristic schedul-
ing algorithm will be able to achieve the LB in most cases.
Even in the cases where the LB is not achieved because
we have assumed PM and/or used the hueristics, a sched-
ule length very close to the LB can be achieved, and the
cost-effective pointscan still be determinedinasimilar way
based on the schedul elength achieved by such an algorithm.

We aso note that based on the analysis of the lower
bounds on the schedule length, to establish all the connec-
tionsin AAPC simultaneoudly, i.e., to make LB(T, K) =
1, the minimum resources required will be

T"=N-1 ad K*= [ )

Although these requirements are derived from theo-

retical analysist, scheduling algorithms that can schedule
AAPC in only one round given these minimum resources
exist, asto be described next. In the following discussions,
wewill assumeT < T* and K < K*.

4.1.2 Optimal Scheduling Algorithms

A basic strategy called Complementary Assembly with
Dual Strides (CADS) has been proposed for an even N
[42], which groups up to four connectionsto form a circle
of N links. Two of these connectionshave astride of s and
the other two have the complementary stride, that is, % -8
asshownin Figure5(a). A special caseiss = % inwhich
only two connectionswith the same stride are combined in
acircleas shownin Figure 5(b).

3N/4+
stride

N/2-s

(8 1<=s<=N/4 (b) s=N/2

Figure 5: The CADS method to form circles.

A similar strategy, called Complementary Assembly
with Triadic Stride (CATS), canbeusedwhen N isodd. Us-
ing CATS, acircle consists of up to four (sometimes only

three) connections with strides s, -1 — s, s + 1, and

2

Nl — s, where0 < s < AL, Itis shown that using
CADSoor CATS, theconnectionsin AAPC are grouped into
aminimal number of circles (whichisequal to [Nzg” D-

If K = 1andT = 1, one circle is smply sched-
uled in a round, and this can achieve the LB. In a multi-
plexedringwhere K > 1, multiplecirclescan be scheduled
in around. Heuristic scheduling algorithms that generate
scheduling length approaching the LB have been proposed
[41, 42]. Notethat, since each circle of connections can be
established on a single wavelength using PM, such results
imply that LM, which requireswavel ength converters, may

not be cost-effective for this application.

4.1.3 Other Extensions

The methodsto partition AAPC into a minimal number
of circles and the optimal scheduling algorithms described
above can be extended in several ways. For example, to ef-
fectively tolerate the propagation delay and thereby reduc-
ing the scheduling latency, pipelined transmission may be
used [45]. In addition, to accommodate non-uniform traf-
fic, one may apply CADS or CATS to form “full” circles

1Thevalue of K* wasfirst reported in [43] (for odd NV only), and then
in [41, 44].
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Figure 4: (a) Appropriate values of T"and K in a16-node ring; (b) the LB for all possible K and T'.

first, and then use heuristics to form “partial” circles. Fi-
nally, to groom traffic in a SONET/WDM ring, one may
first construct circles using connections of basic rate (e.g.
OC-3), and then groom multiple (e.g. 16) circles onto the
same wavelength (e.g. operating at OC-48). To reduce the
number of SONET ADMs, aheuristic algorithm whereby a
circle is groomed with other circles if it involves the least
number of additional end-nodes (SONET ADMSs) has been
proposed [36].

4.2 PERMUTATION EMBEDDING

We now examine a special case of Self-reconfiguration
called embedding. In particular, we study the effect of the
PM and LM approaches on permutation embedding (and
scheduling) by determining the minimum number of wave-
lengths (or time dots) in PM as well as LM, denoted by
K and Kp)y respectively, for an IV -node network to be
rearrangeably nonblocking and wide-sense nonblocking.

Table 1 below summarizesthe boundson (or sometimes
the values of) K1j; and K p), in aclass of networks with
regular topologies. Note that although regular topologies
aremorelikely to beused in metropolitanand |ocal areanet-
works than in wide area networks, the results obtained are
also indicative of those for irregular topologies, for which
preciseanalyticresultsaredifficult, if notimpossible, to ob-
tain.

Our results show that LM and PM are equally effective
inlinear arrays, and LM is dlightly more effective than PM
in rings, meshes, tori and hypercubes, especialy for wide-
sense nonblocking ones. Theseresults suggest that PM may
be more cost-effective than LM for thistype of applications,
given that LM requires sophisticated and costly hardware
for interchanging wavelengths (or time dots).

Asfar asrelated work is concerned, alarge body of re-
search has been devoted to the subject of permutation rout-
ing and scheduling including past work on non-multiplexed
networks [46, 47, 48]. Severa recent studies of WDM
networks have considered the bounds on the number of

wavelengths required to make a network either nonblock-
ing (rearrangeably and/or wide-sense) (see for example,
[5, 49]), or be able to establish an arbitrary set of connec-
tions[50, 51, 52]. In these studies, however, PM has been
assumed amost exclusively, and in addition, these stud-
ies either obtained asymptotic boundsfor general networks
with a bounded nodal degree or for specific ones such as
hypercube-based networks, or obtained probablistic or ap-
proximate bounds as a function of the optimal number of
wavelengths needed (or the maxima number of connec-
tionssharing acommonlink, also call ed the maximumIoad)
for specific networks such as trees and meshes.

Another aspect in which our work differs from others
is that we have considered the case in which a network is
blocking as a result of having an insufficient multiplexing
degree, and compared the schedule lengths of a permuta-
tion resulted from using LM and PM. Additional resultson
comparing theeffectivenessof PM and LM for both off-line
and on-line permutation embedding and scheduling were
reported in [3, 12].

5 CONCLUSION

Because there are various voice and data communica-
tion applications, a WDM optical layer needs to provide
different class of services. In this paper, it is suggested
that this be accomplished by partitioning and allocating re-
sources appropriately to form several virtual optical net-
works (VONSs). Specifically, a VON supporting dynamic
traffic can be allocated with a small subset of wavelengths,
fast switches and wavelength converters. On the other
hand, a VON supporting static traffic can use relatively
slower switches and do without wavelength converters. We
have proposed a new framework for polymorphic control
which includes both On-demand-reconfiguration in some
virtual otical networks (VONSs) and Self-reconfigurationin
other VONSs. In respect to the former, we have described
several uniquedistributed wavel ength reservation protocols
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Rearrangeably Nonblocking Wide-sense Nonblocking
LM PM LM PM
Linear Arrays) T T T T
Unidirectional Rings N -1 N N -1 N
Bidirectional Rings T - [T -1,7] T — [§-1,7]
n X n Meshes [n—1,n] [n—1,n] [n—1,n] [n—1,2n — 3]
oo Tor T L3 [ 17 L |1 LA [F tu 1]
Nn—dim. hypercubes 272 22 22 [2%,3--2% 4,”

Table 1: Thevaluesof Kz and Kpay.

and as well as the novel concept of optical burst switching
(OBS) which are suitable for bursty traffic and short-lived
connections. In respect to the latter, we have presented ef-
ficient scheduling algorithms for WDM rings and obtained
concreteresults on the problem of embedding permutations
in aclass of regular networksincluding rings and meshes.

In addition, we have addressed several issues related to
the principle of cost-effective design of WDM networks.
For example, we haveidentified the trade-offsbetween dis-
tributed and centralized control, as well as between control
complexity and bandwidth utilization, discussed the bene-
fit (and cost) of wavelength conversionsaswell as E/O and
O/E conversions, and analyzed ways to achieve resource
balance. The proposed framework of polymorphic control
and the principle of cost-effective design can help redize
the vision of building a flexible, efficient and bandwidth-
abundant fiber-optic network infrastructure, which is capa-
ble of eliminating redundant and expensive hardware and
software, and providing ubiquitous servicesto applications,
IP, ATM and other existing (e.g. SONET) and future proto-
cols.
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