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Introducing mobility to Wireless Sensor Networks (WSNs) puts new challenges particularly in designing of routing protocols.
Mobility can be applied to the sensor nodes and/or the sink node in the network. Many routing protocols have been developed
to support the mobility of WSNs. These protocols are divided depending on the routing structure into hierarchical-based, flat-
based, and location-based routing protocols. However, the hierarchical-based routing protocols outperform the other routing
types in saving energy, scalability, and extending lifetime of Mobile WSNs (MWSNG). Selecting an appropriate hierarchical routing
protocol for specific applications is an important and difficult task. Therefore, this paper focuses on reviewing some of the recently
hierarchical-based routing protocols that are developed in the last five years for MWSNs. This survey divides the hierarchical-
based routing protocols into two broad groups, namely, classical-based and optimized-based routing protocols. Also, we present
a detailed classification of the reviewed protocols according to the routing approach, control manner, mobile element, mobility
pattern, network architecture, clustering attributes, protocol operation, path establishment, communication paradigm, energy
model, protocol objectives, and applications. Moreover, a comparison between the reviewed protocols is investigated in this survey
depending on delay, network size, energy-efficiency, and scalability while mentioning the advantages and drawbacks of each

protocol. Finally, we summarize and conclude the paper with future directions.

1. Introduction

The importance of Mobile Wireless Sensor Networks
(MWSNs) in monitoring and collecting data from the
environment has been increased in the recent years. A
MWSN typically consists of mobile sensor nodes and/or
mobile sink(s) that can move within the network. Mobility
can be achieved by attending the mobile elements with
mobilizers for controlling their locations or they can be
attached to transporters like vehicles, animals, robots,
and so forth [1, 2]. Some real-world applications demand
environments composed of static and mobile sensor nodes
within the same network, while other applications request
complete mobile sensors environment [3-5]. For instance,
in outdoor medical applications, patients use body sensor
networks (mobile nodes) to monitor their vital signs (e.g.,

heart rate and blood pressure) which are transmitted to
doctor (mobile sink) and monitoring room (static sink) for
tracking and monitoring patients” health status, while in wild
life applications, sensors are equipped on animals (mobile
nodes) to observe their behavior within a spacious habitat
which are collected via a mobile sink (e.g., a car or a plane)
[6]. The sensor nodes are small devices and can perform
many tasks, including event sensing, data processing, and
data communication. Each node consists of four main parts
as shown in Figure 1. The first part is a sensing unit that
senses a phenomenon and converts sensing data into a
digital form using a sensor and Analog-to-Digital Converter
(ADC). Processor unit is the second part that processes all
data and controls operations of the other parties. The third
part is a transceiver unit that is used to transmit and receive
data with a limited transmission range. Power unit is the last
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FIGURE 1: Structure of sensor node.

part that supplies power to all parties. Moreover, a sensor
node might additionally have some specific components,
such as the Global Positioning System (GPS), mobilizer, and
power generator units. The GPS unit can help a sensor node
to obtain its own location information while the mobilizer
unit offers the movement capability of a sensor node. The
power generator unit is responsible for power generation by
applying some specific techniques such as solar cell [7].

A sensor node has limited on-board storage, process-
ing, power, and radio capabilities due to its small size.
Therefore, MWSNs require effective mechanisms to uti-
lize and resolve the limited resources. Routing is one of
these mechanisms that prolongs the lifetime of network
by reducing the energy consumption in communication.
The routing protocol should consider the network structure,
data sending methods, node and link heterogeneity, node
mobility, consumption energy, coverage, connectivity, data
aggregation, and quality of service issues in order to be
an efficient and reliable protocol. The developed routing
protocols can be grouped based on the routing structure into
hierarchical-based, flat-based, and location-based routing
protocols. According to literature [8-16], the hierarchical-
based routing protocols outperform the other routing types in
saving energy, extending a lifetime of WSNs, and scalability.
The hierarchical-based routing partitions the network into
multiple groups. Each group contains one head node and
many member nodes (MNs). MN only senses and delivers
its sensed data to its related head node, while a head is
responsible for collecting and aggregating data of its MNs and
then transfers the aggregated data to sink.

Hierarchical-based routing is a feasible solution for
reducing energy consumption in WSNs due to reduction of
redundant data transmission. In addition, it can effectively
balance the load among the sensor nodes via assigning
different tasks for each sensor node according to its capa-
bilities. Finally, it can easily achieve collision-free network
by using a proper MAC protocol. Based on the approach of
data routing, the hierarchical-based routing can be broadly
divided into classical hierarchical-based routing and opti-
mized hierarchical-based routing. This survey will specialize
in reviewing some of the recently classical and optimized
hierarchical-based routing protocols that are developed in the
last five years for the MWSNS. Also, a detailed classification
of the reviewed protocols is presented in this survey based on
many different metrics. These metrics are routing approach,
control manner, mobile element, mobility pattern, network
architecture, clustering attributes, protocol operation, path
establishment, communication paradigm, energy model,
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protocol objectives, and applications. Moreover, we compare
between the surveyed protocols on the basis of delay, network
size, energy-efficiency, and scalability while analyzing the
advantages and drawbacks of each protocol.

The paper is organized as follows. Section 2 is a literature
survey about various clustering protocols of MWSNs. Taxon-
omy criteria of the hierarchical-based routing protocols are
explained in Section 3. Section 4 discusses the metrics that
are used for evaluation of the hierarchical-based routing pro-
tocols. Reviewing the hierarchical-based routing protocols of
MWSNSs is given in Section 5. In Section 6, the classification
and comparison of the reviewed protocols are described.
Section 7 offers some conclusions and future directions.

2. Related Works

This section summarizes the previous surveys [8-16] of the
routing protocols that are designed for MWSN:Ss in literature.
A survey of routing techniques that are developed for wireless
ad-hoc or WSN networks was presented in [8]. The aim of this
survey is to identify the routing protocol that can support the
mobility of the sensor nodes in mixed WSNs, which consist
of both static and mobile sensor nodes. Moreover, authors
highlighted the advantages/disadvantages and performance
issues of each routing technique. Authors in [9] gave a
comprehensive taxonomy of the routing protocols based on
discovery, data transfer, routing, and motion control. This
survey classified the routing protocols into flat routing and
proxy-based routing. In [10], authors reviewed LEACH-M,
LEACH-ME, CBR-M, ECBR-MWSN, E2R2, 2L-LEACH-M,
FTCPMWSN, LFCP-MWSN protocols that are developed
for the MWSNs. In addition, they presented a comparison
between the reviewed protocols based on assumptions, CH
selection, location awareness, scalability, and complexity.
In [11], the authors categorized the flat- and hierarchical-
based routing protocols of MWSNs depending on their net-
work structure, state of information, energy-efficiency, and
mobility. This classification summarizes the advantages and
disadvantages of the reviewed routing protocols. Moreover,
this survey gives an insight into the enhancements that
can be done to improve the existing routing protocols. A
survey of the location-based routing protocols that support
the sink mobility is presented in [12]. This survey classified
the location-based routing approaches into backbone-based
and rendezvous-based approaches according to their network
structures while highlighting the pros and cons of each type.

A survey in [13] classified the existing routing protocols
of MWSNss into delay-sensitive routing protocols and delay-
tolerant routing protocols based on delay, into centralized
and distributed protocols based on the routing decisions, into
discretely and continuously based routing protocols based on
mobility pattern, and into location-based and topology-based
protocols depending on the routing information needed.
Also, this survey explained how each protocol works and
mentioned the advantages and disadvantages of each one.
Authors in [14] surveyed the distributed routing protocols
that support mobile sinks. In addition, they explained the
challenges and the design requirements of a mobile sink-
based routing protocol. The surveyed protocols are compared
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based on position awareness, sink mobility pattern, virtual
structure type, data aggregation, multisink support, protocol
overhead, structure accessibility, and hotspot mitigation. A
survey of eleven mobile sink-based routing protocols was
adopted in [15]. These protocols are compared based on
number of mobile sinks, type of protocol, and sink mobility
pattern. In [16], a brief overview of the cluster-based protocols
for static WSNs, where the sensor nodes are fixed, and for
MWSNs, where some or all the sensor nodes are mobile
in nature, was presented. Moreover, the surveyed protocols
are compared based on the basic assumptions, working
environment, advantages, limitations, and working style.

As shown in the previous discussion, there are no works
focusing on reviewing the hierarchical routing protocols that
support the mobility of sensor nodes and/or sink node.
Therefore, this survey paper will provide a comprehen-
sive review and fine-grained classification of the recently
hierarchical-based routing protocols that were developed in
the last five years for MWSNs. The reviewed protocols are
classified based on routing approach, control manner, mobile
element, mobility pattern, network architecture, clustering
attributes, protocol operation, path establishment, commu-
nication paradigm, energy model, protocol objectives, and
applications. Based on delay, network size, energy-efficiency,
and scalability, a comprehensive comparison between the
surveyed protocols will be considered in this paper while
analyzing the advantages and drawbacks of each protocol.

3. Taxonomy Criteria of Hierarchical-Based
Routing Protocols

The main aim of hierarchical-based routing in MWSNs is
saving the residual energy of each sensor node, extending
the network lifetime, and ensuring the connectivity among
the sensor nodes. Here, we present a detailed taxonomy
and classification of the hierarchical-based routing proto-
cols based on different metrics. These metrics are routing
approach, control manner, mobile element, mobility pattern,
network architecture, clustering attributes, protocol opera-
tion, path establishment, communication paradigm, energy
model, protocol objectives, and applications as shown in
Figure 2.

3.1. Routing Approach. The challenge of data routing can
have two broad methods, namely, classical-based method and
optimized-based method.

(a) Classical-Based Routing. In the classical-based routing,
head nodes are selected randomly using the timer function,
which causes an uneven traffic flow in different head nodes.
Although they are suitable for applications of WSNs, they
still have many challenges such as scalability, load balancing,
connectivity, coverage, and robustness.

(b) Optimized-Based Routing. Routing in WSNs puts new
challenges for researchers as various classical protocols lack
fault tolerance, energy-efficiency, connectivity, robustness,
and scalability. Researchers have developed some robust
routing protocols based on optimization algorithms such

as Particle Swarm Optimization (PSO), Fuzzy Logic (FL),
Genetic Algorithm (GA), and Artificial Bee Colony (ABC),
which provide optimal solutions to the mentioned problems.
Thus in the optimized-based routing, the head nodes are
determined based on multicriteria to achieve the require-
ments of QoS.

3.2. Control Manner. On the basis of control manner, routing
approaches of MWSNs can be centralized, distributed, or
hybrid approaches.

(a) Centralized Approaches. In the centralized approaches,
a sink/head node requires global information (e.g., energy
level, geographical position) of the network/group to control
the network/group. These approaches are used to organize the
network into clusters and assign a head node for each one.

(b) Distributed Approaches. In the distributed approaches,
the sensor nodes collaborate with each other to build routes
without need for the global information of the network. Each
sensor node can execute its own algorithm and takes the
decision of becoming a head node or not. These approaches
are used for coordination between the head nodes.

(c) Hybrid Approaches. Hybrid approaches combine the
features of being centralized and distributed.

3.3. Mobile Element. Since the network consists of a large
number of sensor nodes and sink nodes, the mobility can
apply to the sensor nodes and/or the sink node(s) depending
on the applications. Therefore, the routing protocols can be
classified based on the mobile elements into protocols sup-
porting sink node(s) mobility, protocols supporting sensor
nodes, and protocols supporting mobility of both sensor
nodes and sink node(s).

3.4. Mobility Pattern. One of the main challenges in routing
of MWSNSs is determining the moving pattern of the mobile
element (i.e., sensor nodes or sink node). Depending on the
application and network size, there are different mobility
patterns.

(a) Predefined Mobility Pattern. In this pattern, the mobile
element moves along a predefined path within the sensor field
and stops at predefined positions to perform a specific task.
This pattern can be used for the mobile sink.

(b) Random Mobility Pattern. The random mobility pattern
can be used for the mobile sensor nodes and the mobile sink.
In this pattern, the mobile element moves randomly within
the sensor field. The synthetic mobility models are used for
simulating the random mobility of a mobile element such
as Random WayPoint mobility model (RWP) and Reference
Point Group Mobility Model (RPGM) [17-19].

(c) Controlled Mobility Pattern. In the controlled mobility, the
mobile element is guided based on the control of the routing
protocol. The movement of the mobile element is controlled
based on some factors such as energy level, avoiding energy
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FIGURE 2: Taxonomy criteria of hierarchical-based routing protocols in MWSNs.

hole or hotspot problem [20], and connectivity, to achieve
better results.

3.5. Network Architecture. The underlying network architec-
ture plays an important role in the function of the hierar-
chical routing protocols in MWSNs. Based on the network

architecture, the hierarchal routing protocols can be classified
into three categories, which are block-based hierarchical
routing, tree-based hierarchical routing, and chain-based
hierarchical routing.

(a) Block-Based Hierarchical Routing. In the block-based
hierarchical routing protocols, the network is divided into
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groups called clusters. Each one has a head node called
Cluster Head (CH) node that is responsible for collecting
and aggregating the data of its MNs and then transfers the
aggregated data to the sink node. The main problem with
these protocols is how to select CH and the limited range of
sensor nodes to connect directly with sink.

(b) Tree-Based Hierarchal Routing. In the tree-based hierar-
chical routing protocols, a routing tree is formed among all
sensor nodes and the sink is the root of this tree. Leaf nodes
in the routing tree send data to their parent. Each parent node
aggregates the received data and sends it to the next level
parent node towards the sink.

(c) Chain-Based Hierarchical Routing. In the chain-based
hierarchical routing protocols, one or more chains are con-
structed to connect the nodes for data transmission. A head
node for each chain called leader is chosen to collect data
from the chain members. Data is delivered from the farthest
node from sink along the chain until the leader node forwards
the final packet toward the sink. However, the data packet
reaches the sink via a large number of hops, which increases
the packet delay. Moreover, the chain-based routing has less
ability of robustness because the failure of one node breaks
the chain and data will be dropped.

3.6. Clustering Attributes. The attributes of the clustering
process have an important effect on the performance of
hierarchical-based routing. The cluster properties and the
sensor capabilities are the two main issues in the clustering
attributes [21, 22].

3.6.1. Cluster Properties. In the hierarchical-based routing
protocols, the characteristics of the formed clusters are used
to differentiate between these clusters in terms of saving
energy, load balancing, and lifetime.

(a) Cluster Size. From the point of cluster size, the
hierarchical-based routing protocols in MWSNs can be
grouped into equal and unequal clustering. In the equal
clustering protocols, all clusters have the same size, while
in the unequal clustering protocols, clusters have different
sizes. In general, unequal clustering protocols are used to
balance the load among the nodes and solve the energy hole
problem.

(b) Cluster Density. Cluster density is the number of cluster
members. Density of cluster affects the energy consumption
of CH. Clustering protocols can be static clustering protocols
and dynamic clustering protocols. In the former one, clusters
have fixed density, but the cluster density in the second one is
variable.

(¢) Intracluster Routing. Intracluster routing is the communi-
cation between MNs and CH. This communication can be a
single-hop or a multihop routing. In the single-hop routing,
MNs directly deliver their data to CH. However in the multi-
hop routing, member nodes transmit their data to CH via
relay nodes.

(d) Intercluster Routing. Intercluster routing is the commu-
nication between the sensor nodes/CHs and sink node. The
intercluster communication can be a single-hop or a mul-
tihop routing. In the single-hop routing, sensor nodes/CHs
send their data directly to sink. In contrast to it, sensor
nodes/CHs transmit their data to sink using intermediate
nodes in the multihop routing.

(e) Stability. The stability of routing process depends on the
cluster density. If the cluster density is fixed, the stability of
routing is said to be fixed. Otherwise, the routing stability
is considered variable because the cluster density varies
throughout the routing process.

3.6.2. Sensor Capabilities. Based on the resources of the
sensor nodes, MWSNs can be classified into homogeneous
and heterogeneous networks.

(a) Homogeneous Network. In the homogenous network,
all sensor nodes have the same energy, computation, and
communication resources. In this type of networks, CHs are
assigned according to a random manner or other criteria.

(b) Heterogeneous Network. In the heterogeneous network,
sensor nodes have unequal capabilities in heterogeneous
environment. Therefore, the role of CHs is specified to sensor
nodes that have more capabilities.

3.7. Protocol Operation. Depending on the protocol opera-
tion, the hierarchical-based routing protocols are divided into
negotiation-based, query-based, multipath-based, coherent-
based, and QoS-based routing.

(a) Negotiation-Based Routing. In this type of routing, a high
level of descriptors is utilized for the negotiation between the
sensor nodes to minimize the duplicated information and
avoid the redundant data. Generally, this negotiation should
be done before real data transmission between the source and
the relay node or the sink node.

(b) Query-Based Routing. This type of routing depends upon
queries from a destination. The source node transmits its data
in response to the received query from the destination node.

(c) Multipath-Based Routing. In the multipath routing, multi-
ple paths are constructed between a source and a destination
to increase the fault tolerance and enhance the network
performance.

(d) Coherent-Based Routing. Different data processing mech-
anisms are presented to save the processing computations
that consume a significant part of the node energy. Coher-
ent and noncoherent are the two main data processing
approaches that are used to save the consumption energy
in data computations. In the noncoherent data processing
technique, the sensor node processes the data locally and
then forwards it to the aggregator. Aggregator is a node,
which aggregates the received data from many sensor nodes
and forwards the aggregated packets to sink. In the coherent
method, a sensor node performs minimum data processing



and sends data to the aggregator. After receiving the data, the
aggregator is responsible for the major and complex part of
processing.

(e) QoS-Based Routing. The used algorithm in this type of
routing ensures the QoS requirements of the data. These
requirements can be reliability, delay, or bandwidth. The task
of routing protocol is balancing the dissipated energy while
achieving the QoS conditions.

3.8. Path Establishment. The path establishment mechanism
is responsible for identifying or discovering routes from
a source to the intended receiver. This mechanism can
also be used to distinguish between different types of the
hierarchical-based routing protocols.

(a) Proactive Routing. This type of routing is also often
described as table-driven, because each node selects the best
path and forwards its data based on the contents of a routing
table. This table contains a list of paths between a node and
one or more next-hop neighbors and also cost associated with
each path. In this type of network, nodes periodically switch
on their sensors and radios to sense the data and transmit it
to the destination via a certain route from the routing table.
This routing type is suitable for periodic data monitoring
applications like collecting data about temperature change
over a particular area.

(b) Reactive Routing. In the reactive routing, the node reacts
immediately to sudden changes in the sensing event and does
not already have a route established. This type of routing adds
some delay for discovering the route before transmitting the
data. Also, it is well suited for time-critical applications, for
example, explosion detection and intrusion detection.

(c) Hybrid Routing. In this routing type, nodes not only
react to sudden changes in the sensing event but also send
their data at periodic intervals in an efficient method to the
destination.

3.9. Communication Paradigm. The communication between
the sink and the sensor nodes can be node centric, data
centric, or location centric.

(a) Node Centric. In the node-centric protocols, destinations
are specified using numerical addresses (or identifiers) of
nodes. In this type, sensor node can forward its data to
specific destination via its ID.

(b) Data Centric. In the data centric technique, sink forwards
queries to a particular area within a sensor field and waits
for data of the sensors that are located in the selected region.
The source sensors of the selected region send their data to
the sink via intermediate nodes. These intermediate sensor
nodes aggregate the collected data from multiple sources and
forward the aggregated packets to the sink. This process saves
the dissipated energy in the redundant data.

(c) Location Centric. In the location-centric routing, the
sensor nodes should know their locations in the sensor field.
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Location information is used to construct best routing, which
enhances the network performance.

3.10. Radio Model. The major task of the hierarchical-based
routing protocols is saving the residual energy of each sensor
node and extending the network lifetime. Since the energy
consumed by the radio of the sensor node represents the
largest portion of the consumed energy [23], the routing
protocols can be surveyed according to the model of the
sensor radio. The radio of the sensor node is simulated as the
first-order model [24] or as the realistic radio model such as
CC2420 [25].

3.11 Protocol Objectives. The hierarchical-based routing pro-
tocols have been developed to save the dissipated energy and
extend the lifetime of MWSNs. Accordingly, the hierarchical-
based routing protocols of MWSNs can be classified accord-
ing to the above criteria based on different objectives. These
objectives can be data aggregation, load balancing, lifetime
maximization, stability period extension, guarantee of con-
nectivity, fault tolerance, avoiding hotspot, and so forth.
The routing protocol can develop to achieve one or more
objectives at the same time.

3.12. Applications. Since there is not a routing protocol
appropriate for all applications, this survey specifies the
suitable applications for each hierarchical routing protocol.
Applications of MWSNs can broadly be split into event-
driven, time-driven, on-demand, and tracking-based appli-
cations [26].

(a) Event-Driven Applications. Sensor nodes deployed for
such type of applications are expected to be inactive most of
the time and bursting into activity when an event is detected.
Then, the detected event is reported to the sink. This type of
application can be found in forest fires, grass fires, volcanic
eruptions, and so forth.

(b) Time-Driven Applications. In this type of applications,
each sensor is expected to constantly produce some amount
of data, which has to be conveyed periodically to the
sink. The time-driven applications include monitoring the
environmental conditions like affecting crops, temperature,
humidity, and lighting.

(c) On-Demand Applications. In some applications, the sink
is not interested in data updates from all the nodes in the
network. This is done via sending queries to a set of sensor
nodes at different times from different regions. This results in
a more energy-efficient use of resources.

(d) Tracking-Based Applications. This class is helpful when
the source of an event is mobile. The sensor nodes can
report the event source’s position to the sink, potentially
with estimates about speed and direction. The tracking
applications combine some of the above three classes. This
class can be used in the military application (e.g., tracking
an intruder), the environmental applications (e.g., tracking
the movements and patterns of insects and birds), and the
intelligent applications (e.g., tracking of vehicles).
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4. Evaluation Metrics of Hierarchical
Routing Protocols

In this survey, the various hierarchical routing protocols will
be evaluated based on delay, network size, energy-efficiency,
and scalability.

(a) Delay. Delay is a time of transmitting a packet from the
source to the sink. This delay provides a close approximation
for the actual latency. Delay is an important factor for real
time applications.

(b) Network Size. Each hierarchical routing protocol is
suitable for a certain kind of network, such as large-scale
networks or small-scale networks. Surely, there are hierarchal
routing protocols that perform well in both large-scale and
small-scale networks.

(c) Energy-Efficiency. Due to the limited energy of sensor
nodes in MWSNs, most of the hierarchical routing protocols
are developed to save the energy of sensors and extend the
network lifetime. Thus, the energy-efficiency is the main
objective of the routing protocols.

(d) Scalability. As the sensors are becoming ever cheaper,
unlike the traditional networks, WSNs are becoming larger
up to tens of thousands of nodes. Therefore, a routing
protocol should be scalable for adding new sensor nodes.

5. Hierarchical-Based Routing
Protocols of MWSNs

In hierarchical-based routing protocols, sensor nodes per-
form different tasks such as sensing, processing, transmitting,
and receiving. Some of these sensor nodes, that are called
CHs or leaders, are responsible for collecting and processing
data and then forwarding it to sink, while the task of other
nodes, which are called MNs, is sensing the sensor field and
transmitting the sensing data to the head nodes. Hierarchical-
based routing is a two-layer architecture, where head nodes
selection is performed in the first layer and the second layer
is responsible for routing. The developed hierarchical routing
protocols could be classified into two classes, classical-based
routing and optimized-based routing.

5.1. Classical Hierarchical-Based Routing Protocols. In the
classical hierarchical-based routing protocols, head nodes
are selected only based on generated random values. If the
random value is less than a certain threshold, the node will be
a head. Due to the random selection, an uneven traffic flow
in different head nodes may occur. Thus, some head nodes
will exhaust energy, and the performance of the network
is affected. Here, we review some of the recently classical
hierarchical-based routing protocols that are developed for
the MWSNs in the last five years.

5.1.1. LEACH-Mobile Protocol. Authors in [27] developed a
routing protocol called LEACH-Mobile to support mobil-
ity of the sensor nodes. LEACH-Mobile confirms whether

a mobile node is capable of communicating with its Cluster
Head (CH) within the timeslot allotted in TDMA schedule.
The node that does not receive a request from its CH during
two successive TDMA schedules can identify that it is out of
its cluster as illustrated in Figure 3. The moved node can join
a new cluster by broadcasting a cluster joint request message
for which it will receive a cluster joint ACK message from the
new CH. However, LEACH-Mobile assumes that the CHs are
stationary. Hence, LEACH-Mobile is not efficient in terms of
dissipated energy and data delivery rate because moving CHs
will lead to dropping a large number of packets.

5.1.2. LEACH-Mobile-Enhanced Protocol. To alleviate the
problem of LEACH-Mobile, an enhanced version of LEACH-
Mobile called LEACH-Mobile-Enhanced (LEACH-ME) was
developed in [28]. LEACH-ME selects a node with the lowest
mobility factor to be CH. Mobility factor is determined
based on the number of nodes’ movement outside the cluster.
More elaborately, the mobility factor is calculated in an extra
timeslot in each frame via multiplying node’s velocity with
the time required for a node to move from a position to
another. However, LEACH-ME consumes much energy for
calculating the mobility factor of each node during the extra
slot in each frame.

5.1.3. Mobile Sink-Based Routing Protocol. A mobile sink-
based routing protocol (MSRP) [29] was designed to prolong
the network lifetime and alleviate the hotspot or the energy
hole problem of WSNs. MSRP utilizes a mobile sink that
moves based on the residual energy of CHs for data gathering
in the clustered network. The operation of MSRP consists of
two main phases which are a setup phase and a steady-state
phase. In the setup phase, the network is partitioned into
clusters and the mobile sink advertises its location to CHs
by broadcasting beacon message for registration, while in the
steady-state phase, the mobile sink sends a TDMA schedule
to the registered CHs. Then CHs collect data of MNs via a
single- or a multihop communication. After collecting data,
the mobile sink moves to a new place based on the residual
energy of CHs. Simulation results cleared that the MSRP
balances the energy consumption among the nodes and
solves the hot spot problem due to changing the neighbors
of the mobile sink.

5.1.4. Cluster-Based Routing Protocol. Mobility and traffic
adapted cluster-based routing protocol for MWSNs (CBR-
Mobile) [30] was designed to collect data from the mobile
sensor nodes with maximum delivery ratio and minimum
average delay. The mobility and traffic adapted scheduling
based MAC design enables CHs to reuse the free or unused
timeslots to support the mobility of sensor nodes. Each
CH maintains two simple database tables for mobility and
traffic to achieve this adaptation as illustrated in Figure 4.
The designed CBR-Mobile protocol enables the disconnected
mobile sensor nodes (MSNs) to rejoin the network through
other CHs within a short time. As a result, the CBR-Mobile
protocol can significantly reduce the packet loss compared to
the LEACH-Mobile protocol. However, the control overhead
used in the CBR-Mobile protocol is higher than that in the
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FIGURE 3: LEACH-Mobile protocol.

LEACH-Mobile, which may cause more energy consumption
and reduce the network lifetime.

5.1.5. Mobility-Based Clustering Protocol. Authors in [31]
developed a Mobility-Based Clustering protocol (MBC) to
improve the performance of MWSNs. The operation of MBC
consists of a setup phase and a steady-state phase in each
round. In the setup phase, a sensor node elects itself as a CH
based on its remaining energy and mobility. Also, the MBC
protocol considers the connection time in the construction
process of clusters to build more reliable path depending on
the stability or availability of each link between MN node
and CH node. However in the steady-state phase, data of
the sensor nodes are transferred to sink via intracluster and
intercluster communication in each round. MBC provides
a better performance in mobility-based environment, but it
fails to address the critical node occurrence problem, which
causes link breakage, packet dropping, and reducing of the
network utilization.

5.1.6. Energy-Efficient Competitive Clustering Algorithm. An
Energy-Efficient Competitive Clustering (EECC) algorithm
using a controlled mobile sink was adopted in [32] to improve
the performance of MWSNs and mitigate the hotspot prob-
lem. EECC is a distributed clustering algorithm and operates
in rounds manner. EECC divides the network into clusters
and assigns a CH for each cluster based on the residual energy
of the sensor nodes. Each CH collects and aggregates data of
its members and then waits for arrival of the sink. The mobile
sink moves at a certain speed along a predefined line path,
which is located at the center of the sensor field, and sojourns
at some certain equidistant locations to collect data packets
from neighboring CHs as shown in Figure 5. Simulation

results validated that the EECC algorithm with the mobile
sink outperforms LEACH [24] in terms of energy utilization
and network lifetime.

5.1.7. Mobile Sink Improved Energy-Efficient PEGASIS-Based
Routing Protocol. A Mobile sink Improved Energy-Efficient
PEGASIS-Based routing protocol (MIEEPB) was presented
in [33] to achieve proficient energy utilization of WSNs.
MIEEPB divides the sensor field into four regions and
constructs a smaller chain in each region. Leader of each
chain is selected based on the residual energy and distance
from BS that lead to achieving smaller chains and decreasing
load of the leader nodes. Then the mobile sink moves with
a certain speed along its path and stays for a time at fixed
location in each region to guarantee the data collection.

5.1.8. Enhanced Cluster-Based Routing Protocol. Enhanced
cluster-based routing protocol has been introduced espe-
cially for the MWSN (ECBR-MWSN) [34]. ECBR-MWSN
is based on the same principles of its predecessors CBR-
Mobile and LEACH-Mobile. ECBR-MWSN mainly consists
of five phases. They are initialization phase, cluster formation
phase, CHs selection phase, data transmission phase, and
reclustering and rerouting phase. It is aimed at enhanc-
ing the lifetime of MWSNs by balancing the consump-
tion energy of the sensor nodes. It selects sensor nodes
with highest remaining energy, lowest mobility factor, and
least distance from a sink to be CHs. Simulation results
clearly showed that the ECBR-MWSN clustering approach
is more energy-efficient and hence effective in prolong-
ing the network lifetime compared to LEACH-Mobile and
LEACH-ME.
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5.1.9. Mobility Adaptive Cross-Layer Routing Protocol. In [35]
a Mobility Adaptive Cross-layer Routing (MACRO) protocol
was designed specifically for the MWSNs. The principle of
MACRO is based on a new cross-layer interaction approach
among the five reference layers (i.e., application, transport,
network, MAC, and physical layers). MACRO tries to sustain
the reliability of a route by adapting possible topology
changes and channel conditions such as node failures and
serious congestion. It uses the route discovery method to
reduce the amount of flooding by restricting the subset of
nodes able to forward the requests. Additionally, it chooses
the most reliable routes for forwarding packets based on the
link quality and the mobility of nodes. However, discovering
a route causes a significant delay due to the higher number
of nodes and the frequent topology change of MWSN.
Simulation results showed that the MACRO provides sig-
nificant improvements on the packet delivery ratio and
end-to-end packet delay performances compared to those
of the classical CBR-Mobile and LEACH-Mobile routing
protocols.
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5.1.10. Cluster Independent Data Collection Tree Protocol.
A Cluster Independent Data collection Tree (CIDT) was
designed in [36] based on construction of Data Collection
Tree (DCT) to provide a guaranteed reliable network about
mobility, traffic, and end-to-end delay. The CIDT consists
of a setup phase and a steady-state phase. In the setup
phase, cluster formation and tree construction are initiated
to identify the optimal path between the members of cluster
and sink. In the cluster formation, the selection of CH and
Data Collection Node (DCN) over the network is based on
the nodes’ residual energy, mobility, Received Signal Strength
(RSS), connection time, and cluster dimension. Then DCT
is constructed based on the location of selected CHs and
the connection time between CH and DCN as shown in
Figure 6. However in the steady-state phase, each CH collects
data from its member nodes and forwards the data to DCN
after aggregation. Then DCN again aggregates the data packet
from its CH and forwards it to the sink via the DCT. The
simulation results proved that the CIDT protocol provides
more stable links, high throughput, good packet delivery ratio
with a reduction of the network traffic, and a condensed sum
of the energy utilization than LEACH-Mobile and MBC.

5.111. Velocity Energy-Efficient and Link-Aware Cluster Tree
Protocol. An enhanced version of CIDT protocol, called
a Velocity Energy-efficient and Link-aware Cluster Tree
(VELCT) scheme, was suggested in [37] for data collection of
the MWSNs. VELCT mitigates the existing issues in the CIDT
such as coverage, mobility, traffic, tree intensity, and delay
of the tree structure. The VELCT scheme consists of a setup
phase and a steady-state phase. In the setup phase, clusters
are constructed based on the connection time, RSS, coverage
time, and robustness for connection. Moreover, the VELCT
protocol constructs a DCT between the selected DCN nodes
based on the locations of CHs. In the steady-state phase, all
CHs start to collect and aggregate the data from their MNs
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and then forward the aggregated data to the sink via the DCN
nodes. The best construction of DCT enables the VELCT
scheme to minimize the energy exploitation, the end-to-end
delay, and the traffic of CHs in MWSNEs.

5.1.12. Proactive Highly Ambulatory Sensor Routing Protocol.
A novel multihop routing protocol for the MWSNS, called
Proactive Highly Ambulatory Sensor Routing (PHASeR),
was developed in [38] to enable the dynamic and robust
routing of data towards the sink. This protocol was motived
by radiation mapping applications, which requires the reliable
and periodical delivery of measurements to the sink. PHASeR
uses a global TDMA-MAC layer to maintain a gradient
metric, even in high-speed scenarios. PHASeR does not
require any dynamic scheduling because it uses a global
TDMA that assigns fixed timeslots for nodes. Also, it uses
the blind forwarding technique to pass messages through the
network in a multipath manner. The analysis and simulation
proved that the PHASeR is effective in a wide array of
situations, over varying mobility, scalability, and traffic levels.

5.1.13. Optimizing LEACH Clustering Algorithm. A new clus-
tering algorithm based on combining the use of the LEACH
algorithm, mobile sink, and rendezvous points was developed
in [39] to reduce the consumption energy. The developed
algorithm was called optimizing LEACH. The operation of
optimizing LEACH was divided into rounds, where each
round starts with a setup phase and follows with a steady-
state phase. The setup phase consists of three stages: task
ordination, cluster setup, and scheduling. In the task ordina-
tion, CHs and rendezvous nodes (RNs) are selected. Then the
clusters are developed based on the distance between sensor
nodes and CHs in the cluster setup stage. In the scheduling
stage, each CH broadcasts a schedule to its MNs to organize
node transmission timing, while in the steady-state phase,
CHs collect data from their MNs and forward it to the mobile
sink or to the nearest living RN. The mobile sink moves
along a predetermined line trajectory and sends signals called
beacons to notify the RNs about its arrival as shown in
Figure 7. Simulation results illustrated that the optimizing
LEACH decreases the energy consumption in MWSNs as
compared to the traditional LEACH, particularly when the
network is large.

5.1.14. Ring Routing Protocol. A ring routing protocol [40]
was designed based on a virtual ring structure to mitigate the
hotspot problem and minimize the packet delay of large-scale
MWSNSs. The ring protocol constructs a closed ring loop of a
single-node-width depending on the location information of
the sensor nodes to advertise the position of the mobile sink
with minimal overheads as shown in Figure 8. As the sink
moves, it selects anchor nodes (ANs) among its neighbors
using the progressive footprint chaining mechanism to relay
data of the sensor nodes to the sink. Initially, sink selects
the closest node as AN and broadcasts the location of the
selected AN. Then, it selects a new AN and informs the old
AN by the position and the MAC address of the new AN,
before it leaves the communication range of the old AN.
Once the sensor node receives the location of AN, it sends
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its data directly to this AN. This protocol balances the load
among the sensor nodes and solves the hotspot problem by
changing the ring structure and switching the role of ring
nodes with regular nodes. The simulation results proved that
the ring routing is an energy-efficient protocol and improves
the network lifetime and the packet delay.

5.1.15. Energy Management Algorithm with Multiple Sinks. An
Energy Management algorithm with Multiple Sinks (EMMS)
[41] was presented to balance the energy consumption among
the sensor nodes. The operation of EMMS is divided into
sink moving control and energy management. The sink
moving control consists of two steps. In the first step, a
closed tour for each mobile sink is determined such that
the lengths of the closed tours are roughly equal to balance
the workload among the different sinks, while in the second
step, the sojourn locations on the closed tour of each mobile
sink are determined. The energy management operates into

1

rounds like LEACH. Each round consists of a routing tree
construction phase, a sojourn time-calculation phase, and a
data collection phase. In the routing tree construction phase,
a routing tree at each sojourn location on the closed tour of
each mobile sink is constructed based on the residual energy
of the sensor nodes, while in the sojourn time-calculation
phase, the sojourn time at each sojourn location on the closed
tour of each sink is calculated based on the members of the
constructed tree. The data of the sensor nodes are transferred
to the mobile sink via the constructed tree in the data
collection phase. At the end of data transmission, the mobile
sink collects the residual energy information from nodes in
the neighbor set and then travels to its next sojourn location.
Simulation results demonstrated that the EMMS algorithm
improves the energy-efficiency and the data transmission
quantity within the network significantly.

5.1.16. Anycast Tree-Based Routing Protocol. An anycast tree-
based routing protocol [42] was developed for WSNs with
mobile sensors and mobile multiple sinks to reduce the
network traffic and the energy consumption. The operation
of this developed protocol is based on expanding ring search,
anycast messaging, and reactive mode with maintaining the
route state information in the sensor nodes. The developing
protocol constructs and maintains a routing tree among the
sensor nodes and sink. For sending data from a sensor node
to the sink via the established route, all sensor nodes on this
route use the unicast mode of request transmission instead of
the broadcast mode. The developed protocol does not require
any control messages because each node keeps only address
of the next node on its path to the sink.

5.2. Optimized Hierarchical-Based Routing Protocols. The
objectives of hierarchal routing protocols are saving the
dissipated energy, ensuring the network connectivity, and
prolonging the lifetime of the MWSNS. These objectives can
be achieved via finding the optimal head nodes and control-
ling the mobility of the mobile elements in the MWSNSs. This
is a difficult problem and can be considered as a Nondeter-
ministic Polynomial (NP) optimization problem. In order to
solve and find optimal solutions for this problem, researchers
have developed some robust hierarchical routing protocols
based on the optimization algorithms, such as Particle Swarm
Optimization (PSO), Fuzzy Logic (FL), Genetic Algorithm
(GA), and Artificial Bee Colony (ABC). In this subsection,
we review some of the recently optimized hierarchical-based
routing protocols that are developed for the MWSNS.

5.2.1. PSO-Based Routing Protocol with Mobile Base Station.
An energy-efficient routing protocol based on PSO with
mobile base station (PSO-MBS) was presented in [43] to
improve the lifetime and the data delivery of WSNs. The aim
of PSO-MBS is finding the sojourn positions of the mobile
BS and partitioning the network into clusters for gathering
data of the sensor nodes. The operation of the PSO-MBS
protocol begins with the setup phase followed by rounds of
the steady-state phase. In the setup phase, BS uses the PSO
to find the optimal sojourn positions of BS based on the
locations of the sensor nodes and the number of clusters,
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while in the steady-state phase, each sensor node sends its
data to its CH using the TDMA schedule. Then CH aggregates
the received data and forwards it to BS when BS visits its
cluster. Simulation results clearly showed that the PSO-MBS
outperforms the other protocols in terms of the network
lifetime and the data delivery.

5.2.2. Genetic Algorithm Based Routing Protocol. A Genetic
Algorithm based routing protocol called GAROUTE [44] was
presented to build a stable clustering network. GAROUTE
was designed to work with mobile sensor nodes, which are
not aware of their locations. GAROUTE is a centralized
algorithm, in which BS broadcasts a request message to all
nodes on the network asking each node to send a list of its
neighboring nodes within its transmission range. Each node
finds its list of neighbors by broadcasting a message to notify
these neighbors about its presence. Then a node directly sends
this list along with its own speed and energy information to
BS. GAROUTE uses the obtained information to construct
stable clusters with best CHs using the Genetic Algorithm
based on minimizing the mean communication energy, CH
fraction, and total CH speed.

5.2.3. Efficient Rendezvous Routing Algorithms. Efficient ren-
dezvous routing algorithms [45] were developed to improve
the performance of MWSNs using mobile base stations (BSs).
The first rendezvous algorithm finds a set of sensor nodes
to act as Rendezvous Points (RPs) based on minimizing the
transmission cost. The determined RPs collect and aggregate
data from the sensor nodes and then transfer it to the mobile
BS when it arrives as shown in Figure 9. The first algorithm
assumes that the BS moves freely to collect data from RPs,
while the second algorithm was designed for BSs that move
along fixed paths. The second algorithm is executed by BS
to find the data collection tour, the set of sensor nodes that
act as RPs on the tour, and the routing trees among the
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sensor nodes that are rooted at RPs based on minimizing
the total edge length of the constructed trees. Simulation
results illustrated that the developed algorithms can achieve
satisfactory performance under a range of settings.

5.2.4. PSO-Based Clustering Protocol for Heterogeneous Net-
work. A new clustering protocol based on PSO [46] was
designed to improve the lifetime and avoid the energy hole
problem of the heterogeneous WSNs. The developed protocol
considers a mobile sink and adaptive transmission power
control to improve the coverage and balance the network
load. Also, the PSO is used to find the optimal and the shortest
path between CHs through which the mobile sink travels.
Due to changing the neighbors of the sink in each round, the
developed protocol mitigates the energy hole problem and
hence the network lifetime is increased.

5.2.5. Clustering Algorithm Based on Glowworm Swarm
Optimization. A Clustering Algorithm based on Glowworm
swarm optimization with Mobile sink (CAGM) [47] was
developed to balance the energy consumption and maximize
the lifetime of WSNs. CAGM protocol utilizes the glowworm
swarm optimization algorithm to divide the network into
several clusters and select the best CH for each cluster based
on minimizing the consumption energy. Each CH collects
data from its MNs and aggregates it before forwarding it
to a mobile sink. CAGM uses a mobile sink to balance the
energy consumption among the sensor nodes. The mobile
sink roams around the network to collect data from CHs
through a really short communication range. Simulation
results showed that the CAGM protocol could efficiently
prolong the lifetime of WSNs.

5.2.6. Multiobjective Evolutionary Routing Protocol. A Non-
Dominated Sorting Genetic Algorithm-II based Routing Pro-
tocol (NSGAII-RP) was presented in [48] to build an efficient
routing and increase the lifetime of the MWSNs. NSGAII-
RP protocol considers the coverage and the routing problem.
NSGAII-RP optimizes the coordinates of the mobile nodes
and finds the optimal CHs using the NSGAII algorithm
based on minimizing the energy consumption and ensuring
the network coverage. Simulation results clearly showed that
NSGAII-RP could build energy-efficient routing and ensure
the network coverage; as a result the network lifetime is
maximized.

5.2.7. Optimized Zone-Based Energy-Efficient Routing Pro-
tocol. An Optimized Zone-based Energy-Efficient Routing
Protocol (OZEEP) [49] was adopted to improve the lifetime
of MWSNs. OZEEP optimizes the clustering and the CH
selection process using the Genetic Fuzzy System (GFS) in
two steps. The first step is the screening process, in which
all nodes use the fuzzy system to elect some nodes for
the role of CH based on their residual energy, distance
from BS, neighbors, and mobility. The elected nodes declare
themselves as candidates for CH to BS. However in the second
step, BS runs the Genetic Algorithm based on the received
information from the candidate nodes and makes a final
selection of the nodes to take up the CH role based on the



Wireless Communications and Mobile Computing

‘\‘\
Mobile

R

FIGURE 10: MLS based routing protocol.

Sensor node

Sink path

consumption energy, mobility factor, and the number of CHs.
Using the fuzzy system in the first step eases the task of
the genetic system. Simulation results clearly showed that
the OZEEP improves the network lifetime and the packet
delivery ratio.

5.2.8. Lifetime Optimization Algorithm with Mobile Sink
Nodes. A Lifetime Optimization Algorithm with Mobile Sink
Nodes (LOA-MSN) [50] was designed to overcome the
energy hole problem in WSNs. LOA-MSN uses a hybrid
positioning algorithm of satellite positioning and RSS posi-
tioning to obtain locations of all sensor nodes in the network
with minimum energy consumption. LOA-MSN divides the
sensor field into several grids of the same size and each grid
is numbered. The LOA-MSN considers the constraints of
the movement path constraints, flow, energy consumption,
and the link transmission in the clustering problem. This
problem is divided into movement path selection model
and lifetime optimization model with known movement
paths. These models are solved using the distributed asyn-
chronous Bellman-Ford algorithm. Simulation results proved
that LOA-MSN makes full use of the node’s energy to prolong
the network lifetime.

5.2.9. Energy-Efficient Routing Based on Minimum Load Set
Algorithm. An energy-efficient routing based on Minimum
Load Set (MLS) algorithm [51] was developed for prolonging
the lifetime of the large-scale WSNs using a mobile sink.
MLS utilizes the mobile sink to gather data periodically along
the predefined path and each sensor node uploads its data
to the mobile sink over a multihop communication path
as shown in Figure 10. MLS constructs a routing tree by
growing from the fictitious root node and adds one node to
the tree at each iteration by avoiding burdening the nodes
that already have heavier loads. The MLS algorithm operates
in an iteration manner, where each iteration consists of the
primary selection step and the final selection step. In the first
step, MLS selects the most appropriate candidate edge for
each visited node from its adjacent edges, while in the final
selection step, MLS determines the candidate edge that has
the optimal expectant load set among the candidate edges of
all visited nodes by primary selection and adds the candidate
edge to the growing tree.

5.2.10. Artificial Bee Colony Based Data Collection Mechanism.
Yue etal. [52] designed an efficient and reliable data collection

13

mechanism for MWSNs based on the Artificial Bee Colony
(ABC). The designed protocol utilizes a mobile sink to collect
data of the sensor nodes. Also, it uses the ABC algorithm to
find the reliable routing and the movement path of the mobile
sink. The operation of the designed protocol consists of an
initial phase and a data collection phase in each round. In
the initial phase, the mobile sink uses the network topology
information to construct optimal clusters with the best CH
nodes and build a routing tree among the selected CHs,
while in the data collection phase, each CH collects the
sensory information of its member nodes before the arrival
of the mobile sink. Once the sink receives the collected data,
it calculates and chooses the next hop’s objective position
according to the current network environment parameters
and the mobile strategy using the ABC algorithm to obtain
the shortest route to each CH and node as shown in Figure 11.
Simulation results showed that, compared to similar existing
algorithms, the designed protocol improves the network
throughput, collects data more efficiently, and saves energy.

6. Classification and Comparison

A detailed classification of the reviewed hierarchical routing
protocols based on different criteria is given in Table 1.
Table 2 shows a comparison among these protocols based
on delay, network size, energy-efficiency, and scalability
while highlighting the advantages and disadvantages of each
protocol.

7. Conclusion

Recently, many routing protocols are developed especially to
support mobility of Wireless Sensor Networks. This paper
reviews the recently hierarchical-based routing protocols that
are developed in the last five years for the Mobile Wireless
Sensor Networks (MWSNS). In this survey, the hierarchical-
based routing protocols are grouped into classical-based
routing and optimized-based routing. Also, a detailed classi-
fication of the reviewed protocols based on different metrics,
such as control manner, network architecture, mobile ele-
ment, mobility pattern, clustering attributes, protocol oper-
ation, path establishment, communication paradigm, energy
model, protocol objectives, and applications, is presented in
this paper. Moreover, the reviewed protocols are evaluated
and compared on the basis of delay, network size, and energy-
efficiency while highlighting the features and drawbacks of
each protocol. This survey can be helpful for designers of
MWSNss in selection of an appropriate hierarchical routing
protocol for a specific application that requires mobile nodes.

The effort in this area should be continued in the area
of the hierarchical routing to improve the performance of
MWSNs. Two open issues should be considered in the
future research. First issue is the real-work implantations.
Simulation of the routing protocols depends on modeling
the hardware of the sensor nodes. However, the mathematic
models do not exactly simulate the real world. Simulation
should be just the first step towards hardware implementa-
tions. Experiments with real testbeds force the experimenter
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O Sensor node
<— Routing path
© Route node

¢-- Sink path
@ Cluster node
D Mobile sink

FIGURE 11: ABC-based data collection mechanism.

to face a wide set of problems and challenges that can hardly
be replicated in simulation. Second issue is the overheads and
computational time of clustering the network. A centralized
routing is more energy-efficient than the distributed routing.
However in the centralized routing, all sensor nodes should
send their information such as their locations and energy
to BS. This takes some time and increases the overheads
of protocol especially in the dense networks and the BS is
far away from the sensor field. Designers should develop
semidistributed or semicentralized protocols that run within
Cluster Head rather than sink.
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