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Abstract—Text similarity calculation is the basic work in the 

application of Chinese information processing. A high-

quality text similarity calculation method must be accurate 

and efficient, that is, it can be able to compare texts from the 
level of text natural language meaning, and arrive at the 

similarity distinction similar to artificial reading based on a 

full understanding of the author or text source semantic. At 

the same time, it should also be an efficient algorithm to 

save the processing time in facing large amount of text 

information to be processed. Through the research of many 
domestic and foreign literature, analysis and further 

research on current situation of similarity calculation, this 

paper intended to present a new method to improve the 

performance of similarity calculation, namely a Chinese text 

similarity algorithm based on word-number difference, 

which combined the traditional based on statistics and the 

narrow semantic method that meant the combination of the 
statistical efficiency and semantic accuracy. Combining the 

advantages of statistics and semantic category also means 

the necessity to face and overcome disadvantages of the two 

kinds of methods. This paper attempted to take the 

difference in word-number as the breakthrough point, took 

advantage of the diversity of Chinese word-number, 

combining with the word frequency, number and meaning, 
in order to successfully extend the word similarity 

calculation to the text similarity calculation. Finally, 

introduced the self built small text set as test object, 

compared similarity calculation of different methods in the 

laboratory environment. It shows that the similarity 

calculation method based on difference in word-number 

performances better than the traditional methods based on 
statistical and semantic. Through artificial comparison of 

the test results of research on this topic in accuracy and 

speed of segmentation, provide a new approach for Chinese 

text similarity calculation 

 
Index Terms—Similarity; Factor in Word-Number; 

Segmentation 

 

I. INTRODUCTION 

As the basic work in organization and management of 

mass information, the calculation of text similarity has a 
decisive impact on text classification and information 

retrieval. It also has a wide application prospect in the 

fields of search engine, document check, artificial 

intelligence, digital library and so on. 
Text similarity calculation means calculating the 

similarity between documents in a certain way. In 

similarity calculation of English texts, English owns the 
features that each word has its own meaning, and words 

are separated by a space in any sentence. However, 

different from English, Chinese characters have different 
meanings in different combinations. Therefore, in 

Chinese text similarity calculation, the particularity of 

Chinese should be put into full consideration. Do Chinese 

word segmentation to the text, and with the help of 
Chinese segmentation results, can make the computer 

capable of identifying the contents of natural text. On the 

basis of different kinds of Chinese word segmentation, 
both of the calculation method and calculation results 

Chinese text similarity would be different [1]. 

Calculation of text similarity is the basic work in the 

application of Chinese information processing. A high-
quality calculation method of text similarity must be 

accurate and efficient, that is, comparison can be done 

from the level of natural language meaning of texts and 

similarity distinction can approach actual reading by full 
understanding of author or semantics of text source [2]. 

Meanwhile, the method must use an efficient algorithm to 

save processing time during processing large amounts of 
text information. 

To improve the utilization efficiency of information 

and enhance the precision of information retrieval, high- 

quality text similarity calculation method is a necessary 
measure. The significance of the study on text similarity 

is how to use the most accurate and efficient similarity 

algorithm to calculate the text similarity between texts of 

different word-number and belong to different categories 
quickly and accurately [3]. As a basic work of application 

like text classification and information retrieval, the 

efficiency of similarity calculation plays a decisive role in 
them.Study of this topics is of realistic significance in the 

following aspects: 

(1) As information disseminator and audience, humans 

express thoughts and meanings through text in the 
information exchange process, so the natural language is 

rich in semantics. But the human communication, is 

based on human biology cognitive understanding, for the 
computer, biological understanding is more difficult. In 

natural language, phenomena of polysemy and synonym 

are very common. At the same time, other complex 

phenomena abound like synonyms antonyms, and parts of 
speech, grammar etc. Improvement of information 

retrieval quality and efficiency, need to be verified with 

semantics, the calculation of text similarity, is to try to 

overcome these difficulties, make the computer can 
compare text from natural language meaning perspective, 

JOURNAL OF MULTIMEDIA, VOL. 9, NO. 7, JULY 2014 865

© 2014 ACADEMY PUBLISHER
doi:10.4304/jmm.9.7.865-872



doing the basic work in other applications for Chinese 
information. The calculation of text similarity is the 

foundation for stability, rapid development of information. 

High efficiency in the operation of computer, can replace 

primitive data collection and record, and with the 
realization of the similarity calculation, can make a 

computer identify text approximately, then help human 

free from complex, repetitive text work to a greater extent. 
(2) Accelerate the speed of query target information. 

Due to the wide spread of computer network, the whole 

world owns hundreds of billions of Webpage, and when 

we carry on the information retrieval, there will be lots of 
text with the retrieval condition. Through the calculation 

of text similarity, can compare text with retrieval 

conditions, sort the resulting text according to the 
retrieval of different conditions. The rapid development 

of Baidu and Google, shows huge range of application 

and broad market space of retrieval. Of course the search 

engine also involves a variety of computer technology, 
but the text similarity, is one of the key [4]. 

(3) Improve the comprehensive of information query 

relevant information. Similarly, as the large data scale of 

the network space, when the user query data, a lot of 
material will be retrieved. However, due to a variety of 

language expression, if there is no perfect calculation of 

text similarity, data of less relevant would be filtered by 
search conditions. Besides, text similarity can expand the 

traditional keyword dominant retrieval method, especially 

in similar document query, can query to more 

comprehensive relevant information, according to the 
document category keyword combined with the text 

similarity. 

The semantic problem is the most difficult to define 

and inevitable problems in text information processing, 
which may be the relationship between a linguistic sign 

and it’s coreference, or the concept of associated human 

perception and language symbols, or response to a series 
of external stimuli. No matter merplotactic language 

English, or semotactic language Chinese, both of whose 

multiple attribute can be discussed from different angles. 

(1) Semantics is the product of the interaction of 
objective and subjective. A semantic unit can be referring 

to objective terminology and common name, virtual name 

generated from possible world or imaginary world, verbs 

express actions, adjectives and adverbs express quality 
and properties, or prepositions and conjunctions express 

relationship etc.  

(2) Semantics is the product of the combination of 
language form and content. The content and form are 

integrated into word, phrase, sentence of shared 

pronunciation or morphology or known as symbolic units 

by cognitive thinking, and these units become words in 
application or participation in communication, then form 

the external language. The functional description and the 

complicated relationship set (synonymy, hyponymy, 
antonymy, part and whole etc.) in use of symbolic units 

can reveal its semantic properties [5]. 

(3) Semantics is the product of the combination of 

individual and general. The semantic comestible from the 
cognitive subject- the awareness and understanding of 

human towards the objective world. The generality 
reflects the static meaning and the static properties of 

words, while the Individuality reflects the dynamic 

meaning and dynamic characteristics of words. 

Only on the basis of fully familiar with the semantic 
features and composition, can the computer be used to 

identify language approximately, thus calculate text 

similarity with the way meeting human cognitive habits. 

II. DIFFERENCE FACTOR IN WORD-NUMBER 

This case often occurs in the calculation of the text 

similarity: in three texts A, B, and C with 50, 50, and 500 

Chinese characters respectively. Since text A has fewer 
counts of Chinese characters, the words in text A tends to 

be included in text C after sentence splitting and word 

segmentation, which makes the calculation result be a 
very high similarity, that is, the phenomenon that a long 

corpus covers a short one occurs. However, in the 

viewpoint of text content, the texts A and B both with 50 

words are closer semantically. In order to solve this 
problem, we introduce the concept of difference factor in 

word-number. 

Word is the smallest unit in Chinese information 

processing, so rapid and effective segmentation to text is 
the precondition of text similarity calculation. In Chinese, 

words can be divided into three kinds of a total of eleven 

classes according to the part of speech, including symbols 
of special use, such as character punctuation, unit, digital, 

various western letters and other non Chinese. The three 

kinds include component words, special element words 

and non component words, while the eleven classes 
include nouns, verbs, adjectives, numerals, measure 

words, pronouns, adverbs, prepositions, conjunctions, 

auxiliary, onomatopoeia and interjections. Among these, 

nouns, verbs, adjectives, numerals, measure words and 
pronoun word class, Is the main weight part of text 

semantic expression, namely the key to similarity 

calculation, while other function words only take part in 
last cumulative part in the similarity calculation [6]. 

A. Concept of Difference Factor in Word-Number 

Since the effect of difference in word-number on text 

similarity calculation exists objectively, this paper puts 

forward the concept of difference factor in word-number, 

in order to pertinently show the effect of difference in 
word-number on text similarity calculation, especially the 

effect of semantic level. Participation of the difference 

factor in word-number would reduce the variation caused 
by the difference in word-number in the other calculation 

of similarity. 

The difference factor in word-number is formed by the 

total count of text characters, count of notional words, 
count of function words, and special identifiers. The 

notional words include nouns, verbs, adjectives, numerals, 

quantifiers, and pronouns. The function words include 

adverbs, prepositions, conjunctions, auxiliaries, 
onomatopoeias, interjections and 398 special identifiers. 

The total count of text characters is the number of all 

Chinese characters in the text. After the Chinese 
segmentation, total number of notional words, function 
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words, and special identifiers can be counted respectively 
according to their characteristics.  

Let A be the set of notional words in the text, and m be 

their count, then A=(a1,a2,...,am). Let h be the frequency 

of each notional word occurs in the text, then 
H=(h1,h2,...,hm), {A,H}= [(a1,h1),(a2,h2),...,(am, hm)]. Let B 

be the set of function words, and n be their count, then 

B=(b1,b2,...,bn). Let C be the set of special identifiers, and 
k be their count, then C=(c1,c2,...,ck). Due to the 

particularity of Chinese, the count of characters contained 

in the words is unfixed. Let L be the count of characters 

contained in notional words, since A=(a1,a2,...,am), then 
L=(l1,l2,...,lm), {A,H}= [(a1,h1),(a2,h2),...,(am,hm)], then 

{L,H}= [(l1,h1),(l2,h1),...,(lm,hm)], which indicates a two-

dimensional array made by the count of characters 
contained in the word and the occurrence number of 

words in the text, as shown in the figure. Since function 

words and special identifiers have no independent 

semantics in the text, only their total count is used to 
calculate the difference factor in word-number. 
 

 

Figure 1.  Statistics and reorganization of segmentation results 

 

Figure 2.  Curves of test text 

B. Calculating the Difference Factor in Word-Number 

Take some Chinese text for example. Consider the text 

as T1, the contrast text (created based on the T1 after 

Chinese segmentation) as T2, and the source text, which 
T1 is excerpted from, as T3. Count the total number of 

notional words, function words, and special identifiers 

respectively through Chinese words segmentation.  

Assume that in the text T1, there are 25 notional words, 
which are distributed as {L,H1},while in the text T2, there 

are 33 notional words, which are distributed as {L,H2}. 

Take the words as specified data points (xi,yi) 

(i=0,1,...,m), a function can be constructed according to 
their occurrence number in the text:  
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The linear equations of (a1,a2,...,an) can be represented 

by the following matrix:  
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 (3) 

In the text T3, all the notional words in T1 occur and 

their frequencies are higher than those in T1. The words 
are distributed as {L, (H1|H3)}. In addition, the notional 

words in the text T3 are 58 more than those in T1, and the 

occurrence frequency more than once. 

TABLE I.  WEIGHT OF WORDS 

Lij Gi 

Name Formula Name Formula 
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By comparing the data, we can find that most parts of 

text T3 are overlapped with text T1. Borrowing the 

concept of geometry, there are more coincidences at the 

same points, but the overlap area of two curves is not 
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large. The ratio of overlap area of texts T1 and T2 to the 
text T1 is bigger than that of texts T1 to T3. 

The method [2] for calculating the weight of words 

given by Dumains in local and full text is shown in table I. 

From various local and full-field calculation, can draw 
the distribution ratio of entries appear in the text, and 

word discrimination in distinguishing the core word, 

namely high frequency word set: 

2

1

2

( ) ( | )

( ) ( ) log ( )

| ( ) |
( )

( )

( | ) ( | ) log ( | )

k k
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fw

IG H FW H FW term
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
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




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 (4) 

Combining the above calculation of local weight and 

full-field weight for notional words, find the formula for 

difference factor in word-number ( ):  

21

1 2 1 2

1 1 12

( ) (( ) ( ) )
m n m n

k k k

i i

i k k

O
x y u u v v

O



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         (5) 

where, O1 and O2 are total word counts of contrast text T1 

and T2 respectively, m and n are the counts of notional 

words in contrast texts T1 and T2 after Chinese 

segmentation processing respectively, xi and yi are the 
occurrences number of notional words in the text 

respectively, u1 and u2 are the counts of function words in 

texts T1 and T2 respectively, v1 and v2 are the counts of 

special identifiers in texts T1 and T2 respectively, in which 

O m u v   .  

In the sample texts T1, T2, and T3, for T1, O1 is 130, m 

is 25, u is 40, v is 16; for T2, O1 is 156, m is 33, u is 57, v 

is 32; for T3,O1 is 470, m is 85, u is 110, v is 88. Take 

them into the formula, find  1 2, 0.683T T   and 

 1 3, 0.477T T  . So    1 2 1 3, ,T T T T   is tally with 

the actual situation.  

C. The Segmentation Method Based on the Special 

Identifier 

Calculation method of Chinese text similarity based on 

difference of word number in this paper, use the 
knowledge about ontology, combined with the Chinese 

semantics Chinese dictionary Hownet, calculate primitive 

word similarity, then coupled with the word difference 

factor into semantic similarity calculation method of the 
whole text. Due to use of the knowledge about ontology, 

the following will introduced Ontology firstl. 

(1) Introduction of Ontology 
The word "ontology" comes from the philosophy as a 

part of metaphysic. Metaphysics systematic research on 

the principle under specific subject, mainly the essence of 

existence and experience, which is a newly appeared 
content in information technology engineering now. An 

ontology defines a common vocabulary and concept used 

for description and representation of knowledge of a field, 

ontology is also an engineering product, "specific 

vocabulary to describe the real world, and exploitation 
hypothesis set about the words and their meaning" [7]. 

Ontology includes Conceptualization, Explicit, Formal 

and Share. It’s target is acquiring, describing and 

representing knowledge of relevant field, providing a 
common understanding of the knowledge of the field, 

determining the words of common understanding in the 

field, and Giving a clear definition of the relationship 
between these concepts and vocabulary of the form 

pattern from the different levels. 

(2) Semantics calculation of vocabulary 

In Ontology, semantic dictionary will use a tree 
structure to combined the used words together, as shown 

in the figure 3. In the tree structure, there is only one 

shortest traversal path between any two points, which 
represent the shortest distance between the two words. 

According to the semantic interpretation of the dictionary, 

it can show the difference between concepts or words that 

the two nodes represent to a certain extent, namely the 
semantic distance of two concepts [8]. 
 

 

Figure 3.  Hownet layer section structure view 

In the arithmetic expression, set two words w1,w2, if w1 
has n senses s11,s12,...,s1n, w2 has m senses s21,s22,...,s2m, 

set the similarity between w1 and w2 as similarity 

maximum of all the senses, namely. 

 1 3 1 2
1,..., , 1,...,

( , ) max ( , )i j
i n j m

simW w w simWS s s
 

  (6) 

where, 
1 2( , )simW w w  represents similarity between the 

two words, 1 2( , )i jsimWS s s  represents similarity between 

the two senses, sense is represented by sememe, 

according to reference [9] can get the similarity between 

the two sememe as: 

 
1 2( , ) ( )simWP p p d     (7) 

where, p1 and p2 represent the two sememe, d, a positive 
integer, is the path length between p1 and p2 in sememe 

level system, here as the sememe distance between the 

two sememe.   is an adjustable parameter, which means 

the path length when the similarity is 0.5, here set  =1.6 

on the depth of sememe tree. The similarity calculation 
formula between two notional is: 

 

1 2 1 1 2

4

1 1 2 1 2

2

( , ) ( , )

( , ) ( , )i i

i

simWS p p simWP p p

simWP p p simWP p p



 

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
 (8) 
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D. Algorithm Flow Based on Difference in Word-Number 

Basing on the above introduction, here put forward the 

semantic method of calculating text similarity based on 
difference in word-number. The task consists of the 

following steps: 

 Determine the Chinese text to be compared. 

 Segment Chinese texts into words. 

 Collect statistics for word segmentation results 
according to the notional words, function words, 

and special markers. 

 Rank the notional words in descending order 
according to the frequency they appear in the text. 

 Calculate the difference factor in word-number. 

 Map the Chinese segmentation results to Hownet. 

 Calculate semantic similarity between text words 

according to formula. 

 Extend lexical semantic similarity to the full text, 

combining the difference factor in word-number. 

Firstly, judge whether the text is Chinese. Since 
various letters present in symbolic form in Chinese, when 

the main part of the text is not Chinese character, the 

following Chinese participle is unable to process the text. 

Thus affect the similarity calculation. After confirming 
the text is Chinese, do word segmentation process to the 

text. This paper makes use of Chinese word segmentation 

system (ICTCLAS). 
Collect statistics for word segmentation results 

according to the notional words, function words, and 

special markers. The notional words include nouns, verbs, 

adjectives, numerals, classifiers and pronouns, while the 
function words include adverbs, prepositions, 

conjunctions, auxiliary, onomatopoeia and interjections. 

Rank the words in descending order according to the 

frequency they appear in the text, and combine the length 
of the word and the frequency it appears in the text into a 

two-dimensional array. Then calculate the difference 

factor in word-number according to formula. 
Words in Hownet are composed of the notional words 

and function words. The notional words are described by 

independent description, relationship sememe description 

and symbolic sememe description. Independent 
description, namely using "the basic sememe" or "(the 

word)" to describe. Relationship sememe description, 

namely using " relationship sememe = basic sememe " or 
"relationship sememe=(the word)" or "(relationship 

sememe=the word)" to describe. Symbolic sememe 

description, namely using simple "{syntactic sememe}" 

and "{relationship sememe}" to describe "relationship 
symbols basic sememe" or "relationship symbols 

(concrete word)" function words. 

In independent description, the first description is the 

basic sememe of words and the most basic, most 
important description of the notional words, and named 

as the first independent sememe description, since the 

independent sememe shows the most commonly used 
semantic of the words. Because notional words are 

specific parts in expressing the meaning in language, 

semantic similarity calculation of substantive part also 

need to be focus on, which would improve the efficiency 

of semantic calculation of notional words in Hownet, as 
the overall count reduces. 

The notional words similarity calculation in Hownet 

consists of four parts: the similarity of the sense of the 

first independent sememe can be calculated by formula 
(9), denoted by simWP1(p1,p2), the similarity of other 

independent sememe are denoted by simWP2(p1,p2), since 

they may have multiple component, simWP2(p1,p2) is 
calculated by the method of the maximum combined 

weighted value: 

2 1 2
1,..., , 1,...,

1,...,

( , ) max ( , )i i j
i m j n

k p

simWP p p simWP p p
 



   (9) 

The similarity of relationship sememe in relationship 

sememe expression is denoted by simWP3(p1,p2), take 
the maximum value of sememe combination as the 

similarity of relationship sememe: 

 
3 1 2

1,..., , 1,...,
( , ) max ( , )i j

i m j n
simWP p p simWP p p

 
  (10) 

The sense similarity in symbolic sememe description is 
denoted by simWP4(p1,p2), also take the maximum value 

of symbolic sememe combination as the similarity of 

symbolic sememe: 

 
4 1 2

1,..., , 1,...,
( , ) max ( , )i j

i m j n
simWP p p simWP p p

 
  (11) 

Synthesize all the above sense similarity, get the whole 
semantic similarity of two words as: 

 
4

1 2 1 2

1

( , ) ( , )i i

i

simWS s s simWP p p


  (12) 

Among it, 1 4i i  （ ） is controllable parameter, and 

1 2 3 4 1       , 
1 2 3 4      . From 

simWP1(p1,p2) to simWP4(p1,p2), the weight of which in 
overall similarity is decreasing. Considering the 

importance of independent sememe, the weight of the 

first independent sememe is usually set to more than 0.5. 

There is certain differences between the main semantic 
content and secondary content of words, thus the 

deviation caused by secondary meaning of words when 

the main semantic are different should also be taken into 
account in the sense calculation of two words. 

Thus, after semantic weight contrast optimization, the 

calculation formula is improved as: 

 

1 2 1 1 2

4

1 1 2 1 2

1

( , ) ( , )

( , ) ( , )i i

i

simWS p p simWP p p

simWP p p simWP p p



 


 


 (13) 

To the result of text segmentation, there is a two-

dimensional array about the length and frequency of 

notional words: 

11 12 1

21 21 2

1 1

...
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... ... ... ...
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n

m

m n mn

w w w

w w w

w w w
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Among it, m is the length, n is the frequency, thus w11 
represents the words that length are one, and only appear 

once in text. wmn represents the words that length are m, 

and appear n times in text. Let N be a similarity matrix of 

text u and v, there is: 

 

11 12 1 11 12 1

21 21 2 21 21 2

1 1 1 1

... ...

... ...

... ... ... ... ... ... ... ...

... ...

n n

m m

m n mn m n mn

u u u v v v

u u u v v v
N

u u u v v v

   
   
   
   
   
   

(14) 

Among it,  

 
1 1 1 1( )i i i iu v simW u v  (15) 

In computation, firstly, traversal similarity matrix, 

combine the words of the greatest similarity, remove 
them from the rows and columns that they belong in the 

matrix. Continue to search similarity words combination 

and delete the matrix rows and columns, until the matrix 
is empty, then the maximum combination sequence of the 

text is: 

1 2max { max , max ,..., max }kL simW simW simW  (16) 

In text T1, T2, word semantic similarity and difference 

factor in word-number are: 

1 2 1 1 2

1

21

1 2 1 2

1 1 12

( , ) ( , )

( ) (( ) ( ) )

m n

i

i

m n m n
k k k

i i

i k i

sim t t simS t t

O
x y u u v v

O











  






      




  
  (17) 

The formula for calculating text similarity based on 

difference in word-number is: 

 
1 21 2 ( , )

1

1
( , ) max

m n

t t m n

i

sim t t simS
m n










  (18) 

E. Analysis of Experimental Results  

(1) The evaluation parameters of experimental results 

Standard of evaluating Chinese text similarity 

algorithm consists of accuracy, high efficiency and 

applicability. Specific details are as follows:  
Accuracy: Accuracy is the most important and most 

difficult index in text similarity calculation, since that it 

relates to the computer machine recognition to language, 
but the machine which can’t read like human, can just 

correspond words to stored semantic according to the 

designed process. Therefore, a perfect similarity 

algorithm, must reflect human-readable text semantics of 
a text, and it’s calculation results must be in line with 

standards of human cognition. As the basic work of 

information processing, influence of the similarity results 

in information retrieval, machine dialogue and other 
application areas is crucial. 

High efficiency: Because of the basic position of text 

similarity calculation in information processing, 
similarity will be widely carried out in multi-level and 

multi-orientation, however, all the computer systems, 

their calculation speed are relatively limited, at the same 

time of computer multitasking, similarity calculation need 
to minimize occupation of the computation speed and 

system resources of the computer, so while ensuring the 

accuracy of the calculation result, reducing similarity 

calculation’s occupation of computation resources, is the 
effective requirement of similarity calculation.  
 

 

Figure 4.  The calculation process of similarity based on the difference 

in word-number 

Applicability: Nowadays, Computers are widely used. 

Because of the difference between economic level and 

the level of science and technology, the computer systems 
used in regions and industries also have difference. In 

addition to the difference on the computer hardwares, 

computer softwares are of more multifarious difference, 

so a good text similarity calculation algorithm must have 
good universality to the software and hardware of the 

computer, must have the same operation in different 

operating system. Similarity calculation results must be 
good support for further application, and have unit 

recognition and calculation level towards different types 

of text materials of different disciplines, won’t generate 

errors caused by the expression of language or rare nouns 
of characteristic category, having a good adaptability to 

the computer environment, requiring similarity 

calculation of effective machine learning mechanism, in 

order to achieve good portability and stability of the 
results [10] . 

(2) The result analysis and comparison 

Assess the Chinese word segmentation system 
according to the above segmentation system evaluation 

standard. The experiment is completed on the computer 

with the CPU of Intel Conroe E6300 1.86GHz, 2GB 

memory and the operating system of Windows XP.  
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Take experimental data from self-constructed small 
text set as the test object, Including a total of 300 articles 

in 6 fields of economic, legal, news, chemical, computer, 

physics and astronomy, all of which were collected from 

field journals published materials, and paragraphs of 
between 50-500 words generally. Experimental materials 

drawn from arbitrary two pieces of material from them, 

calculate similarity by method 1, 2, 3 respectively, 
method 1 is the word semantic similarity calculation 

method from reference [11], method 2 is the word 

semantic similarity calculation method from reference 

[12], and method 3 is an improved calculation method of 
text similarity based on 3 layer structure. Adopt 

parameter values from reference [9] as the parameters in 

the formula. There are 

1 2 3 4

1.6, 0.2, 0.2

0.5, 0.2, 0.17, 0.13
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The experimental results is shown in Table 2.  

TABLE II.  THE CALCULATION RESULTS OF PARAGRAPHS 

SIMILARITY 

Document 

category 

Method 1 Method 2 Method 3 

R/% P/% R/% P/% R/% P/% 

Economic 27 31 33 61 48 70 

Legal 22 28 35 60 47 66 

News 32 42 47 55 52 61 

Chemical 26 31 37 41 46 53 

Computer 29 35 38 44 51 57 

Physics 26 40 39 48 48 52 

Astronomy 19 39 24 36 39 41 

 

The experimental results show: Compared with 

traditional Vector space model based on statistics [13] 
and The narrow sense similarity calculation based on 

lexical semantics, text similarity calculation method 

based on word difference factor has performed better that 

meets expectation in the model design process. This 
result shows that Chinese language characteristics 

embodied in text similarity calculation. Considering the 

essence of Chinese as semotactic language, the starting 
point for semantic calculation must be a meaningful 

words string combination after Chinese segmentation. In 

segmentation results, since a word can have different 

meanings, the word-number it contains and the number of 
times it appears in the text, show the importance of the 

words in the text to a certain extent. Basing on the 

statistics of the Chinese word segmentation results, 
calculate difference factor according to content words, 

function words and the number of special signs. After 

deterring the words and weights of semantic phrases, 

calculate the lexical similarity by Hownet, calculating 
similarity of all phrases in the two novels, and feature 

weighting. In accordance with the quantity and frequency 

of substantive results, technology on lexical similarity 

can improve the efficiency of calculation. Then combined 

with the word difference factor, expand the text similarity 
in terms of the similarity of the whole text [14]. 

The whole calculation process clearly represents the 

advantage of two different methods based on statistic and 

semantic. Method based on statistic is easy to Machine 
recognition for computer, while word frequency statistics 

can intuitively reflect the weight of phrases in the text 

and greatly improve the computational efficiency. 
Method based on semantic through the Hownet, can 

restore and combine the semantic category in the text to 

the greatest extent, calculate semantic similarity of text 

dynamically according to word frequency and length of 
unit word. By combining the advantages of two method, 

efficiency of similarity calculation is improved, in the 

meantime, accuracy of machine recognition in semantic 
is also ensured.  

III. CONCLUSION 

A. Summary 

The algorithm for text similarity of word length 

differences can be applied to extensive aspects of Chinese 

information processing such as search engines, machine 
translation, machine proof-reading, speech synthesis, 

automatic classification, machine marking, artificial 

intelligence, speech recognition, and human-computer 

interaction. With extensive promotion of Internet and its 
high efficiency, the information spreading on Internet 

becomes the mainstream, which turns into the trend of 

development. Text similarity can be better used to 
calculate the similarity of web pages for the fields of 

advertising, and then target the ads to the concerned 

fields on all web pages with the same contents. At the 

same time, the calculation of text similarity is also 
essential in the distinction for text contents similarity of 

web pages. For different search targets, the search results 

can be sorted by text length in some algorithms. Text 
similarity in combination with sort by text length in mass 

similar search results has powerful value in use. This 

paper puts forward a Chinese text similarity algorithm 

based on word difference. After the research of many 
domestic and foreign literature, and further analysis and 

research on the current situation of the similarity 

calculation, put forward a new method of enhancing the 

performance of similarity-the combination of traditional 
methods based on statistic and semantic, the combination 

of the efficiency of method based on statistic and the 

accuracy of method based on semantic.  
Among the methods based on statistics, vector space 

model is comparatively accurate, which through the 

statistics of words appear number in the text, treat words 

as characteristic mapping tospecific space, turn the text 
into space vector, and get the similarity of two text by 

calculating cosine for space vectorial angle. In addition, 

the generalized vector space model, latent semantic 

indexing model, method based on Attribute Theory, all 
belong to the calculation method based on statistics [15]. 

Among the methods based on semantic, there are the 

representative calculations based on Markov model and 
calculations based on lexical semantics. The Markov 

model method tries to combine the word frequency and 
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word order, be applied into the calculation of text 
similarity, using the longest common subsequence that 

reflectets word order, on the basis of the original word 

frequency, merge them into the compound words weight, 

perform data dimension reduction by using the state 
transfer matrix. Calculation based on lexical semantics, 

combining lexical semantic and text vector by Hownet, 

calculate text similarity by using the maximum matching 
algorithm [16]. 

Combining the advantages of two methods based on 

statistic and semantic also means having to face the 

problem of overcoming the shortcomings of the two 
methods. This paper attempts to take the difference in 

words number as the breakthrough point,Basing on the 

diversity of the number of Chinese words, combing with 
word frequency, number and the semantic of words, 

extend word similarity computation based on the Hownet 

to the text similarity calculation.  

B. Further Work 

Because of the limited research time and scientific 

research principles, this method also has some problems, 
which need further improvement. 

 Statistics for word string combination, notional 

words, function words and the special identifier 
after Chinese text segmentation need further 

optimization, especially the notional word 

frequency-an important parameters for the text 

keyword coincidence, which can effectively 
improve computational efficiency. 

 Lexical similarity calculation based on Hownet 
can be further strengthened by trying other 

semantic database or concurrent using of various 

semantic database, To provide more accurate, 

detailed meanings for lexical semantic switch. 
All of the above is a pity this subject research, solution 

to the above problems and new attempt, may bring new 

calculation to similarity. 
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Abstract—With the rapid development of the computer and 

multimedia technology, the video processing technique is 

applied to the field of sports in order to analyze the sport 

video. For sports video analysis, how to segment the sports 

video image has become an important research topic. 

Nowadays, the algorithms for video image segmentation 

mainly include neural network, K-means and so on. 

However, the accuracy and speed of these algorithms for 
moving objects segmentation are not satisfied, and easily 

influenced by the irregular movement of the object and 

illumination, etc. In view of this, this paper proposes an 

algorithm for object segmentation in sports video image 

sequence, based on the spectral clustering. This algorithm 

simultaneously considers the pixel level visual feature and 

the edge information of the neighboring pixels to make the 

calculation of similarity is more intuitive and not affected by 
factors such as image texture. When clustering the image 

feature, the proposed method: (1) preprocesses video image 

sequence and extracts the image feature. (2)Using weight 

function to build and calculate the similar matrix between 

pixels. (2) Extract feature vector. (3) Perform clustering 

using spectral clustering algorithm to segment the sports 

video image. The experimental results indicate that the 

method proposed in this paper has the advantages, such as 
lower complexity, high computational effectiveness, low 

computational amount, and so on. It can get better 

extraction effects on video image.  

 
Index Terms—Video Processing; For Sports Video Analysis; 

Sports Video 

I. INTRODUCTION 

With the development of computer technology and 

multimedia technique, video analysis, as important 

research topic in the field of computer vision, has been 

widely used in image retrieval, object detection, image 
processing, and other fields. On the other hand, sports are 

usually transferred through video, therefore video 

processing technique then was applied to the sports. The 

image segmentation of athletes in the sports video has 
become the research focus in the digital image processing. 

At present, a lot of segmentation algorithms for motion 

objects are difficult to obtain good effects in sports video. 

The performance and speed of segmentation is not 
satisfied [1]. Therefore, the research on image 

segmentation method according to or approaching to the 

characteristics of sports objects has become the key issue. 

The purpose of image segmentation is to divide the 
input image into some space adjacent, spectral similar 

homogenous regions and separate the target and 

background. As an important topic of image processing, 

the result of image has great influence to understand and 

analyze the subsequent image, pattern recognition etc. [2]. 

Among numerous image segmentation algorithms, 

threshold based segmentation and clustering based 
segmentation are two most popular algorithms in the field 

of image segmentation. Threshold based segmentation is 

to make use of intelligence algorithms as the optimizer 

and calculate optional value of the objective function 
under a certain criterion in an iterative way, obtaining the 

optimal threshold of split image [3]. Clustering based 

segmentation is the combination of optimization 

algorithm and image segmentation technique based on 
clustering, avoiding the local optimum problem as far as 

possible, and obtaining the optimal clustering as soon as 

possible. Then is achieves the efficient image 

segmentation [4]. Specifically, it extracts significant 
features on demand of the image or regional information. 

These features include gray value of pixel, object contour, 

reflection characteristics, vein, color, and such original 

features, and also include spatial spectrum histogram 
feature. Finally divide the image into the disjoint and 

consistent different areas, to make the features of these 

areas exist differences. 

Although a variety of image segmentation methods 
have been developed, there is still no all-purpose and 

universal method. The image segmentation methods 

mainly include watershed algorithm, mean shift filtering 

algorithm, fuzzy theory, graph theory and active contour 
model, and so on [5]. The watershed method can achieve 

good results under certain conditions, but it is sensitive to 

noise and texture. Further, it does not consider such 

information as the difference of the area when 
segmenting the image. For mean sift filtering, it needs to 

build regional connection diagram, and then segment the 

image by the method of minimum spanning tree. Because 

of its simple principle, without pretreatment, less 
parameters, and many other advantages, it can achieve 

image adaptive filter and filter out the image noise, in the 

meantime adaptively reducing the smooth of significant 

edge information in local structure, It is a kind of 
edge-preserving filtering method. But this method just 

considers the gray variance of adjacent region, without 

fully considering other information.  

The fuzzy theory based image segmentation method 
can express the uncertain degree of fuzziness through 

some certain collection. The consolidation of this method 

can express the fuzziness and randomness of human 

visual better and get a certain application in image 
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processing. However, it is usually inaccurate, changeful 
knowledge or information. . Graph theory based image 

segmentation method is to map the image into a weighted 

graph. Finally, according to the objective function, 

looking for which has the greater similarity among the 
image clustering, and the optimal partition with smaller 

similarity to segment the image. Active contours model 

based image segmentation method is a kind of dynamic 

two-dimensional closed curve model [6]. The principle of 
that is to use the combined action of external forces and 

content to extract the edge of the target, and achieves the 

convergence of the edge of the target through active 

contours, so as to realize the segmentation of the target 
image [7]. Nevertheless, this method has certain 

limitations, that is, need to set the closer desired solutions 

during initialization. For convergence, it is easy to cause 

the convergence of local solutions. For deep sunk local 
area, it is difficult to realize the local feature extraction 

due to the high computational complexity. Eventually it 

is hard to realize the real segmentation of target image. 

Spectral clustering is an algorithm which can divide 
any-shape based on spectral graph theory. In recent years, 

it has been successfully applied in the fields of 

bioinformatics, information retrieval, image segmentation, 

and so on. Because the spectral clustering is a kind of 
clustering method based on the similarity, and graph 

theory, it needs to calculate the similarity between each 

pair of pixels in the process of image segmentation, 

which have larger space complexity and computational 
complexity. The use of spectral clustering for image 

segmentation can use similar matrix feature vector which 

reflects the similarity between data detect the internal 

structure of the data, and solve them with the standard 
linear algebra method. Compared with the traditional 

clustering methods such as K-means, it can cluster any 

sample space in any shape. Its essence is the 

transformation from the clustering problem into the 
optimal partitioning problem. Spectral clustering 

algorithm is to build an undirected graph and then make a 

multi-channel division. The principle of optimal partition 

is the largest similarity of in-house sub image and the 
minimal similarity between sub images. An effective 

solving method is to convert the original problem to the 

problem of eigenvalue and feature vector which can 

solving the Laplace matrix. It adopts the continuous 
relaxation form. Using these feature vectors construct a 

simplified data space, which make the data distribution 

structure more obvious in this space. The mean shift of 

spectral clustering (MSSC) algorithm [8] has the 
automaticity and accuracy, but lack rapidity, and has 

higher complexity. It combines mean shift and spectral 

clustering algorithm for image segmentation, and focuses 
on the analysis of the influence of the segmentation 

results of different kernel functions, without considering 

improvements of spectral clustering algorithm.  

The image space characteristics in the conventional 
spectral clustering algorithms are not considered, but 

construct similarity matrix by using the grey value or the 

wavelet coefficients. Therefore, it is susceptible by 

oversize similarity matrix and scale parameters in the 

similarity measure. When image resolution is high, the 
spectral clustering method will lead to overlarge 

adjacency matrix which is beyond the scope of computer 

memory caused by overmuch vertex. To solve this 

problem, there are mainly three kinds of solution applied 
to spectral clustering algorithm [9]: (1) make the 

adjacency matrix turn into the sparse matrix in a certain 

way, and then calculate it. This method mostly uses the 

KNN algorithm [10]. (2)Pre-segment the image. That is, 
dividing the image into lots of small homogenous areas, 

taking them as new vertexes and using spectral clustering 

algorithm to get the final results of segmentation. This 

method usually uses watershed segmentation algorithm or 
K-means algorithm. (3) Use spectral clustering algorithm 

based on Nystrom estimates. 

In view of the disadvantages of slow speed of existing 

motion object segmentation and the accuracy of the 
segmentation is susceptible by irregular motion of the 

object and the illumination. Given this, this paper 

proposes a new video sport segmentation method based 

on spectral clustering to improve the quality of image 
segmentation and reduce computational complexity. This 

algorithm also considers its own characteristics of the 

pixel and the visual feature and edge information of the 

neighboring pixels at the same time to make the 
calculation of similarity is intuitive and not affected by 

factors such as image texture. The proposed method is 

composed of three steps: (1) preprocess the extraction of 

video image sequence, that is using weight function build 
and calculate the similar matrix between pixels. (2) 

Extract the image features over time sequences. (3) 

Clustering the feature vector using spectral clustering for 

image segmentation, and then realize the processing of 
image difference, to get moving objects. 

The experimental results indicate that the method 

proposed in this paper has the following advantages. (1) 

Low computational complexity which enables it be 
applied to large scale problem. (2) High time-validity 

with which can be applied to real applications. (3) It 

achieves state-of-the-art performance on the standard 

evaluation dataset. Further, it can be potentially applied 
to other tasks of image segmentation and sports analysis. 

II. SPECTRAL CLUSTERING FOR SPORTS VIDEO 

ANALYSIS 

 Motivated by the limitations of existing approaches 
and the above discussions, in this section, we will present 

a substituted approach which is based on spectral 

clustering. Firstly, we will give the description of the 

spectral clustering algorithm. Then the overall approach 
is shown in Figure 1 [11].  

The spectral clustering algorithm [7] first constructs a 

similarity matrix n nS R   for n  given data points 

1,..., nx x  where 0ijS   measures the relationship 

between 1x  and jx . Then, group these data points into 

k  clusters using similarity information. Because several 

variants of spectral clustering are proposed, we consider 

the commonly used normalized spectral clustering [8]. 

874 JOURNAL OF MULTIMEDIA, VOL. 9, NO. 7, JULY 2014

© 2014 ACADEMY PUBLISHER



See [9] for the detailed survey of spectral clustering. An 
example similarity function is the Gaussian:  
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where   is a scaling parameter for controlling how 

rapidly the similarity 
ijS  reduces along with the distance 

between 
ix  and 

jx . Here we consider the following 

normalized Palladian matrix [7]:  

 1/2 1/2L I D SD    (2) 

where D  is a diagonal matrix with 
1

n

ii ijj
D S


 . 

Note that 1/2D  is the inverse square root of D . 
It is easily to give the explanation for any S  with

0ijS  . The Laplacian matrix is symmetric positive 

semi-definite. In the ideal case, the data in one cluster 

have no relationship with those in others, nonzero 

elements of S  and hence L  can only appear in a block 

diagonal form:  

1

k

L

L

L

 
 

  
 
 

 

As we all known that L  has k  zero-eigenvalues, 

which are also the k  smallest ones [9]. Their matching 

eigenvectors, written as a 
n kR 

 matrix, are 

   1/2

1 2, ,..., kV v v v D E   (3) 

where , 1,... ,n

iv R i k   and 
1diag( , , )kE e e , where 

ie  in different length are vectors of all ones. Because 
1/2D E  and E  have the same structure, one can easily 

cluster the n ones into k  groups through the simple 

clustering algorithms such as K-means. Therefore, one 

has to find the first k  eigenvectors of L , that is, the 

eigenvectors corresponding to the k smallest eigenvalues. 

Whereas, in fact we obtain the eigenvectors in the form of 
1/2V D Q , where Q  is an orthogonal matrix. [8] give a 

proposition for normalizing V , 

 
2

1

,
ij

ij
k

irr

V
U

V





1,..., , 1,..., .i n j k   (4) 

Each row of U  has a unit length. Because of the 

orthogonally of Q , Equation (4) is equal to 

 

1,1:

1,1:

2,1:

k

k

k

Q

QU EQ

Q

 
 
 
  
 
 
 
 

 (5) 

where 
,1:i kQ  displays the thi  row of Q . Then the rows 

of U  correspond to k  orthogonal aims on the unit 

sphere. By means of the K-means [8] or other simple 
techniques [10, 11], we can easily and effectively cluster 

the n  rows of U . 

The spectral clustering algorithms also can be derived 

from the point of view of graph cut, apart from analyzing 
properties of the Laplacian matrix. That is, in accordance 

with the relationship between points, we can partition the 

matrix. Normalized Cut, Min-Max Cut, Ratio Cut [12] 

are representative graph-cut methods. 
 

 

Figure 1.  The flowchart of the proposed approach 

III. EXPERIMENTAL RESULTS 

This section will empirically assess our proposed 

spectral clustering based on spectral clustering for sport 

video analysis. The experiment steps are as follows. First, 
collect data according to experiment design; second, 

model the data and extract the feature; third, train the 

model and evaluate its performance. The experimental 

procedures are shown in Figure 1. This section will 
sequentially summarize the dataset, assessment standard 

and experimental results [12]. 

A. Experimental Dataset 

The Vicon Physical Action data used in the 

experiments were collected from Theo the odorid is of 

University of Essex. It is used to separate for each 
physical activity. Seven male and three female subjects of 

age 25 to 30, who have experienced aggression in 

scenarios such as physical fighting, took part in the 

experiment. With area 4x5.5m, the ten subjects expressed 
normal and aggressive physical activities at random 

locations. The duration of each action was approximately 

10 seconds per subject, which corresponds to a time 
series of 3000 samples, with sampling frequency of 

200Hz. Within this performance time, approximately 15 

action trajectories were extracted counting in average 15 

normal, and 15 aggressive actions. The dataset includes 
3000 samples with 27 attributes, and these attributes 

describes as Head, Left arm, Right arm, Left leg, Right 

leg, Marker with a pair of markers is attached at each 

body segment for 3D data acquisition. Coords with the 3 
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coordinates define the 3D position of each marker in 
space. The categories are shown in Table I. 

TABLE I.  CATEGORY DISTRIBUTION OF SAMPLES  

Categories Number of samples 

Running 800 

Jump 1200 

Long jump 1000 

Total number of samples  3000 

B. Evaluation Criterion 

In order to comprehensively validate the approach 
proposed in this paper and the related algorithm, in the 

experiment of sport video analysis. The classification 

accuracy and classification recall are take advantage of as 

the verification standard [13]:  

tp tn
Accuracy

tp tn fp fn




  
 

tp
Recall

tp fn



 

where tpindicatestrue positive which expresses the 

positive data with true label; tnrepresentstrue negative 

that expresses the negative example with true label; 

fprepresentsfalse positive; and fnimpliesfalse negative. 
Although other standard like recall can also be take 

advantage of to verify the approach for sport video 

analysis, accuracy is the most widely used evaluation 

standard at present. Considering two class identification 
problems of sport video analysis, the two categories of 

data are respectively marked as positive instance and 

negative data. The above equation is defined as the ratio 

of all true examples on all the test data. For multiple class 
identification problems of sport video analysis, they can 

be directly converted to a group of two class 

identification problems of sport video analysis.  

C. Main Results 

In the first experiment, we evaluate our proposed 

spectral clustering algorithm for sport video analysis, 
over the Vicon physical action dataset. We use two 

comprehensive standards, accuracy and recall, for 

experimental assessment. Identification accuracy and 
recall are two typical and popular measures for the 

correctness of the identification model. The experimental 

procedure is report in the experiment section. The 

preprocessing procedure and feature extraction step are 
important to experiment since they carry discriminant 

information. The proposed method spectral clustering is 

train using the above approach, and some parameters of 

spectral clustering are obtain by two strategy: 
hand-specification strategy and cross-validation strategy. 

We do the test multiple rounds, where in each round we 

randomly split the dataset to training set as well as test set 

[14]. 
The test experiment of the proposed spectral clustering 

method is run for 5 rounds over the randomly divided 

training sets and test sets. The recognition performance 

for different configuration is report in Table II. From the 
experiment results, we could find that, for different 

experimental setting, for distinct evaluation standard, 

accuracy and recall, the proposed approach is higher than 
GMM, where our approach is within the range of 

77.08%~84.62% and 74.99%~81.62% respectively. We 

also find that the average accuracy is 80.58. These results 

are consistent with the previous paper, which mean that 
accuracy is a reliable measure for sport video analysis 

using spectral clustering [15]. The reasons for these 

results are mainly threefold as follows. (1) The spectral 

clustering method can be applied to the conditions that 
data is large scale, high dimension, with a large number 

of heterogeneous information. (2) The cross-validation 

method is according to the distribution information of the 

input data to select the model parameters of the spectral 
clustering, which makes the spectral clustering having 

better adaptability. (3) The processing step for data is 

able to remove noise and keep useful information 

effectively, and the element steps of our algorithm could 
cooperate. 

TABLE II.  THE IDENTIFICATION RESULTS OF SPORT VIDEO 

ANALYSIS USING SPECTRAL CLUSTERING 

Experimental 

round 

Evaluation 

standard 

Approach 

GMM 
Spectral clustering 

(ours) 

1 
Accuracy 75.30 80.75 

Recall 72.76 74.99 

2 
Accuracy 75.46 77.08 

Recall 73.73 75.52 

3 
Accuracy 74.71 81.26 

Recall 74.76 77.19 

4 
Accuracy 73.20 80.10 

Recall 75.52 77.79 

5 
Accuracy 76.13 80.91 

Recall 71.95 81.62 

 

 

Figure 2.  The identification results of sport video analysis 

In the second experiment, we target to verify the 

advantage of our proposed spectral clustering for sport 
video analysis, and the superiority of the feature 

extraction algorithm. The experiments are performed over 

Vicon physical action dataset. The data were collected 

from human real action, by Theo Theodoridis of 
University of Essex. The dataset includes 3000 samples 

with 27 attributes, which used to separate for each 

physical activity. The used evaluation standards are 

accuracy and recall where Identification accuracy and 
recall are two typical and popular measures for the 
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correctness of the identification model. The experimental 
step is summarized in the above section, where the 

spectral clustering is train using the standard approach, 

with the parameters set by authors.  

We extensively compare our proposed spectral 
clustering approach for sport video analysis with three 

algorithms, K-means, GMM and IGMM. The results are 

summarized in Table II. These experimental results 

indicate that: (1) the proposed spectral clustering method 
outperforms all three compared algorithm significantly, 

for different experimental configurations, different 

number of training sample, and distinct evaluation 

criterions. (2) The proposed algorithm show robustness 
against the round of experiments, as well as the 

evaluation criterion, which no wonder suggests that the 

proposed approach could be used to a lot of tasks. The 

possible reasons are three folds. (1) The spectral 
clustering method can be applied to data with large scale, 

high dimension, and heterogeneous information. (2) The 

parameter selection approach is according to the 

distribution information of the input data to choose the 
model parameters of the spectral clustering, which makes 

the spectral clustering having better adaptability. (3) The 

framework of the proposed approach contains a group of 

comprehensive procedures which sequentially maximizes 
the identification ability. 

TABLE III.  PEFFORMANCE COMPARISION FOR SPORT VIDEO 

ANALYSIS 

Experiment 

round 
Approach 

Evaluation Criterion 

Accuracy 

(%) 
Recall (%) 

1 

K-means 74.64 71.26 

GMM 75.30 72.76 

IGMM 79.11 73.78 

Spectral clustering 80.75 74.99 

2 

K-means 72.84 68.75 

GMM 75.46 73.73 

IGMM 78.01 70.94 

Spectral clustering 77.08 75.52 

3 

K-means 72.64 68.90 

GMM 74.71 74.76 

IGMM 75.83 73.05 

Spectral clustering 80.58 77.35 

 

 

Figure 3.  Pefformance comparision for sport video analysis 

In the third experiment, we extensively compare our 

proposed spectral clustering algorithm for sport video 

analysis with three approaches, K-means, GMM and 
IGMM. The identification results are present in Table III. 

These experimental results show that: (1) the proposed 
spectral clustering outperforms all three compared 

algorithm significantly, under varying experimental 

settings, different number of training example, and 

varying assessment standards. (2) The proposed 
algorithm exhibits robustness against the round of 

experiments, and the evaluation standard, which 

obviously suggest that the proposed approach could be 

utilized to a number of tasks. The reasons are three folds. 
(1) Comparing with the traditional machine learning 

methods the spectral clustering can be well applied to the 

situation of large scale data, high dimension, and a large 

number of heterogeneous information. (2) The parameter 
selection approach is based on the distribution 

information of the input data to select the model 

parameters of the spectral clustering, which enables the 

spectral clustering having better adaptability. (3) The 
framework of the proposed approach is composed of a set 

of comprehensive procedures which maximizes the 

recognition ability sequentially. 

TABLE IV.  THE IDENTIFICATION RESULTS OF SPORT VIDEO 

ANALYSIS USING SPECTRAL CLUSTERING 

Training samples 
Evaluation 

Standard 

Approach 

Spectral clustering GMM 

30% 
Accuracy 72.33 67.37 

Recall 69.50 62.33 

40% 
Accuracy 75.28 70.74 

Recall 74.13 65.30 

50% 
Accuracy 81.69 73.26 

Recall 80.01 70.74 

60% 
Accuracy 83.52 77.55 

Recall 84.18 76.59 

70% 
Accuracy 90.09 82.30 

Recall 86.05 79.21 

 

We conduct experiments over Vicon physical action. 

The data were collected from human real action, by Theo 

Theodoridis of University of Essex. The dataset includes 
3000 samples with 27 attributes, which used to separate 

for each physical activity. This experiment will verify the 

advantage of spectral clustering in sport video analysis, as 

well as optimization. It adopts the approach present in 
above part to train spectral clustering. The evaluation 

criterions are respectively accuracy and recall. The test 

was conduct for 10 rounds on this method, and the 

overall results of distinct experimental configuration are 
summarized in figure 3. As report in figure 3, the value of 

accuracy is around 81.69%, which consistently 

outperforms other compared approaches. Further, in 

different experimental rounds, the accuracy of the 
proposed approach also outperforms other compared 

algorithm. These results are consistent with the previous 

paper, which suggest that accuracy is a reliable measure 

for sport video analysis and spectral clustering. The 
reasons are from the following three aspects. Firstly, the 

spectral clustering method can be applied to the large 

scale and uneven distributed data. Secondly, the 

parameter selection approach is on the basis of data 
distribution of the input data to determine the model 

parameters of the spectral clustering, which improves the 

adaptability of spectral clustering. Thirdly, the 
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experimental procedures of the proposed algorithm could 
provide informative features and could maximize the 

discrimination ability. 
 

 

Figure 4.  The identification results of sport video analysis 

IV. CONCLUSION 

This paper adopts the method of spectral clustering to 
implement image segmentation technique in sports video 

image. The process mainly includes the following steps: 

(1) Preprocess the sports video image and get image 

feature vector matrix. (2) Extract the color feature, 
texture feature and shape feature etc. of the image. In the 

process of each extraction of image features, using 

different feature extraction technique can realize feature 

extraction under certain conditions, such as the extraction 
of texture feature can be treated with wavelet, and then 

take the extracted feature information as the image 

feature and input during the processing of image 

classification. (3) Calculate the image similarity with the 
extracted feature matrix. Finally the experimental results 

show that: (1) The algorithm is compared with several 

typical algorithms. It can be seen that spectral clustering 

considering the pixel itself feature, visual feature and 
edge information, which can greatly improve the 

accuracy. (2) Compared with the existing methods, the 

proposed algorithm has low complexity and strong 

real-time capability. (3) Finally get the image features 
extraction through K-means clustering algorithm for 

image segmentation. (4) With regard to the higher time 

and space complexity of image segmentation of motion 

image sequence, the proposed algorithm can better solve 
the problem of processing large image data and reduce 

the time and space complexity of clustering in the image 

segmentation. The proposed algorithm can better extract 

the sports video image sequence, but still have a lot of 
difficulties in view of the feature extraction of image 

segmentation. So how to improve the extraction of more 

image feature information is still the focus of the further 
research. 
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Abstract—With the large-scale construction and rapid 

development of underground engineering, a large number 

of underground engineering construction, such as tunnel 

and subway emerged. The geological structure of the tunnel 

is complex and the roc is fragmented. Tunnel seismic image 

is a new geophysical technique. This method has advantages 

such as high resolution, high reliability and obvious image 

characteristics. Therefore, to insure the safety of the 
construction and to eliminate geological disasters, the 

advanced prediction technology of seismic image in tunnel 

detection is applied. In the paper, the seismic image was 

used to detect the Huangzhuang tunnel geological condition. 

The reflected waves, the refraction wave and the surface 

waves can reflect the same geological conditions, and the 

result is in accordance with the drilling. Tunnel seismic 

image can effectively and safely guide the excavation of the 
tunnel section working surface in combination with 

reconstructed images and excavation technology. 

 
Index Terms—Tunnel; Seismic Image; Geological 

Conditions Reflected Waves; Surface Waves 

 

I. INTRODUCTION 

In recent years, with development of society, economy 

has increased greatly, the highway, high-speed railway, 

large water conservancy and other various infrastructure 

construction of rapid development, specially the tunnels, 
subways and so on, the large-scale construction of 

underground projects. Because of the pecularities of 

tunnel complicated hydrogeological conditions and the 

characters of underground engineering projects, a series 
of environmental geotechnical problems, such as fault, 

ground subsidence, karsts, crushing zone, collapse, high 

geostress area, water bursting, instability of cave, water 

irruption and all kinds of bad geological body become 
more conspicuous and frequent [1-6]. The geologic 

phenomenon is often encountered during the tunnel 

construction. And these incidents will not only influence 

the construction of underground engineering projects 
progress but also bring severe geological disasters, and 

even cause serious casualties and economic loss [7-9]. To 

ensure construction safety and avoid such accidents, the 

geological conditions and rock mass in front of working 
face must be done before the excavation.  

We should find out the geological diseases that may 

meet in tunnel excavation process and forecast possible 

accident and danger under the complicated geological 
conditions. In order to take timely measures to ensure 

construction safety, higher application requirements and 

countermeasures must be prepared beforehand. So, it 

needs faster development of tunnel prediction technology 

[10-17]. The advance of geological forecast is of great 

significance in tunnel construction. 
Geological prediction in tunnel construction is a 

leading international topic and problem all over the world 

[18-24]. The tunnel geological prediction becomes a 

difficult problem with high demand and difficult 
technology for complicated geological conditions and 

frequent engineering accident of tunnel. Advanced 

geological forecast methods includes geological analysis, 

advanced drilling method, the seismic reflection wave 
method, geological radar method, transient 

electromagnetic method, land sonar method, seismic 

wave tomographic imaging method and so on [25-28]. At 

the current stage, tunnel prediction is mainly based on 
seismic reflections, assisted by geological radar. In order 

to effectively predict geological problems in the front of 

tunnel face using the seismic reflection signals, special 

prediction technologies such as Negative Apparent 
Velocity, Horizontal Seismic Profile (HSP), Tunnel 

Seismic Prediction (TSP), True Reflection Tomography 

(TRT), and Tunnel Seismic Tomography (TST) have 

been developed using different observation patterns and 
data processing techniques [29-31]. 

This paper discusses the application of seismic 

methods under the tunnel construction. We use 

multichannel system enhancement seismographs, which 
has 48 channels that can meet the test. The seismic image 

can collect the continuous profile data, and the 

microcomputer can process these data rapidly. 

II. PROJECT SUMMARY AND GEOLOGICAL 

CONDITIONS 

A. Project Summary 

Huangzhuang tunnel is a highway tunnel, the starting 

pile number is k145+030, the tunnel at the end of the pile 

number is k145+958, its total length is 0.928 km. The 

road standard is secondary and the design speed is 40 
km/h. The clear height is 5m, and the width is 9m. Tunnel 

portal design is for terminal wall. The tunnel is shallow, 

buried from K145+256 to k145+418 and the buried depth 

from 18.5 to 31.3 m. 

B. Geological Conditions 

Tunnel hole body is mainly through the late 
yanshanian granite and the import section is mainly 
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cretaceous andesite. The exposed rock from the new to 

old is Q4
el+al

, Q4
el+pl and Ptn. 

C. The Basic Principle of Tunnel Seismic Image 

Seismic waves, propagating in the tunnel wall rock, 

spread widely and are reflected and refracted when 
encountering interfaces between rocks with different 

acoustic impedances. Reflected waves returning to the 

receivers are recorded. Surface waves are very strong and 

spread along both the axial and radial directions. The 
principle of tunnel seismic image is in Fig. 1. From the 

below figure, you can see the surface wave (direct wave), 

reflected wave and refraction wave in the seismic image. 
 

 

Figure 1.  Principle of tunnel seismic image 

III. RESULTS AND ANALYSIS 

A. The Reflected Waves 

The complexity of the reflection seismic waves inside 

the tunnel is due to surface waves and converted waves 

near the tunnel surface. The signal waveform of reflection 
waves observed in the tunnel and its time series can be 

expressed as [32]: 

 
n

i j k k(t m m )= (m ) t tA R ， ， （ - ） (1) 

where i j(t m m )A ， ，  is the time series of the reflected 

signal recorded at 
im  by a shot point at jm , n is the 

number of reflection events, 
k(m )R  is the reflection 

strength of the point 
km  in the front of tunnel face, and 

is in the range of –1≤
k(m )R ≤1 , and   is the travel 

time of the reflected wave consisting [33]: 

 

mjmk

k

mi mk

ds ds
t =

v v
   (2) 

The reflection strength 
k(m )R  is a synthetic variable 

and is also the arithmetic product of the refraction 

coefficient of the forward wave (
1iE ), the refraction 

coefficient of the backward wave (
ijE ), and the reflection 

coefficient of the radial tip (
KR ). 

 
k 11 12 1 1 2 1 2 2 21m =E E E R E EK K K KR    （ ） E  (3) 

Both of the refraction coefficients of the forward and 

backward waves are in the range 0-1. Therefore, the 

reflection strength 
k(m )R  is determined by 

KR . Under 

the condition of small differences of wave impedance 

among the media and fewer transmission layers, the 

strength and polarity of the reflected wave 
k(m )R  is 

mainly determined by 
KR , so approximately [34]: 

 
k(m ) KR R  (4) 

It represents the differences of the geologic framework 

in the front of the tunnel face and the main characteristics 

of geological structure. Seismic migration imaging 

obtains the positions of the reflection planes in the front 

of the tunnel face, the strength 
k(m )R , and velocity 

distribution 
mV . A profile of 

k(m )R  can be used to 

express the characteristics of geologic texture and 

structure and to compute the distribution of every 

reflection coefficient 
KR  if needed. 

The distribution of reflection strength 
k(m )R  in the 

front of the tunnel face can be inverted on the basis of 

synthetic data [35]: 

 
p

k i j 1

l 1 j 1

1
(m )= (t m m )

L

R A
LP  

 ， ，  (5) 

where L  and P  represent the number of shot points 

and receiver points respectively, and 
it  is from the 

travel time equation (2). The distribution of V  can give 

equation (5) extreme values and can be determined by 

velocity scanning. The seismic reflection of the image 
map is shown in the Fig. 2. The seismic reflection of the 

CDP section is in Fig. 3. The seismic reflection of the 

CDP section energy spectrum is in Fig. 4. 

 

 

Figure 2.  The seismic reflection of the image map 
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Figure 3.  The seismic reflection of the CDP section 

 

Figure 4.  The seismic reflection of the CDP section energy spectrum 

From the Fig. 2, Fig. 3 and Fig. 4 we can see that the 
geological conditions can be predicted before the tunnel 

excavation. The landform line and the fault are clearly 

visible. The rock interface can be identify. 

B. The Refraction Wave 

The single channel seismic image is in the Fig.5.The 
single channel seismic energy spectrum is in Fig. 6. From 

Fig. 5 and Fig. 6, we can see that the shallow geological 

conditions are relatively good. Local presence of cavity 

and discontinuous medium. 

 

 

Figure 5.  Single channel seismic image 
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Figure 6.  Single channel seismic energy spectrum 

 

Figure 7.  P-wave seismic image map 

C. Surface waves (P-waves and S-waves) 

Surface waves are very strong and spread along both 

the axial and radial directions. As the affected depth 

inside the wall rock is about one wavelength, geophones 

will record strong surface waves if shallowly buried. 
P-and S-waves spreading inside the wall rock will 

generate converted waves on the surface around the 

tunnel, P-waves are converted to S-waves and S-waves 

are converted to P-waves. These wave groups are 
recorded all at the same time [36]. 

Figures 1 and 2 show wave front profiles of axial and 

radial sections, from which the travel time characteristics 

of P-waves, S-waves, and different kinds of converted 
waves can be clearly seen. 

The dependence of P- and S-wave velocities on elastic 

properties and density are reviewed along with the 

significance of obtaining both P- and S-wave velocities 
for engineering purposes.  

However, in this case, the particle motion is transverse 

to the direction of travel of the wave. S-waves are 

occasionally called transverse waves or shear waves. 

Seismic velocity is a function of the density of the 

earth material and the elastic properties of that material. 

The expression is as follows: 

 1/2 ( / )V K   (1) 

where V is P- or S-wave velocity, K is the effective 

elastic parameter, andρis the density of the medium, 

relates velocity, density, and the elastic parameters. K is a 

function of Lamé's constants, λ and μ, which are related 
to how a material responds to normal and shearing 

stresses [37]. The effective elastic parameter for the 

P-wave velocity is: 

 1/2 (  2 )K     (2) 

and for S-wave velocities, it is 

 1/2  K   (3) 

Several elastic constants are also expressed in terms of 

Lamé's constants. One of the most important parameters 

in seismic work is Poisson's ratio  . If a cubic element 

of isotropic material is stretched along one axis of the 
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Figure 8.  S-wave seismic image map 

 

Figure 9.  Velocity analysis seismic image 

 

Figure 10.  Surface wave seismic image 

cube, the dimensions of the cube along the other two axes 

will decrease. This diagrammatically in two dimensions 

and defines the strains x  and y . Poisson's ratio is 

 y x/    (4) 
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Figure 11.  Surface wave seismic image energy spectrum 

 

Figure 12.  Velocity of Surface wave 

TABLE I.  SURFACE WAVE VELOCITY ANALYSIS 

Serial 

number 
Depth(m) 

Level 

number 
P(m) S(m) P(m/s) S(m/s) 

Density 

(g/cm3) 

Poisson 

ratio 

Shear modulus 

(Mpa) 

Young modulus 

(Mpa) 

Bulk modulus 

(Mpa) 

1 77.0 1 27.9 17.6 2760.8 4376.5 2.650 0.0 50756.9 0.0 -3055.0 

2 78.0 2 32.2 20.9 232.6 303.1 2.650 0.0 243.5 0.0 -100.0 

3 79.0 3 35.6 24.3 294.2 294.2 2.650 0.0 229.4 0.0 -0.4 

4 80.0 4 36.8 27.6 833.4 303.1 2.650 0.4 243.5 693.3 1597.0 

5 81.0 5 38.7 31.0 526.4 294.2 2.650 0.3 229.4 583.9 505.0 

6 82.0 6 42.5 34.5 263.2 285.8 2.650 0.0 216.4 0.0 -32.1 

7 83.0 7 46.0 38.0 285.8 285.8 2.650 0.0 216.4 0.0 -0.4 

8 84.0 8 47.5 41.5 666.8 285.8 2.650 0.4 216.4 600.5 961.1 

9 85.0 9 49.8 45.0 434.8 285.8 2.650 0.1 216.4 484.7 284.2 

10 86.0 10 53.5 48.5 270.3 285.8 2.650 0.0 216.4 0.0 -22.4 

11 87.0 11 57.2 52.0 270.3 285.8 2.650 0.0 216.4 0.0 -22.0 

12 88.0 12 60.9 55.6 270.3 277.8 2.650 0.0 204.5 0.0 -10.2 

13 89.0 13 64.7 59.5 263.2 256.5 2.650 -8.9 174.3 -2746.9 9.3 

14 90.0 14 68.4 63.5 270.3 250.0 2.650 -2.5 165.7 -485.0 28.1 

15 91.0 15 72.1 67.4 270.3 256.4 2.650 -4.0 174.3 -1047.2 19.2 

16 92.0 16 75.9 71.4 263.2 250.0 2.650 -4.1 165.7 -1036.8 17.2 

17 93.0 17 79.6 75.3 270.3 256.4 2.650 -4.0 174.3 -1047.1 19.2 

18 94.0 18 83.3 79.3 270.3 250.0 2.650 -2.5 165.7 -485.0 27.0 

19 95.0 19 87.0 81.9 270.3 384.6 2.650 0.0 392.1 0.0 -198.2 

20 96.0 20 90.8 84.5 263.2 384.6 2.650 0.0 392.1 0.0 -208.1 

21 97.0 21 94.5 87.2 270.3 370.4 2.650 0.0 363.6 0.0 -170.0 

22 98.0 22 98.2 89.8 270.3 384.6 2.650 0.0 392.1 0.0 -198.2 

23 99.0 23 102.0 92.4 263.2 384.6 2.650 0.0 392.1 0.0 -208.1 

24 100 24 0.0 95.1 0.0 370.4 2.650 0.0 363.6 0.0 0.0 

Last GenPen GenPen GenPen GenPen GenPen GenPen GenPen GenPen GenPen GenPen GenPen 

 

Because the strains are dependent on the elastic 

constants, Poisson's ratio can be expressed in terms of 
Lamé's constants ,  

 / 2( )      (5) 

Poisson's ratio can be expressed in terms of P- and 

S-wave velocities, VP and VS, respectively, by 
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  S P V /  V (1/ 2 ) / (l )     (6) 

The P-wave seismic image map is in Fig. 7. The 

S-wave seismic image map is in Fig. 8. The Velocity 

analysis seismic image is in Fig. 9.  
From Fig. 8, Fig. 9 and Fig. 10, we can see that the 

p-waves and S-waves reflect certain phenomenon. 

Through our processing and analysis of the map, P- and 

ave studies, can be made on the surface or in a borehole. 
Through the analysis of surface wave in seismic image 

and processing, we can find the surface wave seismic 

image in Fig. 10, Surface wave seismic image energy 

spectrum in Fig. 11, Velocity of Surface wave is in 
Fig.12. The Surface wave velocity analysis is in Table I. 

From Fig. 10, Fig. 11, Fig. 12 and Table I. we can see 

that the rock interface around the tunnel is more. Through 

the image we can calculate the thickness of rock layers 
and investigate the situation of the geological anomaly 

area. 

IV. CONCLUSIONS 

The seismic image was used for Huangzhuang Tunnel 
and it worked well. The forecast results proved that by 

using the image method, the geological conditions of the 

area in front of the working face of the tunnel could be 

well known timely, and also the forecast result could be 
sent timely. Meanwhile the applicable procedures of 

seismic image method were so simple that it was possible 

to carry on the forecast work without the influence on the 

tunnel construction. With the seismic image, the basis 
could be provided to the tunnel construction and 

parameter adjustments to guarantee the construction 

safety. The reflected waves, the refraction waves and the 

surface waves can reflect the same geological conditions, 
and the result is the same with the drilling. Tunnel 

seismic image can effectively and safely guide the 

excavation of the tunnel section working surface in 

combination with reconstructed images and excavation 
technology. 
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Abstract—With the widespread use of mobile devices and 

fast development of wireless network, m-learning has 

become another hot topic except e-learning. Considering the 

less utilization of traditional learning resources and the 

poor-directed users, this paper puts forward an improved 

method of m-learning. Due to oceans of m-learning 
resources, this paper suggests an integration platform of 

information resources based on granular in order to 

improve learning efficiency. Meanwhile, personalized 

concept is introduced into the system. This paper studies 

personalized problems of hierarchical retrieval model and 

the methods of how to dynamically obtain users’ interest. 

According to the hierarchical features of website structure, 

the system can actively obtain users’ interest as well as 
output retrieval results based on different users’ 

backgrounds under the help of ant colony algorithm. This 

method is easy to realize and can effectively trace users’ 

short-term and long-term interest changes. It is suitable for 

the complicated and changeable network environment. 

 
Index Terms—Mobile Learning; Personalized Retrieval; 

Hierarchical Model 
 

I. INTRODUCTION 

Because the fast development of internet technology, 

there are more and more forms of resources expressions. 

From traditional plain text to multimedia, the internet 
environments where resources exist are different. 

Because the internet information resources boom; the 

sorts of resources greatly are enriched; retrieval systems 

of database and information resources are more and more; 
retrieval ways and means are various, data redundancy is 

resulted. The degree of interrelatedness is low. Abundant 

information isolated islands appear, meanwhile, the 

retrieval burden of users is gradually aggravated, whereas, 
there exist many problems in current information system 

such as module dispersion, resources isolation, inefficient 

integration. How to gather, order and correlate these 

information resources which are isomerous and sourced 
differently. How to integrate retrieval systems to make 

clients know where to find the needed information; how 

to search for these information and how to filter retrieval 
results. The above mentioned are the ultimate purposes of 

information resources integration. 

Through information resources integration, setting up 

an information integration visiting interface and a 
logically-centered but physically-distributed information 

resources integration platform will more effectively 

realize information resources share and key data reuse. 

Information resources integration refers to integrating 
information resources which are originally discreet, 

polynary, isomerous and distributed in a certain range in 

a logical or physical way in order to make it easy to 

manage, utilize and serve [1, 2]. Information resources 
integration can also be understood as gathering discreet 

resources, changing unordered resources into ordered 

ones to make users easy to search information and to 

make it more convenient to serve users. This is a general 
definition of information resources integration. It includes 

the processes of information picking up, organizing, 

processing and serving. Learning resources integration is 

mainly about m-learning. Integrating relative and discreet 
learning resources is convenient for retrieving, managing, 

using and realizing personalized study. 

Learning information resources integration generally 

includes the following there layers [3]: The first is data 
layer. Information resources all exit in various high-

capacity servers. The data’s forms of expression are 

various due to different database types. The second is 

operation layer, that is, relative learning information 
resources are utilized through software or platform. The 

third is application layer, that is, it is an all-round 

integration of learning data content, software systems and 

basic setup.  
After integrating learning information resources, the 

integrated platform provides a single-stop-style visiting 

method for all the resources. Moreover, integrated 

accessible site categorizes all the learning information 
resources, from the originally addressable service to 

active service to make visiting more convenient and 

satisfy users’ demands. 

The current era is the one with information explosion. 
Facing oceans of information, most people are at a loss, 

not clearing about their actual demands. During the 

process of learning and retrieval, users should be more 

well-directed to visit the websites of learning information 
resources [4, 5]. Through adopting the integrated 

platform of learning information resources, learning 

information resources can be reasonably categorized; the 

needed resources can be classified and categorized more 
briefly and the users’ response methods are more 

personalized. 

Personalized retrieval may quickly solve the problem 

of “one for all users”. It can offer corresponding advices 
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according to the differences in users. By means of 
hierarchical information of the websites, users’ visiting 

records can be classified in order to find out the changes 

of users’ interest. Thus, personalized retrieval method can 

be realized based on users’ interest. 
On the basis of m-learning resources integration, users 

may quickly find out the information they need with the 

help of personalized retrieval technique. Therefore, the 

visiting efficiency can be improved and the time users 
need to visit information websites can be reduced. 

II. GRANULAR COMPUTING AND QUOTIENT SPACE 

Granular computing [6, 7] with other subjects’ 

philosophic thinking and methodology in return abstracts 
them into methods and strategies irrelated with concrete 

fields. The process of granular computing is the process 

of solving to complicated problems. The comprehensive 

understanding to complicated problems usually has 
multiple points of view [8, 9]. Each angle is multi-stratal. 

The result of granular computing presents a granular 

structure with multiple points of view and multiple levels. 

This structure is a systematic and approximate description 
and solving to complex problems. 

The granulation of problem space refers to decompose 

concrete problem into several small ones and the 

understanding to the whole problem into analyzing in 
from different aspects [10-12]. The granulation of 

problem space may use the principles of approximate 

decomposition and loose coupling and it also may adopt 

the top-down method or bottom-up method. Granular 
computing can solve problems through visiting granular 

structure including upward and downward interactions in 

hierarchical structure and the moving way in the same 

hierarchy. There are two ways: One is the transformation 
and reasoning among granularities in the same granular 

layer. Two is the transformation and reasoning among 

particles in different granular layers. The connection 

among different granular layers is shown by mapping. 
The same problem on different granular layers is shown 

by different details and granularity. 

Quotient space [13, 14] is a common method of 

granular computing. In the theory of quotient space, there 
are triples (X, F, T) to represent the objects to be studied. 

Among the three elements, x stands for universe [9]. T 

stands for topology structure on X and F stands for 

property function. Suppose an equivalence relation R on 
the triples (or an equivalent division). The question of 

projection to be discussed by the theory of quotient space 

is to consider quotient structure and quotient property 

function on quotient set X defined by equivalent relation 
R, that is, the construction problem of [X], [F], [T]. In 

fact, it is the transformation problem from different layers 

of granulation. 
The acknowledged feature of human beings is that we 

can observe and analyze the same question from 

extremely different granulations. The so-called 

granulation is to categorize the elements with similar 
features to a new element, then to study it. If a subset is 

considered as an element, the elements in the subset are 

considered as equivalent ones, which is in accordance 

with the mathematic concept of equivalence relation 
which is also called equivalence relation or 

indistinguishable relation. According to the relation 

mentioned, all the equivalent elements can be called as 

new elements. All these new elements compose a set 
called quotient set. So granulation analysis is changed 

into the object analysis of certain quotient set. 

In the study of different granulations, we find that the 

granulation of each question has one-to-one 
correspondence with its indistinguishable relation. Faced 

with a complicated question, people can’t consider all the 

details of the question; therefore, they need to analyze the 

question from multi-level granulation. In order to find out 
multi-level granulation solving, thinning the question 

gradually may greatly improve the computing efficiency. 

To begin with, it is necessary to find out the most 

suitable division rules which include property division, 
structure division, constraint division and projection 

division [15, 16]. There are many kinds of methods to 

divide granulation. It is quite important to choose proper 

division method according to different granulation. In the 
solving process of actual granulation division, there needs 

to adopt quotient space reasoning model to reason and 

analyze on high-level granulation to get a certain property. 

Then we can thin the question gradually in order to solve 
the problem. 

III. LEARNING INFORMATION RECOURCES RETRIEVAL 

ON MULTI-LAYER HIERARCHICAL MODEL 

A. The Retrieval Model of Learning Resources 

With the fast development of m-learning, the amount 

of m-learning resources is quite large. The types of 
learning resources are richer and richer. Efficient retrieval 

for learning information resources is the technique which 

can make learners realize study at any time, at any place. 

Brief m-learning process is shown in Fig. 1. 
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Figure 1.  M-learning Process 

However, there exist a lot of isomerous learning 

resources on net, which brings difficulty in retrieval and 

integrating learning information resources. Learning 
information resources which are from different places 

(online class, learning video, forum etc.) and shown by 

different ways (testing, class learning, posing questions 

etc.) may decrease m-learning efficiency. Therefore, this 
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thesis puts forward to using quotient space to realize m-
learning resources retrieval technique to integrate 

numbers of resources to improve learning efficiency. 

Learning resources retrieval is an important part in the 

process of resources integration. The purpose of 
integrating isomerous learning resources which are 

shown in various formats stored in different places and 

from different databases is to make users more 

convenient and more reasonable to make use of resources. 
How to provide users with high-efficiency resources 

retrieval service to make them more convenient and faster 

to find out the needed resources is a problem we must 

face in the process of resources. If a united retrieval 
platform is needed for information resources from 

different servers and different databases, an agent 

program is also needed to transform the inputs of the 

users into inquire statements of various databases and 
then search base by base. The agent program transforms 

the searching results into a united format (such as XML 

etc.) and then sends them to browser terminal in order to 

show the users. 
To better find out the learning resources and 

information the users need and simultaneously to avoid 

the unnecessary repeated labor and resources waste, 

resources retrieval platform may provide the function of 
synonym extension, that is, similar meanings or similar 

language expressions are considered as synonyms. For 

example, while retrieving word “language”, various 

expressions containing “language” can be found. We may 
take the current hot learning keys as initial granularity to 

perform equivalent divisions on different layers in order 

to form equivalence classes. Because there is no problem 

for human beings’ thoughts to switch among different 
granularity layers, we can construct quotient space based 

on universe to go back and forth freely on various 

granularity in the actual application. 

Fig. 2 takes key “language” as an example, illustrating 
how to divide equivalently and how to fulfill resources 

retrieval on different granularity layers according to the 

choices of users. 
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Figure 2.  The retrieval process of learning information resources 

When users search key “language”, they may not be 

quite clear about their intentions. So related searching 

help is needed. On different layers (granularities), related 

searching obtains granularities through drawing 

granularities from universes. When users find out proper 
granularity, the key the user had chosen will be 

considered as retrieval condition on the granularity. The 

system is to construct different SQL statement to search 

for information and then return results to users. 
The research/study applies common related methods of 

quotient space in granular computing to the retrieval 

process of learning information resources integration. It 

directs users to look for definite purposes. It helps find 
out the needed resources and improve the efficiency of 

learning resources retrieval to make m-learning process 

more efficient. 

B. The Algorithm of Learning Resources Retrieval 

There exist large amount of m-learning resources on 

net. How to design efficient retrieval algorithm of 
learning information resources is the key to realize study 

at any time, at any place. Therefore, this part puts forward 

a learning information resources retrieval algorithm based 

on quotient space after studying relative methods of 
granular computing and quotient space and also puts 

forward an integration technique based on granular 

computing. In the retrieval algorithm, because learning 

resources are obtained from web, a united URL class of 
returning results should be designed [17-19]. These 

returning results contain the struts of the retrieved linking 

address URL, retrieval keys, corresponding URL’s 

introduction and the retrieved number. 
Firstly, according to retrieval keys to set up various 

layers’ granularities to be considered as initial 

granularities, the system performs equivalent division of 

various layers to form equivalence classes. Because 
human beings’ thoughts can freely switch among various 

granularity layers, we may construct quotient space 

according to granularities drawn from universes. But, 

sometimes users are not quite clear about what they 
intend to retrieval and what they express. Therefore, the 

related results in many databases through many SQL 

statements should all be displayed for users to choose 

from. The related searching should be carried out on 
various layers. 

Secondly, while providing intelligent displays for 

clients, if there is a certain display that is suitable for a 

user’s demand, the key that the user has chosen will be an 
retrieval condition on that granularity. The results will be 

returned to users through constructing various SQL 

statements. If there are too many display records returned, 

users may choose one as child key. Then the procedures 
above can be repeated. Through the repeated retrieval, the 

granularity may become smaller and smaller with 

repeated retrieval. 

At last, because of considering learning information 
resources integration, in the process of designing 

algorithm, the problem is that how to organize different 

types or various constructions of data should be 
considered, that is, the problem is how to convert among 

different formats such as doc, pdf, html, txt etc. in order 

to use a united and merged way to show users.  

In Fig. 3, when the user inputs keys on the interface 
web, there will be corresponding intelligent clues 

provided for users to choose from. Here, there are two 
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situations. One is that the needed information will be 
found in the first retrieval. Then it will be transformed 

and merges to show the user. The second is that the 

needed information won’t be found in the first retrieval. 

Then the sub-retrieval will occur until the satisfying 
granularity can be retrieved. 
 

User 

input

Final query

Searching for 

child keys

Searching in 

local database

Get Result

DataBase

1

DataBase

2

DataBase

N
...

Merging results

Output Result

N

N

SQL1 SQL2 … SQLN   

Transformed format1 

Transformed format2 

… 

Transformed formatN

Y

Y

 

Figure 3.  The algorithm of learning information resources retrieval 

IV. PERSONALIZED RETRIEVAL BASED ON USERS’ 

INTEREST 

When people search for information materials, they 

always hope to find out abundant and accurate 

information, that is, they hope that the result information 

can satisfy the following two demands: One is that the 
result information can include all the relative content 

concerning the retrieval theme. Two is that the result 

information should exclude the irrelevant content 

concerning the retrieval theme. 
In order to more accurately express the retrieval theme 

of the user to satisfy the demands of different users, we 

put forward a personalized retrieval model, that is, when 

information is retrieved, the retrieval not only retrievals 
according to retrieval statements but also considers the 

user’s background and interest. 

A. User’s Interest Model 

The key technique of personalized retrieval is to obtain 

user’s interest. The obtaining methods include two sorts: 

explicit and implicit. Displaying obtainment needs users 
to actively provide interest modes. Generally there are 

two ways: One is to express their preferences and 

retrieval intentions through the method of selecting field 

[20, 21]. Two is to evaluate the retrieved results and 
feedback (including positive feedback, negative feedback) 

through certain method. Displaying obtainment can be 

easily realized and can get the actual interest of the user 

but it adds some extra operations to the user, so it is not 
easy to use. Implicit obtainment is transparent to users. 

Through tracking the users’ scanning actions, potential 

users’ interest mode can be mined out by means of web 

servers, users’ terminals and other personal devices [22-
24]. These information containing many content of user’s 

scanning including the data such as the webpages users 

scan, the time spent on the webpage, collecting or not, 

file length, visiting frequency, URL address, turning the 
page etc. Through analyzing these information, feature 

data of the users can be mined out to be taken as users’ 

interest. Mining data mainly include web content mining, 

web structure mining and web usage mining. 
According to different time span, user’s interest mode 

can be classified as long-term mode and short-term mode. 

Users’ long-term interest and background are the main 

elements of their personalized information and it is called 
long-term interest mode. During a short period of time or 

in a process of retrieval, there is a definite retrieval aim 

which is not changeable and it is called short-term 

interest mode. Because users scan less and record less in 
short period of time, it is quite hard to find out users’ 

short-term interest model. 

Personalized retrieval can be conducted according to 

users’ different interest. Through modifying or filtering 
retrieval statements or retrieval results by means of users’ 

interest information, retrieval complexity can be 

effectively decreased and retrieval accuracy can be 

increased. As for the layer retrieval based on the theory of 
quotient space, retrieval complexity can be decreased and 

retrieval accuracy can be increased by means of a gradual 

thinning tree. 

Users’ interest mode needs to be vectorizably handled 
in personalized layer retrieval. When the users’ interest 

mode is vectorizable, weight is users’ interests. 

Meanwhile, to make retrieval convenient, when user has 

several interest preferences, several vectors can be added 
and the result shows the user’s interest. 

The core thinking of personalized layer retrieval based 

on user’s interest is that in layer retrieval, layered user’s 

interest is treated as equivalent class of corresponding 
layer. According to retrieval mode and user’s interest, 

weight value of each equivalent class can be calculated. 

The weight value of equivalent class is above the given 

threshold value, it is the ultimate retrieval field. 

B. The Way of Obtaining User’s Interest Model 

In order to quickly and accurately retrieval the needed 
information from oceans of data, people have made large 

amount of rewarding researches in the aspect of retrieval 

accuracy of retrieval system. In fact, personalized 

retrieval mode based on user’s interest mode is an 
effective method of improving precision ratio, whereas, it 

is the basis of personalized retrieval for the mining of 

user’s interest model. 

Currently, internet websites all have certain layer 
structure. As is shown in Fig. 5, the highest layer is home 

(as opposed to home page). The child nodes are called 

inner nodes (as opposed to the first-level 
module/category). Inner node can also contain smaller 

inner node (as opposed to smaller module). The lowest 

layer is leaf node (as opposed to content page of specific 

information). We define root node as the layer 0, whose 
child node is layer 1. So, content page is the layer n. 
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home

N12N11 N1a

N21 N22 N23 N2i N2b

Dk+1Dk

...

...

...
 

Figure 4.  The Structure Model of Hierarchical Web Site 

As for the website of hierarchical structure, we 

consider each layer as a collection of several class nodes. 
For example, as is shown in Fig. 4, the nodes on the first 

layer are made up of n nodes (N11, N12 …, N1a), the nodes 

on the second layer are made up of b nodes (N21, N22 …, 

N2b). When users visit leaf nodes (class nodes), each class 
node on the path is considered to be visited. Considering 

the nodes on higher layer, the visiting numbers are more 

because of their positions. Therefore, when users visit 

certain node, the feedback value of each node on the path 
shows exponential decrease layer by layer from bottom to 

top. 

Essentially speaking, users’ interest mode reflects their 

scanning interest and habits. For the website of 
hierarchical structure, users’ interest mode also bears 

layer features. And certain interest mode can only be 

expressed by the visiting sequence of the layer’s class 

node. Therefore users’ interest mode is different from the 
aspect of each layer. As is shown in the website in Fig. 1, 

for example, a visiting sequence of interest mode in leaf 

node layer is DkDk+1. The corresponding visiting 

sequence of layer 1 is N11N12, the visiting sequence of 
layer 2 is N22N23. 

When users scan webpages to obtain information, they 

may first log on the home. Then they will scan N11, N12 

and the content page Dk. They also may open N22 
through other ways such as favorites. Then they scan 

content page Dk. No matter what is the visiting object, 

class node or content page, log records have the same 

format on the server. 

V. ALGORITHM OF OBTAINING USER’S INTEREST 

According to the website’s fixed hierarchical feature, 

we put forward a new obtaining method of multilayer 

users’ interest mode by means of ant colony algorithm 
[25-27]. This method can dynamically capture the latest 

users’ interest mode of various layers to satisfy the 

demand of layered user’s interest in hierarchical retrieval 

model. 
The thought of ant colony algorithm roots from swarm 

intelligence when ants seek for food. Without the help of 

vision, ants can find the shortest path from food sources 

to ant nest through collaboration. In the process of 
foraging, ants may release as well as sense pheromone 

which is in proportion to the quality of food sources. 

When seeking foods, they tend to move toward the 

direction of higher concentration pheromone. Therefore, 

ants’ collective behavior shows us the phenomenon of 
positive feedback. The more ants some path is chosen, the 

higher probability the followers will choose it. So the 

food sources of higher quality and short distance will 

attract more and more ants. The pheromone density will 
increase more quickly. In order to apply ant colony 

algorithm to hierarchical pattern recognition of users’ 

interest, several parameters such as ant colony 

algorithm’s support, pheromone density and preference 
function etc. should first be defined: 

Support degree ηl stands for the probability of users’ 

visiting on path 1, which is represented by visiting 

frequency of this path. Suppose Nij and Nim are two 
nodes in layer i. The path l(i, j, m) represents some path 

from node Nij to node Nim. The users’ visiting number 

on the path l(i, j, m) is recorded as Cl(i,j,m). Then for the 

hierarchical interest pattern, the support degreeηl (i, j, m) 
is defined as  

  η 
        

         

           
   

  (1) 

Pheromone density τl (t) stands for users’ visiting 

interest in some path 1, which decreases as time passes by 

and increases as users visit to path 1. 

                          (2) 

In Eq.2, p is the mobilization factor of pheromone. δis 

the constant which is related with pheromone density. 
△ τl is pheromone value added. 

      
          

   
       (3) 

where Fb is the feedback value of the node which users 

visit at moment t+1. 

Preference function Pl(t) represents the users’ 
preference to visiting path 1, which includes pheromone 

and support level. Supposeτk (t) and ηk stand for 

corresponding pheromone and support level opposite to 

path K. Then preference function Pl(t) is defined as: 

        
       

   η  
 

           η    
   

 (4) 

In Eq. 4, n is the total number of paths in this layer. If 

the threshold path node can be checked layer by layer 
according to Eq. 4. Then hierarchical interest model of 

group users can dynamically be obtained. 

Considering that the interests of web users are 

gradually changing, the mining of users’ interest not only 
needs to find out their long-term interest but dynamically 

adjusts according to users’ interest. So the mining process 

is dynamic. Meanwhile, website bears hierarchical 

feature. Users’ interest bears hierarchical feature as well. 
Mining users’ interest from various layers can provide 

higher-level and more information of users’ interest and 

also can provide proper users’ information retrieval based 

on hierarchical retrieval method. Through comparing 
people’s information retrieval to evolving ant colony’s 

foraging action, dynamic obtainment of multi-layer users’ 

interest model can be better realized. 

The basic thinking of the algorithm is as follows: 
comparing people’s information retrieval to evolving ant 
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colony’s foraging action, comparing once scanning 
process of various nodes on website to ant’s once 

foraging action period. All the actions of users’ scanning 

are recorded in log files, therefore we can get the value of 

preference function pl(t) of all the path nodes layer by 
layer by means of ant colony algorithm. Then we can 

dynamically identify users’ interest mode quickly and 

accurately.  

VI. SIMULATION AND ANALYSIS OF THE EXPERIMENT 

Users’ interest can be divided into long-term and short-

term. Long-term interest of users refers to the permanent 

and stable interest demonstrated in the process of long-

term online process. Short-term interest of users refers to 
the interest in a relatively short period of time. Short-term 

interest changes quickly. Long-term interest is relatively 

stable. It can be separated based on web browsing activity 

of users. 
In order to inspect the applicability of obtaining users’ 

interest, we conduct a simulation experiment on the 

accuracy of long-term interest and the sensibility of short-

term interest change. 
The process description of the algorithm is as follows: 

Input: the threshold of the preference function is Tp 

after preprocessing m log records. 

Output: internet pattern is H at all levels on the website.  
Step 1: Initialize the parameters of ant colony 

algorithm, t=0,        =0, η =0,   =0. Initialize the 

structure tree of the website Tree=NULL. 

Step 2: Build up the website’s hierarchical structure 

tree “Tree” according to log records. 
Step 3: Find out the path 1 which is corresponding to 

Ni log record in Tree. Work out all the feedback values Fb 

of all the nodes on path 1. Then update       and  . 
Repeat the operation above until processing all the 

records. 

Step 4: Calculate all path nodes η  according to Eq.1. 

Step 5: Initialize α and β.Work out all the       on Ni 

layer again. If       is larger than the threshold value Tp 

of preference function, it is the interest pattern on each 
layer. 

The experiment data adopt three groups. The training 

sample of the first group adopts visiting log of one month. 

The training sample of the second group adopts visiting 
log of one week. The training sample of the third group 

adopts visiting log of one day. 

We conduct a simulation experiment on the data above. 

We only consider the first four layers of the website. The 
accuracy comparison of each layer’s users’ interest 

obtainment is shown in the following Fig. 6. 

From Fig. 5, the obtainment of users’ long-term 

interest is more stable. Meanwhile, as the inspection layer 
is higher, the testing rate of accuracy is also increased. 

This situation is not at random but depends on the nature 

of users’ interest. The longer the time is, the higher the 

layer is. The hit rate of prediction is higher. 
The other advantage of this method is that it may 

dynamically find out the interest changes of users. The 

following is a simulation experiment which shows the 
interest changes of users. The data are from the log files 

of certain company that record the users’ visiting traces 
of four products A, B, C and D. Over time, users 

continuously visit product A and demonstrate keen 

interest on it. But recently users don’t visit product A, 

which shows that users’ interest has slightly changed. 
Part of log records is as follows: 

 

../company/products/product_A/pagex/.. 

../company/products/product_A/pagex/.. 

../company/products/product_A/pagex/.. 

../company/products/product_A/pagex/.. 

../company/products/product_A/pagex/.. 

../company/products/product_A/pagex/.. 

../company/products/product_A/pagex/.. 

../company/products/product_B/pagex/.. 

../company/products/product_B/pagex/.. 

../company/products/product_A/pagex/.. 

../company/products/product_C/pagex/.. 

../company/products/product_B/pagex/.. 

../company/products/product_D/pagex/.. 

../company/products/product_B/pagex/.. 

../company/products/product_B/pagex/.. 

../company/products/product_B/pagex/.. 

../company/products/product_A/pagex/.. 

../company/products/product_C/pagex/.. 

../company/products/product_D/pagex/.. 

../company/products/product_D/pagex/.. 

 

 

Figure 5.  The accuracy comparison of interest obtainment 

 

Figure 6.  The diagram of product preference function 

From Fig. 6, we may easily find that at the initial stage, 

the preference function value of product A node presents 

exponential growth because users continuously visit it. 

The preference function values of other manufacturers’ 
nodes are zero. In the latter half of the experiment, as the 

visiting number of product A decreases, the preference 

function values of other nodes increase because they are 

frequently visited by users especially product B. As a 
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result, this method may dynamically capture users’ 
interest pattern when their interest has changed. 

VII. CONCLUSION 

Because of a big amount of m-learning resources, the 

thesis puts forward the technique of learning resources 
integration based on granular computing. After studying 

relative methods of granular computing and quotient 

space, this thesis also puts forward an retrieval process of 

learning information based on quotient space. By means 
of retrievaling keys to set up granularities of various 

layers, which are considered as initial granularities, 

equivalent divisions of various layers are carried out. 

Learning information resources integration is realized 
through organizing various types or different 

constructions of data in a certain way. Then introducing 

personalized concept into the system, the paper puts 

forward a personalized layer retrieval method based on 
users’ interest. Users’ information retrieval is opposed to 

ant colony’s foraging action. One-time scanning process 

of each node of the website is opposed to once ant 

colony’s foraging action period. According to users’ 
scanning log information, users’ interest mode can be 

dynamically identified. This method is easy to realize and 

can capture the short-term and long-term changes of users’ 

interest quickly and accurately. 
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Abstract—The traditional wireless sensor network 

localization algorithm can be divided into the positioning 
algorithm based on distance and has nothing to do with the 

distance algorithm, due to the positioning algorithm based 

on distance is not suitable for the application of low power 

consumption and low cost areas and distance has nothing to 

do with poor precision problems of algorithm, this paper 

proposes a node self-localization algorithm based on 
received signal strength. Based on node location database in 

the grid topology analysis of the known conditions, and 

from the Angle of practical evaluates the localization 

algorithm scalability and fault tolerance. Finally with the 

traditional wireless network positioning algorithm do the 

experiment comparisons. The experimental results show 

that the proposed algorithm is less than the traditional 
algorithm in the interference in the environment of high 

precision, low cost, less energy consumption. 

 
Index Terms—Wireless Sensor Networks; Load Balancing; 

the Network Topology; Regional Extension 

 

I. INTRODUCTION 

Sensor network compared with the traditional wired 

networks and wireless networks, have something in 

common, so many existed methods were transplanted to 
the sensor network. But compared with wired networks, 

there are significant differences in perception of the 

nodes, self-organization communication and deployment 

methods. Compared with the self-organized wireless 
network, sensor network has less infrastructure support, 

more stringent resource constraints and more large-scale 

deployment and so on. 

Wireless sensor network (WSN) technology can be 
widely used in the military, civil, industrial, commercial, 

and other fields. Because of the great potential of their 

own, since it appears from a subject of great concern to 
the military, industry and academia [1]. Generally 

believed that the United States was the first country 

involved in this research field [2]. The wireless sensor 

network combines the sensor technology, the MEMS 
technology, the wireless communication technology, the 

embedded computer technology and the distributed 

information processing technology, and it accomplishes 

the data acquisition, data processing and the 
communication by the interaction between the sensor and 

the outside world, and it is widely applied in environment, 

transportation, military, aviation and medical health etc 

[3-5]. As the key technology of the wireless sensor 
network, location is significant for the study of network 

protocol based on the geographical location and the basic 

application of the wireless sensor network. American 

magazine Technology Review ranked wireless sensor 
network as the first ten big emerging technologies which 

will have the most profound influence on human life in 

the future. Business Week predicts wireless sensor 
networks are on the list in the four new technologies of 

future [6]. In 159 technical issues of "Foresight research 

over the next 20 years" in China, there are eight items 

that directly describes sensor network. In early 2006, 
issued by the national platform for medium-and long-

term science and technology development planning for 

information technology to determine the three mentioned 

in the forward direction IntelliSense technology and ad-
hoc network technologies, both directions are directly 

relevant to the study of wireless sensor networks [7-10]. 

Therefore, it can be seen wireless sensor network 
technology occupies an important position in current 

technology development and its widespread use has not 

only led to new information revolution, but also will 

bring enormous changes to the human society. Compared 
with traditional wireless networks, wireless sensor 

network has its unique advantages. Wireless sensor has 

the characteristics of no fixed equipment support and 

network deployment is simple, fast, without direct human 
manual operation, which can be placed directly by plane 

aerial seeding, etc, applying to the specific, severe 

environment that the human is unable to reach. Sensor 
node is small in size and the price is low, which may use 

in large quantities of relatively broad environment, the 

average number of sensor nodes in wireless sensor 

networks, distribution density is big, make to collect 
more comprehensive data, relative precision is more high. 

Computing power of wireless sensor nodes and wireless 

communication capabilities make sensor networks can be 
re deployed network, make a timely response to 

environment change or sensor networks and network 

control instruction, even if the environment is destroyed, 

still can realize the automatic recovery network to 
transfer information, etc.. Monitoring these features of 

wireless sensor networks wireless sensor network is 

suitable for complex environment, this application also 

has been in wireless sensor networks is a hot research. 
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For the research of wireless sensor network is still at 
the early stage in China, more exploration of the concepts, 

systems and technology, research subjects is relatively 

concentrated in institutions and research institutes, less 

involved in the enterprise. However, it should be noted, 
the state has invested efforts in the relevant field of 

research increased year by year. Since 2003,a series by 

the National Natural Science Foundation of the key 
technologies for sensor networks to support research 

projects have been launched, made a series of 

achievements and formed a research boom related 

technologies. In recent two years, a number of important 
research results related fields in the domestic core 

journals have been published [11]. Wenchao Meng and Li 

Yu Meng proposed the extended kalman localization 
algorithm based on optimal beacon group [12]. By 

analyzing the distance between target signal source and 

the beacon node, collinearity between beacon nodes, this 

paper proposed a kind of optimal beacon group selection 
mechanism to reduce the complexity of the algorithm and 

communication overhead. Dan Zuo and Jianjun Mo 

proposed a mobile beacon auxiliary node based on 

incremental positioning[13-18]. Zhongdong Hu and 
Fangfang Jia have researched on ISO location algorithm 

for Wireless sensor network based on angle judgment 

[19-24]. The position of the unknown node is judged by 
the angular sum to improve the positioning accuracy of 

the algorithm node ISO relatively sparse. Point 

positioning algorithm uses mobile beacon transponder to 

locate information in different locations, and expand the 
coverage of centroid localization algorithm. 

The Slef-positioning of sensor nodes is the foundation 

and prerequisite of all sensor network applications. 

Wireless sensor network positioning technology, 
according to the different objects are positioned into two: 

one is sensor nodes self-positioning, the second is the 

target signal source localization. Database network of 
wireless sensor network technology shown in figure 1. 

Wireless sensor network applications in all aspects of 

research have made great progress, especially in major 

natural disasters, emergencies, and the environment, 
education, health and other fields have a wide range of 

specific applications. 
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Figure 1.  The database of sensor network 

This paper mainly made expand and innovative work 
in the following areas to: 

(1) Proposed a wireless signal location tracking 
algorithm based on wireless sensor network. The 

algorithm can locate the target node's position and loss 

statistics based on the existed data network, and the gives 

specific steps of the algorithm to further proof the 
accuracy of the algorithm and extensible compatibility.  

(2) In order to further verify the accuracy of the 

algorithm in sensor networks, the algorithm verified 
under various sensor network model. The experimental 

results show that: this paper was used to optimize the 

network node target tracking algorithm, which compared 

with traditional algorithm can be more effective, fast rates 
to find the target position, and to be more accurate, to a 

rate faster, have convergence and positioning. 

II. WIRELESS SENSOR NODE LOCALIZATION 

TRACKING ALGORITHM PRINCIPLE 

Wireless sensor network node tracking algorithm will 

be taken into account the introduction of a relay node 

communication protocol using AF. Through the 
temporary relay nodes to upgrade for beacon node 

method completes the target signal source location, the 

algorithm principle is shown as figure 2: 
 

A2,1 A2,2

A1,1

A1,2

2 × 2
matrices

The master node Am

 

Figure 2.  The sketch map of the node localization principle 

In figure 2, the signal of target signal source MS (x, y) 

was accepted successfully by available beacon nodes 

VSet(c,g, r)  and 
2VSet (c,g, r) , and set the reception 

time as 
2x  and c g r) . The 4 squares 1A , 1, 1A , 2, 

2A , 1, 2A , 2 in figure 2 are the wireless network nodes; 

they are set on the square mesh randomly; every node 

stores the location database; but they do not know their 
exact location information. A master node Am  is added 

to the whole wireless network system to realize the self-

localization; the master node is set as shown in figure 2 to 

simplify the system model; the distance between it and 
the node 1A ,1 is the lattice distance of this square mesh; 

the master node knows its location information.  

In wireless sensor networks, there are many kinds of 

algorithm is our common. Different algorithms 
performance results is different, as shown in table I. 

From the table I we can see that the common TDOA 

algorithm is highest, centroid algorithm and the CPA is 

the worst in position accuracy. At the same time, the 
TDOA algorithm also has its disadvantage that large 

communication overhead, cannot good complete the 
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TABLE I.  THE COMPARISON OF POSITIONING PERFORMANCE RESULTS FOR SEVERAL POSITIONING TRACK ALGORITHM 

Algorithm 

Evaluation 
TDOA RSSI DOA Centroid algorithm CPA 

Positioning accuracy Higher Good Higher general general 

Computation larger Medium larger Smaller Smaller 

beacon node density Little influence Great influence Little influence Great influence Great influence 

average connectivity Little influence Great influence Little influence Great influence Great influence 

Communication overhead larger Smaller Smaller Smaller Smaller 

 

tracking target, the lack of adequate available beacon 

nodes. However this algorithm can be adopted to 
complete the target positioning for wireless sensor 

network notes. And it can effectively alleviate the 

network node degradation, interrupt, network itself losing 

the ability to locate the problem. Consequently it can 
expand the area covered, save operation, as well as the 

practical application of the hardware cost and 

communication costs, also it has extensive applicability. 
In wireless sensor networks, the signal reception 

process can be come true through the target tracking 

algorithm, the whole process of implementation is shown 

in figure 3. 
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Figure 3.  The Implementation Process of Wireless Sensor Network 

Location Target 

From the figure 3 we can see that, when n n  is even 

number, the positioned node number of unknown node in 

a horizontal orientation and in a vertical row are in the 

different change. When the node An + 1, n, and the Ａ

ｎ ,n+1 distinguish, node An will change with moves. 

When a node An +1, n-2, An +1, n-1 the node location 
tracking, we then found in the neighboring nodes known 

An, n-1 did not send him to locate relevant information, 

and the other is sent directly to the location information. 

After receiving the information, the process immediately 
reply message, the node information stored in its data by 

comparison, access to their own position location 

information. Finally then carry out location the unknown 

node An +1, n, An +1, n +1, all the nodes in the network 
location information showing knowledge will also be the 

end of the work. According to the above-mentioned 

principles positioning sensor nodes in a wireless network 
algorithm, showing that the localization algorithm is 

feasible, simple and easy to understand the whole process 

of positioning, no more money to spend to buy a lot of 

external auxiliary positioning equipment. It indicates the 
positioning approach than traditional methods more 

simple and easy to implement, and the cost of low loss. 

III. ALGORITHM LOCATION PARTICLE WAVE MODEL 

Particle filter algorithm is applied to wireless sensor 
target tracking, the tracking motion model is through the 

target motion state equation and measurement equation to 

draw. 
(a) Target location state equation  

In this paper the main consideration is the network 

nodes target tracking problem which do uniform motion 

in the two-dimensional plane, therefore the target 
network movement state equations is linear equation, as 

follow formula (1): 

 
1 1 1 2 2 2T =( , , ).( , , )a c g r c g r  (1) 

where, 
1 1 1 2 2 2T =( , , ).( , , ) yu

a ic g r c g r   is state vector, 

1 1 1( , , )c g r  is the target position coordinates at t time, 

2 2 2( , , )c g r  is the motion speed along x direction and c 

direction at g time. Matrix 
2 2 2( , , )c g r  is the state transfer 

matrix of target. 
Considering the target positioning in network node do 

uniform motion, namely target coordinates of x axis 

direction and speed at t time respectively 

1 1 1 2 2 2T =( , , ).( , , ) yu

a ic g r c g r   and 
1 1 1T =( , , ). yu

a ic g r  . 

Because of the influence of noise, the system state 
transfer matrix is 

2
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 is the system sampling 

period. 
(b)Target measurement equation 

The system target measurement equation is nonlinear 

equation, as follow formula (2): 

  1 2 2{( , , , ,* ) | .1 }

K

q l

l i

q

b Z

h g g g g Z i l q

m Z





   



 (2) 

where, h is the measurement map; KZ  is measurement 

noise, as a general rule, which is gaussian distribution. 
Specific target tracking application of wireless network, 

according to different sensor nodes to collect the amount 
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of map information may be measured relative distance 
measurements, received signal strength measurements, 

the relative angle measurements, measuring and mapping 

the relative relationship between velocity measurements, 

etc..  
This paper is adopted by the received signal strength 

measurements, the formula (3) as follow: 

 
1 2 2{( , , , ,* ) | .1q l

l ih g g g g Z   (3) 

where 
ig  is the target position at time. 

ig  is the 
thi  

sensor position. 
2.1ig Z  is decided by wireless 

information transmission environment. 

IV. NODE TRACKING METHOD OF TARGET SIGNAL 

SENSOR NETWORK 

In the positioning method tracking in the sensor node 

network target signal is mainly filtrated the useful 
information by the node consumed and node information 

in the network. A rejection of unwanted node information 

is to the node information selected with advantage. 
According to the online user information query, sensor 

networks will be every once in a while for target tracking 

location information for a report. The central network 

node may be replaced, each central node collected user 
information and the received node information. By 

particle swarm algorithm to predict the trajectory of 

possible targets appear, so select the next central node 

user network to get the most useful information valuable. 
From figure 4 can be seen as a mobile user target network 

nodes, network nodes dynamically transmitted in sub-tree 

node increases or deletes some useless information 
networks. So that it not only can effectively control 

overhead communication do not waste, but also can 

reduce energy consumption of network nodes user 

information to improve the positioning of the sensor 
network node target tracking accuracy. 
 

To sink 4

To sink 1

To sink 2

To sink 3

To sink 4

To sink 1

To sink 2

To sink 3

The target The root node Sensor nodes 

 

Figure 4.  Sensor node network user based on target tracking algorithm 

diagram 

In figure 4, sensors gather the target node, the root 

node, sensor node three network models. When network 
users input R to inquire target nodes information, it can 

inquire the central node through sub-tree node. Then the 

initial position of target tracking KZ  can be estimated by 

close around node. And it also can inquire the next user’s 

central node b, that is 
1 2 2{( , , , ,* ) | .1q l

l ih g g g g Z  . 

The target information transmitted to node b, which KZ  

is the thi  sensor node detection information. The node 

information 
KZ  and its measurement information 

KZ , 

By particle swarm algorithm to achieve the purpose of the 

update sensor network node location 
2| .1ig Z . At the 

same time, use the same method can find the next node 

Next=N. By analogy, until the user target node to leave 

the scope of sensor network nodes can be detected. In the 

figure the central node and the skin 4 and skin 3 
respectively through the shortest path to the target 

position at the moment the information is transferred 

back to the estimated query node Q. It indicated that the 
algorithm uses the prediction mechanism to reducing the 

amount of traffic between nodes, and the communication 

consumption, improve the accuracy of targeting nodes. 

V. EXPERIMENTAL RESULTS 

In order to examine the algorithm for sensor network 

node localization target, with higher accuracy, the paper 

employ several different algorithms error performance on 
the target node of the network, as well as accurate 

positioning of nodes in the network data were simulated. 

A. Simulation Experiment 

The main evaluation indicators of the wireless sensor 

network localization algorithm include localization cost, 

energy consumption, localization accuracy, fault 
tolerance and adaptability etc. Aiming at the network 

model with known location database and removing the 

dynamic environment’s impact, the algorithm this text 

proposes can localize all nodes accurately.  
The particle swarm localization algorithm in this topic, 

the positioning process is to start from the main control 

node, the node is initialized to unknown areas, and then 
gradually outwards tracking sensor nodes in the network. 

Experiments were used to measure TDOA location 

algorithm and regular trilateral positioning calculation 

algorithm for multiple positioning. Compared with the 
mean of positioning error. Figures 5 and 6, 7 are used to 

reflect the change of the beacon with the sensor network 

and the number of nodes in the noise variance. The initial 
states of all the nodes to be localized are in the receiving 

state to reduce the localizing time. The localized nodes 

which are not close to the unknown nodes turn into the 

dormant state with lower energy consumption so as to 
reduce the energy consumption of the whole network. 

The realization of the algorithm is that the localized node 

sends Hello to its neighbor unknown nodes, then it judges 

the distance according to the returned TDOA value to 
realize the localization of the unknown node. The 

localizing time can be calculated according to the number 

of sending data frames; time in getting channel by the 
back off mechanism is ignored. Figure 5 shows the 

localizing time of different grids by using the simulation 

software MATLAB; the time unit is the time of sending 

one data frame. 
From figure 6, the localizing time and the number of 

unknown nodes are linear increased; from the fitting 

curve of data, the average time in localizing a node is 13 

time of data frame. 
Figure 7 uses the simulation software to get the 

sending data frame of setting different nodal grids; it 
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shows that the data frame the localization needs and the 
number of unknown nodes are also linear increased. From 

the fitting curve of data, localizing one node needs to 

send 24 data frames averagely. The energy consumed in 

the localization depends on the localizing time of the 
network system and the number of data frames needed. 

The initial states of nodes to be localization are the 

receiving state; the nodes close to the master node can be 
localized first and then turn into the dormant state, thus 

the energy consumption in localization is less. Then the 

nodes far from the master node will be localized; their 

waiting time is long, thus they consume more. The above 
analysis summarizes the differences in property between 

this text’s algorithm and other algorithms; the result is 

shown as table 1. 
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Figure 5.  TDOA three boundary value measurement algorithm 
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Figure 6.  Error TDOA perpendicular bisector localization algorithm 
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Figure 7.  Node localization error of particle swarm optimization value 

From figure 5, 6, 7, the algorithms based on the 

distance have higher accuracy and need extra hardware; 

the cost is higher. The range free algorithms have lower 
accuracy and do not need the extra hardware; the cost is 

lower, but the nodes need more information interaction, 

thus they consume more. TDOA and this text’s algorithm 

use the RIOS ranging function which is included in the 
wireless communication platform, so they do not need 

extra hardware; but the wireless communication platform 

TDOA uses is based on the wireless local area network; 

the cost of the hardware and the energy consumption are 
high. The localization algorithm based on the wireless 

transceiver chip with low energy consumption has low 

cost and consumes less. While the error value of particle 
swarm algorithm in wireless sensor network is the 

minimum. For the target network node localization, the 

cost is lowest and energy loss is minimum, so that it 

further proves its superior performance. 

B. Error Performance of Target Localization Particle 

Swarm Algorithm in Wireless Sensor Network Nodes  

When the wireless sensor network node localization 

exist errors, this experiment were used in polynomial 

curve fitting algorithm and particle filter algorithm for 
target tracking. Finally, using the mean square error 

RMSE represent tracking performance.  

Specific simulation parameters used in this experiment 

are: network node coverage area: 100m × 100m. Setting 
the number of nodes is 38. the Target signal strength is 

1d qyt z  , when the close-set distance is 1/dt m . 

Path loss factor is 5h  . Wireless sensor nodes in the 

network to the destination network to track speed 1m / s 
to do uniform motion. Sampling particle number: N = 

108 particles. Polynomial curve fitting order: K = 10. 

With the experimental parameters changes in the network, 
different wireless toward the target node sensor network 

error and sensor network node curve tracking algorithm 

presented will be different, as shown in Figure 8: 
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(a) Polynomial curve fitting method of node positioning error trend 
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(b) Tracking node localization to Li Zibo algorithm 

Figure 8.  To the sensor network node error and the relationship 

between two algorithms 
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Through the experiment, from figure 8 (a, b), we can 
easily see, the use of network nodes target tracking 

algorithm based on particle wave carried out with an 

accuracy better than using polynomial curve fitting 

algorithm to a network node localization information high. 
The latter algorithm tracks the target network node 

positioning, whose sensor network node positioning error 

is relatively large, as shown in figure 8 (a, b) the blue 
curve. When the node localization exists error, the 

particle swarm target tracking is 14.321 , and polynomial 

curve fitting node value target tracking algorithm has 

reached 27.632, the latter is the target location error 
difference of 13.331%. On the contrary, the use of 

particle wave algorithm to track the target node 

localization, the error rate is reduced 1.3331%, showing 
the improved positioning accuracy. Figure 8 (a, b) error 

value and the relationship, it is clear that when the target 

node positioning exist error in the network, no matter 

what kind of algorithm, the track value will be affected. 
Only can we do just minimize the target tracking value to 

a minimum. Thus improving target sensor network node 

is still one of the sensor network nodes to improve the 

accuracy and effective way, by this method, effectively 
improve the border region node localization big error. But 

also it provides for the development of sensor network 

node provides a challenge. 

C. The Network Localization Experiment 

The design thought of the wireless network sensor 
node is to reduce the energy consumption as much as 

possible on the condition that it has satisfied the property. 

The microcontroller the wireless sensor node selects is 

C8051F121 from the silicon company; the fr  chips are 

CC2420 and CC1020 from the TI company. In the test, 
CC1020 can transmit beyond 500m in the open, and its 

ability of penetrating barriers is strong. The nodes are 

designed in hierarchical thought to give nodes better 
robust and expansibility; the node system includes 4 

layers; every layer has a shared interface; the position of 

every layer can interchange; the shared interface uses the 

air interface PC104, and the fR  module layer uses 

different keysets, thus CC1020 and CC2420 can 
exchange. The operating system of the software platform 

uses cos II  . 

To test the validity of the localization algorithm this 

text proposes, the self-localization experiment of the 
3 3  grid made up by 9 unknown nodes is designed. In 

the lab, the 9 nodes are set randomly to the 3 3  grid, 

and the distance is 0.9m; the unknown nodes are 

localized by the master node which is linked to the 
computer; the experiment scene is shown as figure 9: 

The locating platform of wireless sensor network is 

developed to observe the localization result; the left part 

of the platform shows the coordinate of node localization; 
the gray square represents the nodes to be localized; after 

localization, the node coordinate will show in the square 

to test the correctness of the localization. After starting 

the network system, the unknown nodes begin to localize; 
after being localized, the node will show its coordinate in 

the network platform through the master node. The 

practical experiment shows the unknown node can realize 
its localization accurately, and the localizing time is short; 

the preliminary results from a small network show that 

the success rate of localization is 100%, which can match 

the location database in the real database.  
 

 

Figure 9.  The experiment scene of the sensor localization with known 

location database 

The experiment shows the unknown node can localize 

itself correctly, and it has short localizing time, low 
energy consumption. To test the anti-interference ability 

of the localization, people walking in the nodes will lead 

to wrong localization during the localization, which 
shows the localization is easy to be affected by the 

dynamic environment. 

Because of the limitation of conditions, this text just 

conducts a 3 3  nodal matrix experiment. This 

experiment proves the viability of this text’s localization 

algorithm. Of course, there are many practical issues to 

be solved in the application. 

VI. CONCLUSION  

From the practical application of the sensor network, 

this text proposes a node self-localization algorithm based 

on the received signal strength; it calculates the nodal 

location according to the network model with known 
location database, and it analyzes the expansibility, the 

fault tolerance and the best transmit power of nodes. The 

simulation experiment and the real nodes experiment 
show this text’s algorithm has the features of high 

accuracy of localization, low cost, short localizing time 

and low energy consumption, which provides a new type 

practical method and solution for the node location of 
sensor network. 
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Abstract—In order to design a reasonable pedestrian 

evacuation and exclude the security risks in large stadiums, 

this thesis proposes the research of security model of 

evacuation in stadiums combined with multi-agent and 

cellular automata. The research is based on cellular 

automata model and the process makes extended analysis to 

the cell’s behavior of autologous, and then it makes 

simulation experiments of the process of simulating the 
evacuation in large stadiums. Simulation results finally 

show that cell Agent combines the advantages of multi-agent 

and cellular automata, which fully considers the individual 

internal factors. Compared to traditional cell cellular 

automata, it is more close evacuation situation of the 

realistic major sports stadium, and it shortens the 

evacuation time and improves the safety. 
 
Index Terms—Node Stadium; Multi-agent System; 

Simulation 

 

I. INTRODUCTION 

Crowded public places such as theaters, stadiums, 

railway stations, docks, business center and supermarkets 
have characteristics of high t crowds gathering and 

mobility [1-3]. In case of when unexpected disasters like 

fire, explosion and riot occur, serious life and property 

damage will be caused. 
Since the 90s, the construction of sports stadium has 

achieved brilliant achievements; there is a significant 

improvement from the shape of stadium, or the quality 

and quantity. In recent years, the large-scale international 
events like Beijing Olympic Games, Asian Games in 

Guangzhou, Shenzhen Universiade sports are held in 

China, so many massive stadiums were built in many 

cities, which is with large scale unmatched with the usual 
scale. But the modern stadiums presents some new 

features, mainly reflected in two aspects: Firstly, 

increasing the size of the venue, the modernization level 

has been improved significantly; Secondly, the 
evacuation characteristics is the basis of designing the 

Square, shopping mall, entertainment and so on, but also 

it is an important basis for establishing pedestrian 

evacuation facilities. Pedestrian evacuation infrastructure 
is one of the main pedestrian traffic facilities. Generally 

the crowded place is pedestrians’ necessary places. Fire 

accident of arena fire is the accident, which is super 
dangerous, and it is not easy, to find out. 

Dangerous, sudden, transient and other characteristics, 

and also the sports venues is with special internal 

functions, numerous equipment lines, personnel highly 
concentrated and other features, so it is resulting in a fire 

more incentive. If a fire occurs, the consequences could 

be disastrous. Unlike the general architectural space, the 

stadiums interior space is different. When the fire occurs, 

the crowd is easy to be panic because the directions are 
not clear in unexpected situation, so it is easy to lead to 

outlet obstruction, crowd stampede, and more affect the 

safety of personnel evacuation. The final man-made 

danger of building fires or large numbers of people is the 
serious consequences jostlement caused by gathering 

disasters. As shown in Figure 1. While through the study 

the characteristics of reasonable crowd gathering and 

crowd evacuation to the large crowded distribution center, 
such as subway hub, rail transportation stations, stadium 

course, large amusement parks, etc., the theoretical basis 

for design of crowd gathering and crowd large 

distribution. At the same time, it provides evacuation 
strategies and advice to the relevant departments. In case 

of when under an emergency case, the crowd can be 

reasonable evacuated to avoid casualties and property 

losses, and it is currently an important issue need to be 
resolved. 
 

 

Figure 1.  Stadium crowd stampede when fire break 

Thus whatever the stadiums fire or crowd riots, it is 
directly or indirectly caused by the crowds stampeded, 

but the main reason of crowded stampede occurred 

mainly due to the excessive population density of 

congestion and pedestrian accidents caused by a fall or 
squat stampede accident. Effectively making quick and 

safe evacuation of personnel to the secure area will be 

able in some way reduce the danger of accidents; 

therefore the design of stadiums evacuation is very 
important. 

With the development of modern design and 

technology, the size and capacity of sports stadium 

continues to develop [4]. The Appearance of great density 
of crowd in stadium raises the possibility of potential 
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accident casualties. FIFA records that between 1913 and 
2000 there are 23 casualties worldwide and the total death 

is at least 1,380 [5-8]. The accident statistics such as 

Kristin in Canada and Fruin in New Zealand show that 

there are 3,000 casualties in the last 10 years in the world 
sports arena, which is larger that the casualties probability 

of the frequently occurred accident (such as car crash). 

Therefore, study on stadiums evacuation has important 

and practical significance, and it is always the hot point in 
the research field of public safety [9-13]. 

Stadiums evacuation is an organic whole consisted 

with many interrelated and interacted elements, which is 

a complex system with the characteristics of complex, 
multi-level nature and feedback, and it is with strong 

spatial and chronological features. For this problem, 

many domestic and foreign scholars have done a lot 

in-depth researches and proposed the stadium evacuation 
models like cellular automata, multi-agent model (MAS) 

[14-18]. The museum crowd has strong autonomous and 

intelligent features, which has become an important 

direction of current research. 
For the researches in this field there are three types of 

parties, namely the rule-based approach, social force of 

approach and cellular automata approach. Rule-based 

approach at a lower population density or moderate cases 
can simulate the realistic movement of people, but can 

not handle the contact between people, so it can not 

simulate the squeezed results [19-23]. Helbing D et al on 

the basis of social force method reappear the extrusion 
pressure when the crowd squeezing through analyzing the 

repulsion between man and man, the repulsion between 

man and static obstacles between man and target and the 

gravity and friction between man and target and establish 
the simulation model of crowd evacuation under a state of 

panic [24-25]. The disadvantage of this model is that 

when the simulation is with high-density crowd, crowd 

shaking phenomenon will be appeared. Cellular automata 
method restricts the movement of people within discrete 

boxes, and the state of the cellular at some certain 

moment is according to the state of the last moment and 

the entire neighbor cellular to locally update, so the 
performance of the whole cellular space is represented as 

the changes in discrete time dimension changes. In the 

study of crowd evacuation simulation on fire scenario, the 

cellular automaton model is combined with the individual 
behavior, and this the commonly used methods. 

Therefore, stadiums evacuation study has important 

practical significance, and the public safety has been a 

hot research field. Stadiums crow evacuation is an 
organic unit consisting of many interrelated and 

interaction elements. It is a complex system with natures 

of complexity, multi-level, feedback and other 
characteristics, which has strong spatial and 

chronological features. To solve this problem, a number 

of scholars at home and abroad have in-depth and 

numerous researches and they found that the crowd in 
stadium has a strong autonomy and intelligent features, 

so it has become an important direction of current 

research. 

Mr Young et al introduce the concept of risk level of 
location based on cellular automata method to determine 

the movement of pedestrians and simulate the escaping 

process of pedestrians when the fire broke. Mr Young et 

al adopt the method using cellular automata and 
combined with five different kinds of acting force of 

individuals under emergency situations. Under the 

simulating emergency evacuation, Yue Hao er al use two 

dynamic parameters and combine cellular automata to 
reflect the pedestrian evacuation. Zhou Jinwang et al 

consider the effect of side by side pedestrian in pairs, 

around in pairs and mixed pairs to the process of 

pedestrian evacuation.  
Cellular automata are a cross-cutting science. It is the 

result of combination of mathematicians, physicists, 

biologists and computer scientists. Therefore, different 

scholars have different explanation on cellular automata: 
mathematicians think that cellular automaton is a 

mathematical model with a discrete space-time; biologists 

think it is an abstract phenomenon of life; Physicists will 

treat it as a discrete dynamical system. In cellular 
automata, the space is divided into many units with 

regular grids. Each cell in the ruled grid is called cellular 

and all cellular follow the same rules to be updated. 

This thesis combines the advantages of agent and 
cellular automata model; more realistically simulates the 

process of stadium evacuation behavior and proposes the 

crowd evacuation model in large stadium combined with 

multi-agent and cellular automata. Simulation results 
show that fully considers the individual internal factors, 

and it is closer to the crowd evacuation situation in 

realistic large stadium.  

This paper mainly makes the extensive and innovative 
work in the following areas: 

(1) The current studies on wireless sensor network 

resource optimization tend to focus on the MAC or 

strategies on transport layer to achieve a single 
optimization goal. In order to improve node energy, 

storage and computing power, this paper proposes the 

cross-layer resource optimization algorithm. The 

algorithm introduces the power control model associated 
with the probability of link connection and establishes the 

network collaborative optimization mechanism based on 

congestion cost and energy cost through combining the 

power control on physical layer, access control on Mac 
layer, flow control model on transport layer and using the 

network utility and life as optimized goal. The vertical 

decomposition theory is used to realize the decomposition 

with step-by-step of the optimized goal, and then the 
updated formula based on the power consumption of 

nodes and probabilities and rate of link access is deduced 

to achieve the distributed optimization solutions. 
(2) In order to further verify the correctness and 

effectiveness of the proposed the optimization algorithm 

with cross-layer resources, the validation experiments 

cross-layer optimization algorithm in wireless sensor 
network based on network utility and lifetime are 

conducted. Wireless sensor network is consisted with six 

nodes, and after a brief fluctuation each node is 

convergent, and the probability of node 5 accessing to 
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aggregation node 6 is 1. After a brief fluctuation the 
congestion cost is close to zero, which indicates that 

under the experimental environment the algorithm can 

alleviate and eliminate the network congestion status. 

Energy cost is also convergent varies with the iteration 
time, in which due to the node 5 bears more data transfer 

tasks, the energy consumption is higher and its energy 

cost parameters converge is a nonzero value. The 

simulation results show that: cross-layer resource 
optimization algorithm is effective and has fast 

convergence. 

II. CELLULAR AUTOMATA AND MULTI-AGENT 

A. Cellular Automata 

Cellular Automata (referred to as CA) is the 

mathematical model based on the evolution of cell, which 
is both discrete on time and space. From a historical 

perspective, cellular automata are first used by 

mathematician and physicist John Von Neumann and 

Stanislaw Ulam in 1940. As a mathematical model, 
cellular automata have a strict scientific definition: 

cellular automaton is defined in the cellular space 

consisting of discrete and finite-state cellular composition, 

and according to some local rules, it is the dynamical 
system evaluated in discrete time dimensional. Cellular 

automata system can be expressed by a four-tuple: 

 { , , , }A d S N f  (1) 

where in, d is the number of dimension of cellular 

automata; S represents the discrete and finite set of states 

of the cellular; N represents the combination of cellular 

space in the neighborhood; f maps Sn to a partial 
conversion function on S. 

Theoretically, cellular automata can be expressed as 

any dimension. The current researches are concentrated 

on one dimension or two-dimension, while a lot of 
phenomenon are represented by concrete or abstract 

distributed two-dimensional, so the two-dimensional 

cellular automata is most widely used. Two-dimensional 

cellular division dimensional is generally divided as 
equilateral triangle, regular hexagon or regular square 

grid (shown in Figure 2). 
 

Diamond
grid 

(a)
(b) (c)

Quartet
grid 

Hexagonal
grid  

Figure 2.  Meshing form of two-dimensional cellular automata 

Cellular automata can be used to study many general 

phenomena, such as Information transfer, evacuation 

analysis and urban spatial change. When these studies use 
CA, there is an obvious common – the model used for 

large graphical display is based on two-dimensional 

cellular automaton model. This is because that in the 

research of searching the change rules of the target, 

two-dimensional CA can be sufficient to facilitate the 
expression of computer graphics on the plane. 

Stadium crowd evacuation is different from the crowd 

evacuation in other large-scale venues (such as a large 

plaza, public entertainment, subway stations, etc.) – the 
audience stands in stadiums is designed as multi-steps, so 

when the site map of stadium is mesh divided of cellular 

automaton, the two-dimensional plane situation can not 

be simply considered. Because when the emergencies and 
the audience need to be evacuated, the majority of 

audience will be eager to find exit due to the panic 

mentality, the audience stands are the stepped design, so 

people often will firstly escape to the down side. 
Therefore, the elevation factor of the sports stadiums 

terrain plays an important role in the cellular properties - 

when the situation of audience choosing escape to the 

bottom is virtual, for the cellular around the currently 
occupied cellular automata as long as the current 

elevation value is high it will not be chosen. 

B. Multi-agent Crowd Evacuation Model  

In the framework of simulating the crowd movement 

the crowd evacuation situation is considered, and the 

framework of crowd evacuation model based on 
multi-agent can be simplified as in Figure 3; the model 

components include intelligent body, simulation model, 

map environment and the observer. 
 

Pedestrians 2

Pedestrians 3

Pedestrians N

Pedestrians 1
Intelligent agent

schedule 
Simulation 

model 

Map the 
environment

observers 

 

Figure 3.  Crowd evacuation model based on multi-agent 

(1) Space Environment Z=Rp-gon, Rp-line,; B is the 
test area 

The bounded closed set of the inside entire area; planar 

road collection Rp-gon = Rp1, Rp2, ..., Rpn, which is 

possible value range of the location of the audience and 
also is the constraint of the agent audience movement. 

Linear path collection Rp-line = Rl1, Rl2, ..., Rln, which 

is the reference direction of the action line of one point 

when audience is leaving; other environmental collection 
B = {Build, Block}, which is combined with the 

collection of buildings and collection of obstacles, and 

both are polygons. 

(2) Audiences agent 

, , , , , , , , ,

, , , , ,

o T N Va

a

Id P P P V P A R D
P Agent

D Rule Query SNext Esti Act

 
   

 
 (2) 

where in, Id is the unique identifier for the audience; PO, 

PT, PN are the starting position, target position and 
current position of the agent; V is the mobile speed of the 

agent; P is the perceived state set; A is the set consisted 
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by all the possible behavioral programs of the agent; R is 
the set of all the results corresponding to the behavior 

program; DVa is the rule set corresponding to the sensing 

status and programs set; Dar is the correspondence 

between the scheme set and results state set; Rule is the 
specific decision law; Query defines the process of Agent 

sensing the surrounding environment; SNext is the latest 

sensing status, which combines with the corresponding 

rule of perception state and the program set to determine 
the progress of the current results set; Esti is the given 

program set, which according the corresponding rule of 

perception state and the program set to determine the 

progress of the possible results state; Act is different 
decision rule adopted by the set of results state 

corresponding to one program using state set, which 

selects a particular program from the set of proposed 

program. 

Population  1 2, ,....t t tt
a a anP P PA   is the entire set at 

time t of the simulated audience. In accordance with the 

different value PN of the current position the elements of 
t

A  can be divided into the set which is reached the 

destination and not reached the destination t

inA  and 

t

outA ; If PNi-POi>ε, Pai t

inA ; If PNi-POi<ε, then 

Pai t

outA . Clearly, t t t
out inA A A  and t

outA ∩ t

inA =  . 

When the simulation starts, t

inA = t
A ; when the 

simulation is end, t

outA = t
A . 

The time when the simulation is complete T={t 
t

A = t

outA }, thus the evacuation time when evacuating the 

crowd at emergency can be obtained as T = inf t, that is 

the minimum of t when t t
A = t

outA . 

The set of the entire audience agent at t moment all 

audience location is as follows: 

 1( , ) ( , ) .t t preferx y x y t   P P v  (3) 

Vector TPA  Describes the position information of all 

the simulation objects at time t; the rule of TPA  

changing with the time describes the dynamic process of 

the crowd movement, which becomes the core state 
variables of the simulation model, and it is the s 

fundamental object observed by the observer in process 

of model simulation. The ultimate goal of simulation is to 

find out the change rule of the state variables. 

III. CROWD EVACUATION MODEL 

A. Model Assumption 

Each individual is always constantly awareness the 

around situation, and then make their own judgment to 

make their behavior decisions. All of the crowd 

evacuation people are constantly on the individual 
behavior. All of these individual behaviors are interaction, 

overlapping, and form the whole crowd behavior with the 

scene interaction of the crowd. In this process, many 

factors affect the behavior of individuals and groups, 
which must be taken into account when modeling. 

(1) When the crow is evacuating in stadium they are 
always toward the exit, and adjust the next behaviors and 

decisions based on the environmental risk and their own 

circumstances. 

(2) When the crow is evacuating in stadium, there are 
some complex phenomena like together, herd, hinder, 

“haste makes waste” and so on. 

(3) Evacuation speed of the crowd in stadium is 

influenced by their own psychological factors, 
physiological factors and population density, and 

different types of people have different speeds. 

(4) Crowd in stadium can be divided into agent, and 

there are three types of agents: elderly, adults and 
children. The elderly and adults occupy 16 cellular and 

children occupy nine cellular, which are respectively 

represented with yellow, blue, purple, and each agent 

identifies the respective numbers. 

B. Model Construction 

Based on multi-agent technology, stadium crowd is 
regarded as autonomous agent, which has complex 

decision making ability, their knowledge and experience. 

They can adjust their behavior according to the outside 

information and internal factors, and the general structure 
of its models is shown in Figure 4. 
 

State transition 
function 

Cellular 
space

Discrete time set

Cellular automata 
and status adjacent

 

Figure 4.  Agent structure 
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Figure 5.  Stadium three-dimensional risk diagram of event 

management structure 

C. Crowd Structure 

Large stadium has perfect function, complex structure, 

and different kinds of internal facilities and equipment, so 

any a part in the design, purchase, construction, use and 
maintenance process can lead to the venue risk.  

Permanent structures, temporary works, building facilities, 

competition system, the special material and special 

material are the material basis of sporting event. Stadium 
is the venue of a sporting event and the facilities 
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equipment quality and maintenance guarantee the events 
go smoothly and athletes safety. At the same time 

effective equipped with emergency equipment can 

alleviate the damage of sudden emergencies. Therefore, 

we need systematic analyze the venue of risk source 
classification from the factors of material, to find the risk 

source damage to the venue, thus affect the events go 

smoothly and personnel safety. As shown in figure 5. 

D. The rules of the Model Operation 

In this paper, the model is on the basis of 

two-dimensional cellular automata, cellular automata is 
the discrete dynamic system that composed of finite state 

variables on uniform grid, its operation rule is: 

(a) All of cellular automata state is happening 

simultaneously; 
(b) The state of the ith cell of time t + 1 is determined 

by the moment / 3 y cell and adjacent distance less than y 

cell state.  

Unlike regular cellular automata model, the model is 
defined in the two-dimensional plane, two-dimensional 

plane of building or other evacuation facility is divided 

into L L  uniform grid, each lattice point can only be 

empty or occupied by a person, where Z is the system 
size. Because the crowd density is big in the crowd 

evacuation , therefore, each cell model corresponding to 

1 1
3 3

m m  space. This space give full consideration to 

the model applicability in high density conditions, 

because of the high density case, individuals are tightly 

interleaved squeezed together, and pedestrians will 

deformation and compression because of extrusion, 

reached 8people 2/m in the limit case. The maximum 

stand density was 9people 2/m  in our country, if not 

considering this problem, the density is too large, it may 

lead to failure simulator. Therefore, this paper cellular 

space divided into 9people 2/m  as the standard space 

partition. As shown in figure 6. 
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right
Forward

left Right

Backward

 
Figure 6.  Stadium pedestrian movement pattern 

As shown in figure 5, each cell of cellular automata is 

dependent on its field of all cellular automata, so it is 
very important to choose field. In this paper, the model 

use Moore type and field radius is 2, pedestrians can 

forward, backward, left, right, upper left, upper right, 

forward, left, right speed is Im/s, upper left, upper right 
speed is ()and backward speed is-1mA.  

The evolvement of this model is: 

(1) In a step T, whether single or travel in pairs 

personnel can only move one step in the model, can 
choose to move forward, backward, left, right, upper left, 

upper right. All personnel determine the next step lattice 
according to the state of the field and direction selection 

rules; 

(2) When choosing the next target, according to target 

lattice formula to choose, pairs of pedestrians lattice 
selection according to the size of the sum of two ground 

field strength.  

exp( )exp( )exp( )ij ij ij ijT R F D E    

 2 2

0 0 0exp min ( ) ( )   

                               ( ,  is not obstacle)

0                             ( ,  is obstacle)

m m

i i

i i

i i

E x x y y

E x y

x y

     
  


 




 

(3) In the process of evolution, people can select a 

lattice is taken by previous step as their next target. 

However, only when two people choose the location is 

the next position, can swap. Otherwise, both keep still. 

People walking towards exchange ratio will be relatively 

high. 

(4) After pedestrians move to the target lattice, the 

person according to the position again recalculates the 
next step target lattice, to determine the next movement 

direction; 

(5) All personnel are updated simultaneously, all 

completion transfer to (1), and do the next update. 
(6) After both sides personnel evacuation, stop the 

evolution process. 

E. Behavior Execution 

The speed obtained by the decision of other agents will 

update the location of each agent, the specific 

implementation process is shown in equation (8) as 
follows: 

 P t
A = 1 2, ,....t t t

nPN PN PN  (8) 

where in, ( , )t x yP  is the current agent position; 

1( , )t x yP  is the position for the next time step; preferv  is 

the speed of agent after decision according to the 

environmental information and self status; t  is the 

time step. Flow chart of the specific algorithm is shown 
in Figure 5. 
 

 

Figure 7.  Stadium 
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IV. SIMULATIONS 

A. Simulation Environment 

To test the usefulness of Cell Agent model, it is 
applied to evacuation plan of Changsha Stadium as 

shown in Figure 7. There are 245 nodes and 5 exports. 

Simulation experiments are implemented in the computer 

with PIV 3.3GHZ CPU, 3GB RAM, Windows XP. The 
algorithm programming language is as VC6.0 + +, and 

single CA model and MAS model are used for 

comparative experiment. 

B. Results and Analysis 

Under the circumstance of the different physical 

decline value power, the curve changes of the evacuation 
crowd and evacuation time are shown in Figure 7. As can 

be seen from Figure 8, the physical value decreased value 

power of has a greater impact on evacuation time. 
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Figure 8.  Flow chart of Cell Agent algorithm 

Considering when the not panic value Cpanic, the 

curve changes of the evacuation crowd and evacuation 

time is shown in Figure 8. As can be seen from Figure 9, 

when considering the panic value Cpanic, the crowd 
evacuate faster at the beginning stage, but when the 

number of people is large, there are a large crowd, which 

causes the panic herd behavior, and then the phenomenon 

of the long evacuation time and the “haste makes waste” 
will be appeared. 
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Figure 9.  Impact of the level of panic on evacuation behavior 

Under the circumstance of different Evacuation crowd, 
the stadium crowd evacuation time of single CA model, 

MAS model and Agent model are shown in Figure 10. 

Figure 10 shows that compared with the single model and 

MAS model, the total time of cell Agent model is 

relatively stable, and the crowd evacuation time is 
relatively small, which greatly save the total time of 

pedestrian evacuation. Comparative results show that Cell 

Agent model is good to overcome the shortage of 

personality differences caused by simple using the 
cellular automata, and at the same time avoid the 

computational complexity generated by simply use the 

multi-agent model and the macro problem of can not 

sufficiently presenting the crowd movement. The 
traditional one-dimensional cellular automata, when the 

time step T = 12, 88 people not evacuated, as shown in 

figure 9; The two-dimensional cellular automata agent, 

when the time step T = 34, only 10 people evacuation, as 
shown in figure 10. Obviously, the traditional 

one-dimensional cellular agent is much worse than 

two-dimensional performance in evacuation, new 

two-dimensional agent cell is superior to the traditional.  
 

 

Figure 10.  One-dimensional cellular automata evacuated figure 

 

Figure 11.  Two-dimensional cellular automata evacuated figure 

The relationship between the number of evacuated 

crowd and time is shown in Figure 11; when considering 

the individual response time, the average response time is 
set as 60 s, the proposed model is adopted to re-simulate; 

the relationship between the number of evacuation with 

double outlet and time is shown as curve a in Figure 11. 

When considering the multi-agent movement, the 
relationship between the number evacuation and time is 

shown as curve a3 in Figure 7. Figure 11 shows that the 

curve a1 and curve a2 are approximate linear; a3 is 

nonlinear; the number of evacuation and time curve is 
nonlinear and they are comparatively real. Thus, by 

adding multi-agent and cellular automata in simulation, 

the phenomenon of crowd evacuation can be better 

simulated. 
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Figure 12.  Relation curve between the number of exit s and evacuation 

time 
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(a)A single door evacuation 
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(b) Multiple door evacuation  

Figure 13.  Progress of dynamic simulation of crowd evacuation with 

emergency event 

Assume that the emergency occurs, one road (or 

several rode) of crowd evacuating is closed for some 

reason, and the evacuation movement is simulated. At the 
beginning, the basic shape remains the same as when the 

roads are not closed, and the crowd inside the stadium 

began to take shape of the annular flow patterns, which 

are not significantly different displays, and it is the same 
with the actual situation consistent with audience in place; 

when in the progress of stimulating the crowd to spread 

and there are two outlet adjacent to the closed exit, the 

flow of people obviously increased, and the population 
around the closed exit is substantially gather at the 

nearest exit adjacent to these two exits (shown in Figure 

12，13). In the subsequent diffusion process, in several 

second nearest exits the flow of people also have 

significant increase, which show that when the road is 

closed, the multi-agents in order to reach the original goal 
they have to take the bypass road, which will increase the 

flow of people in neighboring exits and roads. The 

duration of the entire simulation process is significantly 

longer, the complexity of the temporal and spatial 

variation is greatly increased, and also the complexity and 
difficulty of the treatment of emergency are significantly 

increased. 

V. CONCLUSION 

In order to eliminate the security risks in large 
stadiums, this paper proposes the crowd evacuation safety 

model based on multi-agent and cellular automata in 

large stadiums. The model is based on the characteristics 

and laws of crowd evacuation in large stadiums and 
combined with multi-agent and cellular automata. This 

model is closer to crowd evacuation situation in real large 

stadiums, which shortens the evacuation time and 

provides some reference for the scientific and rational 
analysis of crowd evacuation behavior in large stadiums. 
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Abstract—Recognition rate of mainstream fingerprint 

recognition algorithm is very low for occluded fingerprint 

image. In order to solve this problem, based on multi 

association matching features this thesis proposes the 

recognition algorithm (RA-MAMF). Firstly, image is 

pre-processing, the fingerprint image’s Gabor filter is 

enhanced, and bi-narized and thinning pretreated are 

involved; secondly, the image is divided into multi 
homogeneous subsets, in which statistical association 

features and the bifurcation points of each subset are 

respectively extracted; finally on the basis of fingerprint, 

images are to be recognized, they are compared and match 

with the subset. Complete and occluded fingerprints data 

sets are used to make tested; the recognition algorithm 

based on multi association matching features has achieved 

excellent recognition accuracy; the RA-MAMF algorithm 
does not significantly increase the operating time, and this 

method effectively solves the low accuracy of traditional 

identifying the Occluded fingerprint image. 

 
Index Terms—Association Characteristics; Multi Features; 

Occluded Fingerprint Identification; Recognition Algorithm 

 

I. INTRODUCTION 

As a tool for authentication, fingerprint has a long time. 

Between 7000 BC and 6000 BC, fingerprint has been 

used as the tools for identity authentication in ancient 

China and ancient Syria using [1] In 1923, Purkinje 
firstly classified fingerprints; in the late of 19th century, 

F.Glton carried out an extensive research on fingerprint; 

in 1960, FBI, Home offiee in the UK and Paris police 

invested heavily in research and development of 
Fingerprint Identification System together [2]; in 1975, 

the FBI's AFIS system and the Japanese NEC company’s 

fingerprint identification systems are formed; in 

1998,JAIN et al proposed the results integration of 
fingerprints and face recognition; in 2000, the methods if 

identifying the specific parameters of each user, which 

integrates the recognition results of fingerprint, face and 

gesture; in 2001, an overview of the multi-biometric is 
proposed [3]. In early 2006, Australia has successfully 

issued the world's first biometric passports. On November 

2007, U.S. Department of Homeland Security announced 
that all non-US citizens should take digital camera 

pictures and should be scanned their ten fingers when 

entering the United States. Fingerprinting will be in rapid 

development period of popularity [4]. In 2009, the U.S. 
successfully update the fingerprint identification systems. 

In China, Tsinghua University began to study the 

fingerprint recognition in the 1980s [5]. Automatic 

Pattern Recognition Institute of Chinese Academy of 

Sciences National Laboratory has been committed to the 

research on “based biometric identity verification” since 
the 1990s, which has great achievements on fingerprint, 

iris, face recognition and so on. Perception National 

Laboratory of Peking University has undertaken the 

national scientific and technological projects, and has A 
long-term basic research on fingerprint identification, and 

has proposed a set of original theories and practical 

efficiency algorithm [7]. 

The original fingerprint recognition uses the artificial 
way, i.e. the fingerprint is got by hand-made; the 

fingerprint card is established and then the fingerprint is 

stored in the database. If there is a need for the print, it 

can be manually found in the fingerprint database and the 
fingerprint cards is compared by experts in artificial. 

After the 1960s [8], the optical scanners and other tools 

are used to transfer the fingerprint image into digital 

fingerprint, and then the advanced Automated Fingerprint 
Identification System (AFIS) based on digital image 

processing, pattern recognition, expert systems, artificial 

intelligence and other areas is gradually developed [9]. 

The computer is used to replace the manual, which can 
automatically process and match the fingerprint 

identification. The emergence and development of AFIS 

greatly reduces the required time of fingerprints saving, 

retrieving and identifying, which makes the fingerprint 
recognition technology as a safe and convenient 

authentication tool. It has been widely used in bank credit 

cards, computer user authentication systems, access 

control systems, ID card, network transmission security 
encryption and so on. Pattern Recognition (PR), also 

known as pattern classification, objects recognition and 

so on [10]. Through analyzing various information and 

data of object or phenomenon, the ubiquitous features set 
of the object properties are summarized and identified, 

and then the identify objects are identified (classified) 

according to the degree of similarity of characteristics. 

Factor collection which can express and summarize the 
identification object is called the pattern of object or 

phenomenon and the factors of the consisting pattern are 

known as the descriptor of the patterns [11], also is 

known as pattern characteristics. Thus, the pattern is a 
collection consisting of the representative characteristics 

of object (or sample). Pattern recognition includes two 

interconnected stages, namely the learning phase and the 

identification phase. The process forming and 
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summarizing the pattern is called the learning phase of 
model recognition. Learning phase makes feature 

selection for the sample set (also known as learning set or 

training set) to find the law of classification. After that 

the identification phase takes the classification and 
decision-making for the recognition object according to 

the formed mode, thus the process of object automatic 

recognition and classification is completed [12]. 

The existing mainstream fingerprint recognition 
algorithm and products are for complete fingerprint 

image, but in practical applications, due to uneven 

pressing efforts, over or under exposure and other factors 

the image brightness and strong lines contain noise or 
distortion; especially in Criminal Investigation fingerprint 

often is Occluded, damaged and Occluded, and therefore 

how to accurately identify the Occluded fingerprint has 

important practical significance [13]. The traditional 
feature extraction method and decision-making method 

can not effectively solve the fingerprint distortion, fault, 

Occluded and dislocation, and the filled interpolation 

method also can not correctively reflect the texture in torn 
region, especially for Occluded cases with a wide range. 

To solve the problem of difficult identification the 

Occluded fingerprint, some scholars from different angles 

makes improvements on fingerprint recognition algorithm. 
Literature [14, 15] based on direction filtering, median 

filtering, Gabor filtering, fuzzy operators and other 

methods improve the fingerprint image contrast, which 

enhances the image effect, but such methods are mainly 
to solve the problems of fingerprint image with noise, 

distortion and other issues, and also the calculation has 

higher complexity and it can not really solve the 

identification of Occluded fingerprint image. Literature 
[16] based on nonlinear interpolation and curve evolution 

interpolation enhance and complement the Occluded 

fingerprint image; literature [17] respectively based on 

fuzzy C-means clustering and watershed regions steer the 
image interpolation algorithm, which realizes the 

segmentation and enhancement of the Occluded image, 

but this type of interpolation algorithms are based on the 

original fingerprint image area to make supplement for 
Occluded areas, which is suitable for smaller and can not 

really reflect the real characteristics of the lines for the 

Occluded region, and it is with a strong contingency [17]. 

The minutiae feature points like bifurcation point and 
endpoint to some extent reflect the uniqueness of 

fingerprint images, which widely used in the complete 

fingerprint recognition algorithm [18], but it can not 

reflect the related information between each pixels, and 
thus it can not be directly applied to Occluded fingerprint 

identification. Statistical uses the regionalized variables 

as theory and semi-variogram as tool to study the spatial 
structure and correlation of objects [17, 19]. 

Semi-variogram function based on statistical extract 

the fingerprint image features, which can focus reflects 

the association information between the fingerprint pixels 
to make up for the shortage of minutiae points. In 

addition, based on global features matching algorithm, 

the blank portion of Occluded fingerprint image will 

extract the global characteristics, which causes a 

mismatch. If the fingerprints are from the same source, 
although Occluded fingerprints are not match with the 

global features of complete fingerprints, the local features 

be matched and the Occluded fingerprint image can be 

divided into a plurality of subsets. They determine the 
last match results based on the matching rate of subset 

features, which can prevent characteristic variation lead 

by fingerprint gaps. Based on the above two points, the 

Occluded fingerprint recognition algorithm based on 
association features and multi-subsets match is developed; 

the new method makes improvement to fingerprint 

recognition algorithm from the angles of features 

extraction and multi-regional subset match and applies 
this algorithm into the complete fingerprint database and 

Occluded fingerprint database identification, which 

achieves optimum results and demonstrates the 

effectiveness of the algorithm. 

II. FINGERPRINT RECOGNITION MODEL OF 

RA-MAMF ALGORITHM  

In the fingerprint identification process, due to various 

reasons the input fingerprint image is a gray image with 
lots of noise. The purpose of preprocessing is to remove 

the noise in the image to make the image and edge more 

clear, and then make the image to be a graph with clear 

point line, which offer convenience for extracting the 
correct fingerprint feature. The preprocessing of 

fingerprint image is important in the whole fingerprint 

recognition system, which will have a direct impact on 

the results of fingerprint identification. Preprocessing is 
generally divided into four steps: image segmentation, 

image filtering, binarization and thinning. 
 

Fingerprint 
image

Gabor enhanced 
binarization 
refinement

Sub image

 subset

Template library 
subset

Feature matching

Be 
determined

Determine 
the threshold

YES

 

Figure 1.  Flow chat of Occluded fingerprint identification 

Ideas of fingerprint recognition based on RA-MAMF 
algorithm are need to keep some rules. Gabor filtering is 

used to de-noise and enhance the fingerprint image, and 

the binary processing and refining treatment are used. 

The whole image is evenly divided into N sub-images, 
and the non-directional characteristic like statistical 

correlation characteristics, the bifurcation point and end 

points of each sub-image are extracted to generate the 

feature subsets. Based on the fingerprint image need to be 
tested, feature subsets of the fingerprint image in database 

are matched, and the percentage of match subset is used 
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to determine the belonging. Flow chat of RA-MAMF 
algorithm is shown in Figure 1. 

III. FINGERPRINT RECOGNITION ALGORITHM DESIGN 

OF RA-MAMF  

A. Image Pretreatment 

The most important step of Fingerprint preprocessing 

process is the filtering for fingerprint image, which is the 
core issue to be resolved in fingerprint image 

preprocessing. The purpose of filtering is enhancing the 

contrast of the ridge valleys structure and suppressing the 

noise at the same time, connecting the breaking ridge line 
and separated ridge line, highlighting some of the 

information according to the specific image needs, and 

weakening or removing some unwanted information. 

Due to the light intensity, temperature, intensity and 
other factors, fingerprint extraction is with vary degrees 

of noise, which affect the fingerprint feature extraction 

and fingerprint recognition, so the fingerprint image is 

preprocessed, which can eliminate the noise to improve 
the quality of fingerprint image recognition. (1) Gaussian 

smoothing. Initial fingerprint image is convolved with the 

Gaussian function, which can effectively suppress the 

noise, so that the fingerprint image is smoother. 

Assuming the original image is F( | )tX   and 
tX ,   

are the rows and columns of image, Gaussian smoothing 

formula is as follows: 
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where in,   is the variance of the Gaussian function. 

Calculating the direction of the field. The image is 
divided into k × w pieces; the pixel is used as the unit; 

and Sober operator calculate the gradient ( / )L X   
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where in,   and X  are the coordinates of the pixels. 

The direction field value of each sub-block center pixel (i, 

j) is calculated as follows: 
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where in, i  is the direction field value of each 

sub-block center pixel (i, k) of the ridge line of least 

squares. Calculating the frequency field. Because the grey 
value of the fingerprint ridge lines in the direction 

perpendicular to the line shows the gradation generally 

sine law, through calculating the average number of 

pixels p (i,  ) between adjacent peaks to get the final 

ridge frequency h(i , k) = 1 / p (i,  ). Enhancing Gabor 

filtering. After obtained frequency field and orientation 

field of fingerprint image, two-dimensional Gabor 

filtering operator can be constructed to get to the 

enhanced de-noising fingerprint image. Two-dimensional 
filtering operator can be expressed as follow: 
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where in,   is the value of the Gabor’s direction field; f 

is the frequency field value of Gabor; n

i  and 

n

i respectively are Gaussian envelope values on the 

two-axis direction in coordinates. 

B. Bi-Narization 

Refinement is a process of cutting the edge pixels until 
the line is a single pixel wide line, based on not influence 

the line’s connectivity after the binarization of fingerprint. 

The dreaming refined skeleton of line should be in the 

ideal middle location of the original ridge line and 
maintaining the connectivity, topology and features of 

pattern lines are the same time. 

Fingerprint image binarization processing refers to 

transfer the fingerprint image into fingerprint ridge 
structure of grayscale with black and white shown in 

Figure 2. If the sum of cut grey value is less than the sum 

of normal gray value, the black dot can be judged as that 

it locates in the fingerprint ridge line. 
 

 

Figure 2.  Binarization renderings 

Processing formula of bi-narization method is as 

following: 

1 1

,( ) [1 ( | , )]( ) ( | , )n o o o

i t i t t ig i X g i X U          (10) 
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where in, ,t iU  indicates the pixel gray value; tX  is the 

direction field; δ represents the determined lookup range; 

H is the sum of cut pixels value of the assessing pixels; V 

is the sum of normal pixels. If H> V, the pixel is located 

in the valley line, otherwise in the ridge line. Refining is 
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the main role of the fingerprint image, refining is 
removing the uneven lines in original binarization 

fingerprint image and the atypical feature information. 

Through deleting or keeping the way, the center line of 

the stripe is wide and unique, thereby the fingerprint 
image features are outstanding to improve the image 

processing speed. This thesis uses OPTA (One Pass 

Thinning Algorithm) to refine the fingerprint image. 

C. Extracting Fingerprint Features 

Fingerprint minutiae is the most common feature in 

artificial matching, because the probability of existing the 
branching point, end point is high and easy to be detected. 

And more importantly, they are sufficient to describe the 

uniqueness of the fingerprints. 8-neighbor method is used 

for extracting branch points and ends points of the 
fingerprint ridges. Assuming P is the target pixel point 

(pixel to be processed), the circumference of the adjacent 

8:00 P1, P2,..., P8 are called 8 neighborhood points of 

point P. 
For fully refined binary image there are only two kinds 

of conditions for gray value of pixel: 0 represents the 

background point gray; 1 is the grey value of ridge point. 

For any point P, set V1, V2,..., V8 are the gray value of 
point P’s 8 neighborhood points; if P is the endpoint, its 

eight neighborhood points satisfies the following: 
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If n is the branch point, its eight neighbor points satisfy 

the following;  

 
n o

i i im     (13) 

Finally, based on the direction of the edge features and 

detection of field features the detects false feature points 

of branch points and end points are extracted and 

removed. 
Minutiae features of Bifurcation points and the 

endpoints can reflect the uniqueness of in the fingerprint 

image to some extent, but they can not reflect the 

correlation information between pixels. Especially for 
those fingerprint images which are hard to identify, in 

which the bifurcation point and endpoints are basically 

the same, making it impossible to distinguish, so a 

characteristic fingerprint associated with an earth system 
science is put forth. The extraction process of statistically 

associated with feature is as follows: First, the binarized 

fingerprint image is evenly divided into k × w small 

blocks; each block contains 10-20 pixels. After the 
division of the sub-block, the entire fingerprint image 

data can be seem as a series of data   (i), i=1, …, n, 

n=k×w, its which experimental semi-variogram values r 

(h) is shown in the following formula: 

 ( )n o

i i i iR S      (14) 

(4) Extracting the statistical correlation characteristics. 

According to step (3) to determine the process variable, r 

(h) in the process is selected to reflect the feature value 

association information between image pixels; 
association features are the corresponding r(h) with 

distance one to six 

When the traditional Occluded fingerprint recognition 

algorithm based on global features is used for fingerprint 
image recognition, since the Occluded fingerprint image 

lost parts of the texture, there is big difference from 

extracting its global features and extracting global 

features from complete fingerprint image, but some 
reserved parts are still the same with the complete images. 

Apparently in the recognition algorithm of Occluded 

fingerprint image, subset matching results based on local 

features are superior to global features, so a matching 
recognition method based on multi-subsets is designed. 

First, the entire pretreated image is evenly divided into k 

sub-images, and then no orientation features were 

extracted from each sub-image to form k feature subsets. 
Matching fingerprint images in fingerprint library are 

made the same process; each image is generated k feature 

subsets. Let Occluded fingerprint image to be identified 

as A, in which the number of complete image in the 
fingerprint database is B. Matching process of 

multi-subset is as follows: Determining the effective 

subset. Since after the division of Occluded image A the 

number of pixels in sub-sets formed by the Occluded 
parts is scarce, they are defined as the valid subset, which 

is not involved in match count. The subset image which 

its pixels are 80% is defined as valid subset; assuming a 

valid subset of the image to be recognized number is as m 
(m ≤ k). Matching the single sub-set. The first valid 

subset of the image A is respectively by-matched with all 

subsets of the image B; when its matching rate of a subset 

in image B exceeds a given threshold value, i.e. the valid 
subset is successfully matched; if all is not matched, the 

valid subset matching is unsuccessful. Matching multiple 

sub-set. The extracted m valid subsets are respectively 

repeat the process of matching the single subset. If the 
successfully matched valid subset exceeds a given 

threshold, the source of the Occluded image A is the 

same with images B with database. 

IV. EXPERIMENT AND ANALYSIS 

A. Experimental Platform and Standards 

In order to verify the effectiveness and superiority of 
RA-MAMF, fingerprint data from FVC2004 DB1_B, 

DB2_B, DB3_B and DB4_B are usedto extract the 320 

fingerprint images; each DB set contains 10 people; each 

people has 8 images. Three images are randomly selected 
from eight images of each people as the independent test 

samples, and the remaining is as the matching database. 

When the Occluded fingerprint recognition algorithm is 

verified, the fingerprint images in independent test 
samples are artificially make Occluded processing, and 

the Occluded range is from 5 % to 50 %. The whole 

algorithm platform is conducted on the Intel Pentium (R) 
2.8GHz dual-core CPU, 4G memory, PC with windows 7 

operating system, and all the algorithms are programming 

in Matlab 2012. 

In order to make the results of RA-MAMF algorithm 
are more persuasive, three kinds of comparative 
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algorithms are chose: Tradition algorithm (only using the 
endpoint and the intersection of two minutiae features, 

and do not use the multi-subsets matching strategy); SM 

algorithm (only extracting two kinds of minutiae features, 

but using the multi-subset matching strategy); SCC 
algorithm (extracting the endpoint, intersection and the 

statistical associating features, but do not using the 

multi-subset matching strategy). For Occluded data sets, 

first three kinds of classic methods are selected to make 
comparing experiments. From the point of view of the 

effectiveness of RA-MAMF algorithm: local feature 

extraction method based on the micro characteristics [17] 

(2-SM, extracting peripheral point, branching point, 
isolated point, hole, intersection and short ridge); 

correlation characteristics based on triangle model [18] 

(3-SM); local features and global features of Gabor filter 

based on eight directions [19] (MSRC). The three kinds 
of feature extraction methods use multi-subset matching 

strategy; In addition, for Occluded fingerprint data, the 

Occluded fingerprint recognition model is built: Adaptive 

Generic Algorithm [20] (MSRC) and b Fingerprint Image 
Curve Changes [9] (FICC) are taken ad the reference 

model. Final evaluation criteria for each model use the 

fingerprint recognition rate, EER and average recognition 

time as three indicators. 
d) Comparison of Occluded fingerprint image 

recognition 

120 testing images are manually Occluded processed, 

and 5%-50% pixels are removed with the different shapes, 
different positions and multi-points, as shown in Figure 3. 
 

The original image Deal with 1 Deal with 2

Deal with 3 Deal with 4 Deal with 5
 

Figure 3.  Different occluded processing 

B. Results and Analyses 

1) Results Comparison Of Recognition Algorithms 
In order to validate the performance indicators of the 

proposed fusion algorithm in this chapter, the proposed 
algorithm and fusion algorithm based on entropy theory 

are compared with a single matching algorithm. On 

Database, in order to illustrate the problem of Occluded 

fingerprint identification, the fingerprint image in 
low-quality fingerprint image FVC2004 database are 

adopted to make simulation experiments with the 

proposed mechanism in this chapter. Firstly, three 

parameters measuring the efficiency of fingerprint 
identification are introduced. In fingerprint recognition 

system, False Match Rate (FMR), False Non-Match Rate 

(FNMR) and Equal Error Rate (ERR) are used to evaluate 

the performance of the algorithm. 
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Figure 4.  Contrast curve of several fingerprint matching algorithms 

ROC curve of the proposed algorithm is always at the 

bottom of a single algorithm, which indicates that the 

proposed fusion mechanism can effectively identify the 
matching fingerprints and reduce the fingerprint matching 

errors. Second, the performance of fusion algorithm 

based on entropy theory is basically higher than fusion 

mechanism based on triangular mold operator, which 
indicates that the entropy theory-based algorithm can 

better adapt to the fusion of multi-class match operator. It 

can accurately reflect the real situation of different 

matching and improve the recognition performance. On 
the third, the proposed association features and 

multi-subset matching algorithm are associated with the 

quality of fingerprint, which indicate that when the 

quality of fingerprint is poor, the ROC curve of 
entropy-based algorithm is significantly lower than the 

curve of algorithm based on triangular mold operator; the 
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fusion method based on entropy theory can use the 
uncertainty to coordinate treatment for different matching 

algorithms. In the Occluded fingerprint matching 

identification, uncertainty is reduced and the 

comprehensive, accurate and reliable identification 
results are obtained. On the Fourth, the ROC curve of 

matching algorithm based on association features is lower 

than the algorithm based on minutiae, which indicates 

that the optimal solution can be found in Occluded 
fingerprint identification, i.e. the best match. 

2) Results of Omparison of Match 
To determine the optimal matching thresholds the 

single subset match” and “multi-subset match”, the 

Occluded fingerprint images are used as objects and the 
thresholds are gradually sided (sliding range is between 

0.5-1.0), and also the training sample is calculated to 

determine the identification accuracy shown in Figure 4. 

Score values of “single subset match” are defined as the 
correlation coefficient of two feature subsets. 
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where in, x is the feature subset of template fingerprint; y 
is the feature subset of fingerprint matching; r is the 

correlation coefficient. 

The score of “Multi-subset match”: the ratio of 

successfully matched subset to the effective subset. 
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Figure 5.  Accuracy comparison of different matching threshold 

Can be seen from Figure 5, when the single subset 
Threshold is set as 1, which requires the feature subset of 

template is the same with the matching feature subset 

(correlation coefficient is 1), resulting in a low successful 

match rate; when the multi-subset Threshold is relatively 
high, the sample successfully matched rate is 0, so that 

the prediction accuracy is 0. When the single subset 

Threshold is set as 0.85 and the multi-subset threshold is 

set as 0.9, the right sentence rate of the training set is the 
highest. Therefore, the proposed single subset threshold 

and multi-subset match threshold are set as 0.78 and 0.86.  

3) Contrast on the Complete Fingerprint Image 

Recognition 
For the complete fingerprint image in FVC2004, the 

prediction accuracy of each algorithm model is shown in 
Table I. after analyzing the comparison in Table I, the 

following conclusions can be obtained: 

(1) Tradition and SM algorithm only use the endpoints 

and the intersection of minutiae, and the average 

recognition rate is of 87.5%, which indicates that these 
two features have been distinguished the differences 

between the fingerprints to some extent, but its 

identification effect is not ideal. 

(2) RA-MAMF and SCC algorithm use three kinds of 
feature framework recognition models containing 

statistical association features, and their recognition rate 

are higher than 92%, especially after adjustment of 

multi-subset matching; the recognition rate of 
RA-MAMF algorithm reaches 94.72%, and the results 

shows statistical association features can effectively 

reflect the correlation between regions of the fingerprint 

image, which make up minutiae defects only reflecting 
the structural changes, so that the e fingerprint image 

contains more comprehensive and credible information. 

(3) The difference between SCC algorithm and 

RA-MAMF algorithm is the using of a multi-subset 
matching policy; the difference between Tradition and 

SM algorithm is the using of multi-subset matching 

strategy at the same time. As seen from Table I, when a 

fingerprint is completely recognized, multi-subset 
matching only slightly improves the recognition accuracy, 

but the running time relative increases and its value is not 

obvious. 

Recognition results of different algorithms for 
Occluded fingerprint images are shown in Table II. From 

Table 2 it can be known: 

(1) Compared with Tradition and SCC algorithm (not 

using the multi-subset matching strategy), recognition 
accuracy of RA-MAMF and SM algorithm (using the 

multi-subset match) is significantly higher. 

(2) SCC algorithm is modeled based on three kinds of 

characteristics of the image, but the multi-subset 
matching strategy is not used; the recognition accuracy 

for complete fingerprint is of 92.17%, but recognition 

accuracy for Occluded fingerprint is only of 55.9%. 

(3) SM algorithm uses two kinds of minutiae, but uses 
the multi-subset match strategy; when identify the 

Occluded fingerprint image the accuracy does not show 

significant decline. 

(4) RA-MAMF algorithm has a very high recognition 
rate on complete fingerprint recognition and Occluded 

fingerprint recognition. Although using the multi-subset 

matching algorithm leads to a slight increase in running 

time, compared with the improvement of recognition 
accuracy the effects are not serious. 

TABLE I.  RECOGNITION ACCURACY OF DIFFERENT ALGORITHMS 

FOR OCCLUDED FINGERPRINT IMAGES 

Model Recognition rate (%) Average running time (s) 

RA-MAMF 93.76 1.67 

Tradition 50.28 1.09 

SM 84.01 1.58 

SCC 55.9 1.12 

TABLE II.  RECOGNITION ACCURACY OF DIFFERENT ALGORITHMS 

FOR THE COMPLETE FINGERPRINT IMAGE 

Model Recognition rate %) Average running time (s) 

RA-MAMF 94.72 1.94 

Tradition 89.36 1.12 

SM 90.59 1.97 

SCC 92.17 1.22 
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C. Recognition Performance 

In order to further verify the efficiency of SCC 

association features for Occluded fingerprint image 
recognition, it compare with other three classic features 

extraction method for fingerprint image, and the results 

are shown in Table III, through the analyzing Table III it 

can be known: 2-SM model uses the typical local feature 
extraction method, which obtains the image’ end point, a 

diverging point , an isolated point, hole, short ridge 

intersection of seven bridges minutiae, but the simple 

local characterization can not sufficiently express the 
information of fingerprint images, resulting in the low 

recognition accuracy; 3-SM extracts feature association 

features from the distance among three feature points 

lines and angles, reflecting association information of 
local area to some extent; compared with 2-SM method, 

the accuracy of 3-SM has been improved, but it do not 

get the relevant information and the final prediction 

accuracy is not very satisfactory; MSRC uses Gabor filter 
from eight directions to extract the local and global 

features of the fingerprint image; compared to the two 

reference models, the prediction accuracy is greatly 

improved, but the operator does not consider the feature 
association information of the image and recognition 

accuracy for Occluded fingerprint images is still weaker 

than RA-MAMF algorithm; RA-MAMF algorithm takes 

into account the local detail information of each subset 
and the global correlation information of the image at the 

same time; SCC association features through calculating 

the pixel differences between each sub-block with the 

same distance reflects pixel-related information of the 
semi-variogram functions, and finally based on different 

semi-variogram values multi-scale relevant information is 

achieved; and through multi-feature subset the 

importance of local features for Occluded fingerprint 
image is reinforced, and the independent testing accuracy 

is the highest in the participial model. 

TABLE III.  RECOGNITION ACCURACY OF DIFFERENT FEATURE 

EXTRACTION METHODS FOR OCCLUDED FINGERPRINT 

Model Recognition rate Average running time (s) 

RA-MAMF 93.45% 1.85 

2-SM 80.96% 1.64 

3-SM 82.62% 1.77 

MSRC 86.33% 2.62 

TABLE IV.  RECOGNITION ACCURACY OF DIFFERENT OCCLUDED 

FINGERPRINT ALGORITHM 

Recognition Occluded degree 

algorithm 15% 25% 35% 50% 

NN 

SRC 

BSRC(25*25) 

BSRC(25*50) 

BSRC(50*50) 

MSRC 

RA-MAMF 

76.8 

83.4 

93.9 

92.0 

85.5 

95.1 

97.8 

77.6 

77.8 

89.8 

88.5 

81.3 

91.7 

95.6 

78.9 

65.9 

78.2 

73.4 

68.4 

83.6 

87.9 

79.0 

41.2 

62.6 

57.7 

45.0 

67.4 

75.3 

D. Recognition Performance Comparison of Occluded 

Fingerprint Algorithm  

To compare the recognition performance of Occluded 

fingerprint recognition algorithm to the Occluded 

fingerprint image, 120 fingerprint images manually 

processed are divided into five levels according to the 
Defect Images (DI), the predict results of each Occluded 

fingerprint recognition algorithm are shown in Table IV. 

MSRC algorithm is the optimal migration algorithm 

based on adaptive genetic algorithm; when it searches the 
appropriate benchmark matching feature points, matching 

problems of fingerprint features are partially solved, and 

there is some improvement in terms of accuracy; but 

when the degree of defect of fingerprints is between 48% 
≤ DI <60%, the recognition accuracy is sharply decreased. 

Through analyzing the changes of fingerprint contour 

curves, FICC algorithm calculates the evolution of the 

fingerprint curve, and then through the discrete iterative 
methods, the Occluded fingerprint images are repaired. 

When the degree of defect is small, after image filled by 

the image recognition accuracy can be effectively 

improved; when the degree of defect is between 2% to 
18%, the recognition accuracy of the test sample is up to 

100%; but with the expand of the degree of defect, the 

effectiveness is greatly reduced, and the overall 

prediction accuracy is the lowest among the three 
reference models. The proposed RA-MAMF based on 

multi-subset match, and the prediction accuracy is the 

highest; with the increase of Occluded range, the 

recognition accuracy is decline slower than the reference 
models. 

V. CONCLUSION 

Recognition rate of mainstream fingerprint recognition 

algorithm is very low for Occluded fingerprint image. In 
order to solve this problem, this thesis proposes the 

algorithm based on association features and multi-subset 

matching (RA-MAMF). RA-MAMF algorithm improves 

the fingerprint recognition algorithm from the points of 
the integrity of feature extraction and multi-subset 

matching. And also the RA-MAMF algorithm is applied 

to the complete and Occluded fingerprint recognition, 

which has achieved excellent recognition accuracy; the 
RA-MAMF algorithm does not significantly increase the 

operating time, and this method effectively solves the low 

accuracy of traditional identifying the Occluded 

fingerprint image. 
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Abstract—To investigate the allocation scheme of the 

multi-view distributed video coding (DVC), the 

corresponding improvements are proposed correspondingly 

for traditional multi-view DVC. Traditional multi-view 

DVC (Wyner-Ziv DVC) encodes for all areas of Wyner-Ziv 

frame indiscriminately based on Turbo or LDPC. In this 

kind of encoding process, with regard to violent motor area, 

decoder can’t decode violent motor area accurately and also 
send more solicited message to feedback channel, which 

lowers the code efficiency and decodes inaccurately for 

violent motor area, it causes a part of area distortion in the 

image. In this paper, a distributed video encryption 

algorithm is proposed which based on discrete cosine 

transform (DCT). The algorithm combines decision criteria 

of ROI to get violent motor area and non-violent motor area. 

For violent motor area, to extract low frequency coefficient 
of DCT as DCT-R algorithm to assist decoder end to decode, 

decoder utilizes low frequency coefficient of DCT which has 

already been decoded to carry on bi-directional movement 

evaluation. Simulation experiment tests and verifies the 

improved algorithm effectiveness of proposed multi-view 

DVC in this paper. 

 
Index Terms—Distributed Video Coding; Discrete Cosine 

Transform; Region of Interest; Multi-Perspective 

 

I. INTRODUCTION 

In recent years, with the rapid development of wireless 

multimedia communication technology, wireless low 
power monitoring network, disposable camera, medical 

application, multi-perspective image acquisition and 

other new video applications occur unceasingly, its 

characteristic is a large number of resource(such as CPU, 
energy content of battery, communication broadband) is 

restricted in application [1].  

Therefore, to adapt new demand of video application, 

it must require low-complexity encoder. Traditional video 
coding standard(such as MPEG, H.26) adopts technology 

of motion estimation and motion compensation , it causes 

encoding complexity is 5-10 times than decoding 

complexity [2], it's hard to satisfy the code 
low-complexity requirement of new video application. 

Slepian-Wolf and Wyner-Ziv theories of information 

theory indicate [3]: In encoding and decoding system, 

decoder end in the precondition of jointed decoding, 
encoder end carries on encoding independently or jointly 

for two related information resource [4], and achieving 

same distortion performance at last. Distributed video 

coding is based on these two theories, DVC adopts code 
rule which is completely different with traditional video 

encoding standard, encoder end adopts independent 

coding technique for the figures, videos which collect by 

wireless multimedia sensor networks, decoder end carries 

on decoded prediction by excavating interdependency 
between image frame and frame in video to achieve high 

efficiency encoding [6]. This kind of distributed video 

coding has characteristic of low-complexity encoding and 

good robustness, it’s able to be the same with new video 
application ( For example wireless camera, wireless low 

power consumption monitoring network, disposable 

camera, medical application, multi-perspective image 

collection et.). In some practical applications, video 
application has great capacities specially, so more and 

more experts at home and abroad start to follow with 

interest and deeply study distributed video coding 

program [7]. 
From the perspective of information theory: quantity of 

information and information redundancy capability form 

information source data, the main purpose of information 

source encoding is that to compress data, keep 
information quantity, and decrease information 

redundancy capability as far as possible [8]. In 

multi-angle of view, video data posses the overwhelming 

majority of multi-media information which needs to 
handle, therefore, the multi-media encoding technology is 

mainly to study video coding in multi-media data. Video 

sequence not only has spatial redundancy and time 

redundancy of one frame image which exists in two 
successive frames of images, but also posses certain 

coding redundancy and mind vision redundancy [9]. 

Multi-media information is necessary data in human 

communication, mainly including voices, images, videos 
etc. To make multi-media information carry on 

transmitting, saving to achieve the level of handling data 

in real time, bring great pressure to network transmission 

[10]. Thus, to reduce data volume of video stream during 
transmission, lighten pressure of network transmission, 

compression technology of multi-media information is 

very necessary [11].  

As audios, images, videos etc multi-media data include 
large volumes of redundancy information, so all of them 

have certain compression space. Such as bit map format 

of image storage, whatever in row or column direction, 

interdependency between two pixels is very great, and 
then the whole image has certain redundancy. And video 

forms by several consecutive frames of images, not only 

with spatial redundancy of one frame of image and time 

redundancy of two successive frames of images, also has 
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some coding redundancy and mind vision redundancy. 
Compression technology of multi-media information is 

very necessary, reducing transmitting data volume of 

video stream, lightening network transmission capacity. 

With the International standard appearance of H.261, 
H.263, H.264/AVC, MPEG-1, MPEG-2, MPEG-4, 

MPEG-7, a series of video compressions, video coding 

technology is tending to mature; it makes video 

compression and communication go into a new epoch 
[12]. The goals which H.26X series and MPEG-X series 

pursuit are same, transmitting codes as little as possible, 

the images which get by decoding can have higher quality. 

Favorable encoding technology is able to handle video, 
audio data in real time, improving efficiency of 

transmission channel, and then it can promise audio and 

video quality. Widely use of video conference, 

telemedicine, video education etc multi-media business, 
pushing forward the development of human 

communication. For the pixel value of different occurring 

probability in video sequence, if we adopt same length of 

code word to encode pixel value, it will cause certain Bit 
waste, which is coding redundancy. To solve this kind of 

redundancy, it adopts different length of code word to 

encode, short code word for pixel value of high frequency, 

long code word for pixel value of low frequency. 
Distributed video coding constructs video coding 

program which based on coding theory of lossy 

information source of Wyner-Ziv. Slepian-Wolf and 

Wyner-Ziv theories in information theory show [13]: In 
encoding and decoding system, when decoder in the 

precondition of joint decoding, encoder carries out joint 

or individual encoding for two related information source, 

and achieves same distortion performance at last. DVC is 
based on these two theories, DVC adopts the coding rule 

which is different with the traditional video coding 

standard, encoder adopts technology of individual 

encoding and joint decoding for images and videos which 
WMSNs collects, encoder does not make prediction of 

frames, decoder predicts decoding to reach high 

frequency encoding and get more and more attentions and 

researches of scholars, by utilizing that excavating the 
interdependency method among frames of images in 

video. 

Presently, typical distributed algorithm of encoding 

and decoding: Wyner-Ziv video coding [14] which 
proposed by Girod et al from Stanford University, video 

coding of Power-efficient Robust high-compression 

Syndrome-base Multimedia (PRISM)proposed by 

Ramchandran et al from University of California at 
Berkeley, video layered video coding of Wyner-Ziv 

proposed by Zixiang Xiong et al, bringing wavelet 

transform into distributed video coding program, it adapts 
to multi-perspective distributed video coding which has 

high requirement of video quality, state-free distributed 

video coding proposed by Sehgal et al and so on. 

Literature [15] based on turbo or LDPC that encode for 
all areas of Wyner-Ziv frames indiscriminately and 

uniformly, decoder can’t decode violent motor area 

accurately and send more solicited messages to feedback 

channel, it lowers encoding frequency. 

Although implementation methods of above several 
typical programs, these several distributed video coding 

has some characteristics in common: Encoder regards 

image frame as mutually independent information source 

in video stream, do not predict frame while encoding, 
encodes each frame of image independent which similar 

with traditional encoding among frames; Decoder passes 

through time domain interdependency among continuous 

frames of images, excavating interdependency between 
frame and frame of image to make a prediction, adopting 

motion evaluation method, using time domain 

interpolation for decoded frame of image to get side 

information, then utilizing this side information to go on 
decoding and rebuilding for present frame [16]. As DVC 

eliminates frame prediction of encoder, but puts it in 

decoder to carry out, so complexity of encoder could be 

very low, encoder design is very simple, decoder design 
is very complex, and this kind of design is contrary with 

traditional encoder mode [17]. 

Traditional Wyner-Ziv DVC is on the basis of LDPC, 

adopting uniform encoder mode for all the areas of 
Wyner-Ziv frames, decoder can’t decode violent motor 

area accurately and send more solicited messages to 

feedback channel, it lowers encoding frequency [18]. 

Against this problem, firstly introducing the DVC theory 
in this article, and then on this basis, proposing an 

improved Wyner-Ziv DVC algorithm which is based on 

DVC algorithm of DCT-R: The first step is that encoder 

gets violent motor area and non-violent motor area 
through SAD judgment rule. The second step is to adopt 

interpolation methods based on DCT-R motion for 

violent motor area, extracting DCT coefficient of low 

frequency as DCT-R to assist decoder to decode, and 
carrying out entropy coding compression for DCT 

coefficient of low frequency, decoder utilizes decoded 

DCT coefficient of low frequency to carry on inter-frame 

bidirectional motion estimation. The third step, for 
non-violent motor area, do not extract DCT coefficient of 

low frequency, do not carry on compressing and sending 

of DCT coefficient of low frequency, adopting traditional 

motion interpolation algorithm to generate side 
information and achieving video transmission 

optimization at last. 

The main contribution of this paper is that: 

We simply introduced the DVC application 
background and presented research status. 

From the ROI distinguishing algorithm of encoder and 

generating algorithm of DCT side information of decoder, 

we proposed new DCT-R distributed video coding 
program and utilized this algorithm to solve necessary 

improved problem for typical program. 

Finally, the experiment test, performance test and 
comparison for proposed algorithms which are DVC, 

Wyner-Ziv video coding algorithm, H.263 intra-frame 

and inter-frame coding algorithm, traditional JPEG 

coding algorithm are carried out. The result of simulation 
experiment shows that proposed multi-view effectiveness 

can solve the problem preferably, which is decoder end 

can’t accurately decode larger movement area in images, 
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improve video encoding efficiency and decoded image 
quality. 

II. THEORY OF MULTI-PERSPECTIVE DVC 

Theory of distributed information source coding 

developed from Slepian-Wolf theory of lossless 
compressed distributed coding, and Wyner-Ziv theory of 

loss distributed coding. Next, it was introduced in detail 

that Slepian-Wolf theory, Wyner-Ziv theory and typical 

distributed video coding program. 

A. Distributed Video Coding 

For distributed coding with two or more information 
source, supposing two individual, same distributed, 

infinite long random series, Slepian-Wolf gives its code 

rate limit, figure 1 shows limit diagrammatic sketch. In 

traditional entropy coding, the code rate could reach 

( )XR H X , ( )YR H Y , Such as area 1 in figure 1, X  

and Y  are mutually independent encoding two signals, 

their entropy are ( )H X  and ( )H Y  respectively, 

corresponding code rate are 
XR  and 

YR , joint entropy 

of two signals shows by ( , )H X Y , then relationship 

between total code rate and joint entropy ( , )H X Y  is as 

formula 1: 

 ( )X YR R R H X    (1) 

For distributed coding of two information source, 

referential information only can use in decoder, 
Slepian-Wolf proves ultimate limit of distributed 

information source coding code rate, diagrammatic sketch 

is showed in figure 1. Area 2 in figure 1 gives 

compressed limit of Slepian-Wolf theory, utilizing 
interdependency between X  and Y , encoding 

individually for two signals X  and Y , its total code 

rate 
X YR R R  , also can reach the joint entropy 

( , )H X Y  of two signals, as below formula indicates: 

 

( | )

( | )

( )

X

Y

X Y

R H X Y

R H Y X

R R H X





 

 (2) 

Area 1

Area 2

H(X)H(X|Y)

H(Y|X)

H(Y)

M

N

 

Figure 1.  The source rate limit of Slepian-Wolf theory 

In figure 1, point M  shows code rate of information 

source X  is ( )XR H X , the code rate of information 

source Y  could be ( | )YR H Y X  while compressing, 

it can decompress Y  lossless; point N is in like manner, 

in information source Y, code rate is ( )YR H Y , when 

doing compression for information source X , only 

needs that its code rate is ( | )XR H X Y , it’s able to 

decompress X  lossless. 

On the basis of lossless coding theory of Slepian-Wolf, 

Wyner and Ziv proposed lossy distributed coding theory 
which utilizing side information to assist to decode. For 

side information which only can be used by decoder, 

Wyner and Ziv gave the code rate limit, established 

distortion theory of distributed lossy information source 
coding. Figure 2 is the block diagram of lossy encoding 

and decoding which side information Y  done for 

information source X , X  and Y  represents two 

independent, same distributed random series which are 
related with statistics, information source X  does not 

refer to side information Y while compressing, decoder 

needs to check side information Y for reference to decode 

for information source X . X   represents 

redevelopment value after A has been decoded, | ( )WZ

X YR D  

is distortion-rate function of Wyner-Ziv, which is 

distortion D  has been given, the lower limit of bit rate 

distributed coding can get, in addition, encoder and 

decoder both can use distortion-rate function | ( )X YR D  

of side information, distortion D  defines as 

[ ( , )]D E d X X   in distortion-rate function. In the 

condition of 0D  , Wyner and Ziv proves that 

| |( ) ( )WZ

X Y X YR D R D . 

When mean square error under the condition of 

distortion, relationship between information source X  
and Y  could be showed in Y N X  , N and Y both 

satisfy Gaussian distribution in independent case, in like 

manner, in the condition of 0D  , Wyner and Ziv prove 

it can get | |( ) ( )WZ

X Y X YR D R D . Distributed source 

encoding, distortion-rate function rate which decoder gets 

by using side information is same with distortion-rate 

function rate which encoder gets by using side 
information, which is distortion performance of these two 

schemes, are same. 
 

information 
source X|Y

lossy source 
coding 

side 
information

side 
information

Y Y

X

 

Figure 2.  Lossy side decoding of message source X  with relevant 

side information Y  

B. Program of Layered Wyner-Ziv Video Coding 

Scheme of layered Wyner-Ziv video coding is also a 

typical distributed video coding program, mainly to solve 

the problem of video information transmission while 
bandwidth is limited. Gradable encoding program makes 

video code rate possess the characteristics of adjustment, 

encoder only needs to encode video data once, it will be 

able to let decoder do decode for video stream in the light 
of video quality, spatial resolution or frame rate 

requirement, to satisfy different speed rate requirement in 

video communication. The basic layer is mainly to extract 
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video basic information in the program of gradable video 
coding, reinforcement is to extract video details and 

higher resolution ratio. Channel only need to make sure 

video data in basic layer transmits reliably and transmits 

moderate reinforcement data; it is able to solve the case 
which network switches from high speed to low speed 

suddenly to adapt all kinds of network transmission. 
 

X

DCT NSQ SWC

H.26L video encoder

Wyner-Ziv video encoder

Combined 
decoding

estimate

H.26L video decoder

Y

Wyner-Ziv video decoder

Y

 

Figure 3.  The structure diagram of layered Wyner-Ziv video coding 

As figure 3 shows, layered Wyner-Ziv video coding 

which proposed by Zixiang Xiong. In this program, basic 

layer extracts video basic information to carry on 

traditional intra-frame encoded mode; enhanced layer 
extracts video details and higher resolution ratio to go on 

video encoding and decoding. The primary encoding 

process of Wyner-Ziv encoder is that carrying out DCT 

converting, nested scalar quantizing and SWC code based 
on LDPC. From the result of literature experiment, result 

of layered Wyner-Ziv video coding is basically same with 

MPEG-4/H.26L FGS. The important difference is 

encoder adopts individual encoded mode to decode for 
basic layer and enhanced layer, decoder utilizes basic 

layer to assist reinforcement to carry on joint encoding to 

get better code efficiency. Therefore, it has better 

error-resilience performance than MPEG-4/H.26L 
layered coding, to solve encoding and decoding error 

problems by error transmission. 

As in the practical application, even though 

reinforcement data meets a loss during transmission, the 
video image which decoder utilized basic data to recover 

still can reach watching quality. Thus, layered distributed 

video coding is able to apply to different Qos network 

which supports differential service. 

III. SCHEME OFTHE MULTI-VIEW DISTRIBUTED VIDEO 

CODING 

Encoder of Multi-view Distributed Video Coding 

(MDVC) does not utilize complex encoder to encode, 
does not carry out data communication among visual 

angle, only utilizing perspective to carry on 

communication to get high quality decoding video in 

decoder, making it excel traditional multi-view coding. 
As MDVC monitoring system adopts several cameras to 

observe one and the same scene in many respects, so 

video data volume which needs to handle is really great, 
but the images which several cameras get at the same 

time should exist certain relationship in space. In the 

special MDVC area, side information not only gets from 

one and the same visual angle, but also can get from 
adjacent angles through spatial interdependency.  

Internal 
encoder

Internal 
encoder

Internal 
encoder

WZ
decoder

 

Figure 4.  Block diagram of distributed multi view video coding 

Figure 4 is a multi-view DVC block diagram, it 

consists of 3 cameras in total, so there exists three visual 
angles, the middle visual angle is primary one, WZ 

camera adopts independent coding, it needs to use 

self-view information and assistant view information to 

carry on joint decoding while decoding, which is MDVC 
mode; the other two adjacent visual views are assistant 

one which adopts H.264/ACV intra-frame encoding and 

decoding, decoder utilizes view convert to transform it 

into spatial side information for WZ decoder reference. 
From figure 1, it can be seen that side information in 

multi-view DVC program mix together from two part; 

One is inside visual angle, it adopts Motion Compensated 

Temporal Interpolation(MCTI); the other is inter-view, 
adopting Homography Compensated Inter- view 

Interpolation (HCII). Fused side information is getting by 

mixing together inter-view side information and inside 

one, in this case, the video quality which has been 
decodes is higher. Figure 5 is the decoding structure of 

MDVC, Cam2 is primary view, Cam1 and Canm3 are 

assistant one, in Cam2, frame WZ and I were got 

respectively by Slepian-Wolf decoder of DVC, 
H.264/AVC intra-frame encoding and decoding, frame C 

was got from H.264/AVC intra-frame encoding and 

decoding in Cam1 and Cam3. 
 

C I C

C WZ C

C I C

Cam1 Cam2 Cam3

Frame 
t-1

Frame
 t

Frame
 t+1  

Figure 5.  Decoding structure of distributed multi view video coding 

IV. ALGORITHM DESIGN OF PROPOSED DCT-R 

DISTRIBUTED VIDEO CODING 

Traditional multi-view DVC is on the basis of turbo or 

LDPC, encodes for all Wyner-Ziv frame areas 

indiscriminately, this kind of encoding handling, for 
motor area which is relative violent, decoder can’t decode 

violent motor area accurately and send more solicited 

messages to feedback channel, it makes coding frequency 

lower, meanwhile, decoding for violent motor area is also 
not accurate, it causes part of areas distort in image. With 

regard to this problem, in this article, it proposed an 

improved Wyner-Ziv distributed coding method, getting 

violent and non-violent motor area by judgment rules of 
ROI. For violent motor area, extracting low frequency 
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coefficient of DCT as DCT-R algorithm to assist decoder 
to decode, decoder utilizes DCT low frequency 

coefficient which has been already decoded to evaluate 

bidirectional movement, adopting DCT motion 

interpolation to generate the best side information. But 
for non-violent motor area, do not extract DCT low 

frequency coefficient, do not compress and transmit DCT 

low frequency coefficient, adopts traditional motion 

interpolation method to generate side information and 
come true transmission optimization at last. 

For some violent motor area in frame WZ of primary 

view, traditional multi-view DVC can’t generate time 

side information accurately, and integrating time side 
information with spatial side information completely to 

generate fused side information to decode Wyner-Ziv 

frame in primary view. Regarding this problem, it was 

given a brand-new solution which is based on multi-view 
distributed coding algorithm of Macro block difference, 

in primary view, through judgment rules of ROI to get 

violent and non-violent motor area. For violent motor 

area, side information was generated by integrating time 
and spatial side information. The generated algorithm of 

time side information adopts DCT motor evaluation 

method; but for non-violent motor area, adopts traditional 

motor interpolate algorithm to generate time and spatial 
side information. DCT low frequency coefficient is used 

to assist decoder to decode. As DCT low frequency 

efficient includes important visual information of image, 

so it was chosen as assistant information to assist decoder 
to decode. 

A. Judgment Rules 

In the previous motor evaluation method based on hash 

code, encoder extracts all has bits of macro block of 

frame W, transmits it to decoder to assist side information 

to generate. However, in a same group of video sequence, 
only little part of image macro blocks to move greater, as 

motion vector of many image macro blocks is zero or 

smaller. For image macro block which is zero or smaller, 

it can get high quality side information by adopting 
motion compensated interpolation. Thus, in this chapter, 

adopted 8×8 macro block judgment based on SSH 

criterion at the encoder end, if it’s greater than specific 

value, then doing ROI sign which is ROI macro block, or 

do not do any sign for target macro block. 
wX  

represents present frame, pX  represents last key frame, 

so SSH criterion of this article is as below formula: 

 
,

| ( , ) ( , ) |
i

w p

x y B

SSH X x y X x y


 
（ ）

 (3) 

In above formula, 
iB  represents a certain 8×8 macro 

block, x  and y  are pixel abscissa and ordinate 

respectively. Utilizing SSH value is greater or equal to a 

certain specific value which has been calculated, 

regarding that image macro block does greater movement, 
then doing ROI mark for targeted macro block. In this 

program, encoder end extracts DCT low frequency 

coefficient from ROI sign as DCTH to assist decoder end 

to decode, it makes encoder decode image macro block 
which has big movement more accurately. 

B. Encoding and Decoding Framework of Distributed 

Video 

Figure 6 is the whole process framework of DCT-R on 

the basis of DCT and ROI distributed video coding 

algorithm, in this article, it used violent motor macro 
block as ROI macro block, and exacted DCT low 

frequency coefficient of ROI macro block to assist 

decoder end to carry on motion evaluation to improve 

decoder end efficiency and quality of decoding image. 
Encoder end uses criterion of macro block SAD to judge 

8x8 macro block for Wyner-Ziv frame, if greater or equal 

to certain specific value, then carrying out macro block 

ROI sign, extracting DCT low frequency coefficient as 
DCT-R algorithm to assist decoder end to decode, and 

doing compression of entropy coding for DCT low 

frequency coefficient; or carrying out LDPC encoding for 

unmarked macro block directly. Encoder end adopts 
traditional intra-frame coding for key frame to assist 

decoder end to decode Wyner-Ziv frame. 
 

SAD 
criterion

Wyner-Ziv 
frame
W

DCT 
transform

quantification
ROI

 judge
LDPC 

encoding

ROI mark

entropy 
encodingthe coefficient of 

low frequency DCT  

The conventional intra frame encodingK

encoding

 inverse 
quantization

IDCT reconstruction
LDPC 

decoding

entropy 
decoding

side 
information

decoding

DCTmotion 
estimation

The traditional intra decoding  

Figure 6.  The process diagram of distributed video coding algorithm 

based on ROI and DCT-R DCT 

If decoder end receives DCT low frequency coefficient, 

then will do bidirectional movement evaluation on the 
basis of DCT for targeted macro block; if decoder end 

doesn’t receive DCT low frequency coefficient, then will 

adopt motor compensated interpolation method to 

generate side information for targeted macro block. 
Utilizing algorithm which proposed in this article to get 

the best side information to decode frame W , and then 

rebuilding, IDCT and inverse quantization to get 

decoding frame W  . 

C. Side Information Generation 

Motion vector strand or fall is vital for side 

information quality which decoder gets, reliability of side 

information which adopts weal motion vector 

interpolation to get decrease, it influences decoding 
image quality straightly. The generated method of side 

information which decoder end adopts can evaluate more 

real motion vector, the more accurate which side 

information gets, the more real which image has been 
decoded. In this article, to carry on interpolation 
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algorithm of bidirectional movement estimation based on 
DCT for ROI macro block, but for macro block which are 

not ROI, to carry on motion compensated interpolation 

algorithm to get the best side information. Supposing 

DCT inverse quantization of ROI is 
[a,b]wH , 

B[a,b]Z  

represents DCT of all possible referential blocks, [a,b]  

is the macro block position in frame, then matching 

criterion in DCT area is as below formula: 

 
[a,b] B[a,b]

,

arg min | ( , ) ( , ) |w

x y S

H x y H x y


 
 

 


（ ）

 (4) 

In formula (4), x , y  respectively represents 

abscissa and ordinate of DCT area, S  represents DCT 

low frequency coefficient which macro block extracted. 

Utilizing criterion of formula 4 is able to find the best 
matching block for ROI, and then calculating its motion 

vector. 

To carry on interpolation algorithm of bidirectional 

movement estimation for ROI macro block, to 

calculate
RB , which ROI macro block 

RB  side 

information. 

First of all, decoder end utilizes DCT coefficient of 

RB  of received ROI macro block, utilizes formula (4) to 

calculate the best matching block 
RB  of previous key 

frame 
PK  and the best matching block 

PB  of latter 

key frame 
FK . 

And then inferring motion vector field 
1(x, y)kv  

which 
RB  relatives to previous matching block 

PB , and 

motion vector field 
2 (x, y)kv  which 

RB  relative to 

previous matching block 
FB . 

The formula derivation for referential side information 

RB  of 
RB  is as below: 

 

2

1 2

1 1

1

1 2

2 2

| ( , ) |

| ( , ) | | ( , ) |

(x ( , ), ( , ))

| ( , ) |

| ( , ) | | ( , ) |

(x ( , ), ( , ))

R

P

F

kv x y
B

kv x y kv x y

B kvx x y y kvy x y

kv x y

kv x y kv x y

B kvx x y y kvy x y

 


  




  

 (5) 

In formula (5), ( , )kvx x y  and ( , )kvy x y  respectively 

represents component product of motion vector field 

( , )kv x y  which ROI macro block relative to best 

matching block in x  and y  direction, finally, let 

referential side information of each macro block form 
into side information of a frame image to assist decoding 

frame W  more accurately. 

D. Side Information of Spatial Correlation 

Homographic matrix using in formula (6), it is a 3×3 

matrix, related views of the two stages is able to use 

coordinate system of this matrix to convert. Supposing 

selecting two nodes of 1V  and 2V , both of them monitor 

same area and adopt transparent motion model, formula 

(7) is mapping transformation which pixel point of frame 

1V  towards pixel point of frame 
2V , the 8 movement 

parameters in formula were got by gradient descent 

method. 

 

2 0 1 2

0 0 0

2 0 0 0

1

x a a a

a a a

y a a a



   
   


   
      

 (6) 

 
2 4 0 1 2 1 6 1 7 1

2 5 3 1 1 1 6 1 7 1

( y ) / ( y 1)

y ( y ) / ( y 1)

x a a x a a x a

a a x a a x a

    
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 (7) 

In formula (6), 
0 1 7, , ...,a a a  is the 8 movement 

parameters,   is ratio parameter. 

 

 
(a) Camera decoding in the fourteen t frame(PSNR=16.53dB) 

 
(b) Lena decoding in the fourteen frame(PSNR=16.42dB) 

Figure 7.  Lena and camera image which are decoded by the proposed 

algorithm 

V. EXPERIMENT TESTS RESULT 

In simulation experiment of this article, handling high 
frequency information of smooth motor area and 

overstated motor area of Wyner-Ziv frame, code rate of 

LDPC encoder uses 7/8 and adopts PEG method to 

generate its check code. After testing, analyzing and 
comparing for different compression rate so many times, 

it’s ideal to take 64 as threshold value of ROI judgment 

rule, choose DC+8AC as DCT-R in DCT low frequency 

coefficient. The adopted GOP value is 2 during process 
of simulation experiment, choosing key frame as odd 

frame and utilizing JPEG standard to handle, Wyner-Ziv 

frame is odd frame, which is K-W-K-W sequence. In 

simulation experiment, it was proposed estimation 
algorithm of DCTH bidirectional movement, 

transform-domain Wyner-Ziv video coding algorithm, 

traditional JPEG coding algorithm, H.263 intra-frame 

coding, H.263 inter-frame coding, and made a 
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comparison of above five algorithms. H.263+ encoder 
end adopted TMN8, JPEG standard adopted Annex K 

[51]. Adopting camera and lena two standard sequences, 

image format is QCIF (176×144), encoding frame 

number is 100 frames, 30 frames each 30 seconds.  
 

 
(a) Camera decoding in the fourteen t frame(PSNR=16.53dB) 

 
(b) Lena decoding in the fourteen frame(PSNR=16.42dB) 

Figure 8.  Lena and camera image which are decoded by the traditional 

DVC algorithm 

Figure 7 and 8 are decoded images in simulation 

experiment of this chapter, adopting this chapter’s 

algorithm and traditional DCV coding algorithm to carry 

on encoding and decoding for vide sequence, and make 
comparisons for image quality of video sequence after 

decoding. PSNR value of frame 21 in figure 7(a) foreman 

sequence is greater than PSNR value of frame 21 in 

figure 8(a) foreman; PSNR value of frame 21 in figure 
7(b) salesman sequence is greater than PSNR value of 

frame 21 in figure 8(b) salesmen. According to 

experiment test and performance comparison, algorithm 

in this chapter is obviously excel than traditional DVC 
coding in same code rate, solving encoding problem of 

larger motion area in images preferably, the algorithm in 

this chapter not only decreases encoding efficiency of 

encoder end, but also increases decoded image quality.  
Figure 9 is the performance comparison for above 

several coding, from there it was getting that encoding 

efficiency of Wyner-Ziv video algorithm is 2dB higher 

averagely than H.623+ intra-frame method, and the 
complexity is lower than H.263+ intra-frame, thus it can 

be seen how obviously the advantage is. However, PSNR 

value of H.263+ inter-frame is excelled than Wyner-Ziv, 

it is because that it utilizes a large amount of calculation 
of inter-frame prediction method while encoding. PSNR 

value which got by adopting algorithm proposed in this 

chapter is averagely 1.2dB higher than Wyner-Ziv 

encoding and decoding system, as the algorithm which 

proposed in this chapter can carry on more accurate 
motion evaluation for relative larger motion area and get 

the best side information. 
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Figure 9.  The simulation results of video coding based on DCT hash 

of Wyner-Ziv 

VI. CONCLUSION 

In this chapter, first of all, simply introducing DVC 

application background and present research status, 

second, from ROI distinguishing algorithm of encoder 

end and generating algorithm of DCT side information of 
decoder end, it proposed new DCT-R distributed video 

coding program and utilized this algorithm to solve 

necessary improved problem for typical program, finally, 

carrying out experiment test, performance test and 
comparison for proposed algorithms which are DVC, 

Wyner-Ziv video coding algorithm, H.263 intra-frame 

and inter-frame coding algorithm, traditional JPEG 

coding algorithm. The result of simulation experiment 
shows that proposed multi-view effectiveness can solve 

the problem preferably, which is decoder end can’t 

accurately decode larger movement area in images, 

improve video encoding efficiency and decoded image 
quality. 
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Abstract—Chip Multiprocessors (CMPs) are adopted by 

industry to deal with the speed limit of the single-processor. 
But memory access has become the bottleneck of the 

performance, especially in multimedia applications. In this 

paper, a set of management policies is proposed to improve 

the cache performance for a SoC platform of video 

application. By analyzing the behavior of Vedio Engine, the 

memory-friendly writeback and efficient prefetch policies 
are adopted. The experiment platform is simulated by 

System C with ARM Cotex-A9 processor model. 

Experimental study shows that the performance can be 

improved by the proposed mechanism in contrast to the 

general cache without Last Level Cache (LLC): up to 

18.87% Hit Rate increased, 10.62% MM Latency and 

46.43% CPU Read Latency decreased for 
VENC/16way/64bytes; up to 52.1% Hit Rate increased, 

11.43% MM Latency and 47.48% CPU Read Latency 

decreased for VDEC/16way/64bytes, but with only 8.62% 

and 4.23% Bandwidth increased respectively. 

 
Index Terms—CMP (Chip Multiprocessors); Memory 

Access; LLC (Last Level Cache); Writeback; Prefetch 
 

I. INTRODUCTION 

In 2005, the computer industry adopted processor 

clock frequency as the primary indicator of processor 
performance. The change reflected the looming problem 

so that the frequency abounded by power dissipation, 

wire delay and the physical properties of CMOS 

transistors impeded the rate of the increase in clock 
speeds. Chip Multiprocessors (CMPs) are adopted by 

industry to deal with the speed limit of the single-

processor. However, the “memory wall” problem is still 

an overwhelming bottleneck in current system 
performance [1] and over 50% clock time on processor is 

spent for memory access [2]. Cache optimization 

mechanism is the only efficient way to alleviate the 
latency. Considering the speed, the capacity and the 

increasing memory bandwidth requirement of the 

increased cores per chip, optimization proposals mainly 

focus on the last-level cache (LLC) [3, 4].  
As the number of the integrated cores in Chip-

Multiprocessor (CMP) designs continues to increase, the 

typically shared last-level cache memory gradually 

becomes a critical bottleneck for the performance. 
Ranging from the early Least Recently Used (LRU) 

replacement policy to the recent optimization policies [5-

8], most of the work mainly focused on two points: when 
or how to replace (or write back) a block, and when or 

how to load (or prefetch) a new one.  

Although statistical methodology has been proposed 

by researchers [9], the high level criterion to evaluate the 
performance is how exquisitely the replacement policy 

depicts the program locality. Work mentioned above is 

universal optimization policy to achieve great 
improvement of the performance. In practice, no policy is 

sufficient to satisfy each of the workload classifications. 

Furthermore, multimedia application is the most widely 

used and the roughest job for processors, especially for 
handheld devices. A new method for optimizing these 

applications was explored in this work on video 

application. 

Our goal in this paper is to design a set of management 
policies to improve the performance of the cache for 

video application. The complete management policies 

include Memory-friendly writeback, multimedia-
intensive prefetch and scheduler of last-level cache. 

Firstly, in modern memory systems, memory-write 

requests can cause significant performance loss by 

increasing the memory access latency for subsequent 
reading requests targeting the same device [7]. Memory-

friendly writeback aims to use idle time to execute useful 

writeback command. Secondly, multimedia-intensive 

prefetch aims to execute useful prefetch by analyzing the 
behavior of video application. Finally, scheduler of last-

level cache aims to manage all the commands (prefetch, 

writeback, critical reading and critical writing). 
We evaluate our Management policies with System C 

on ARM Cotex-A9 processor model. Experimental study 

shows that the performance can be improved by the 

proposed mechanism in contrast to the general cache 
without Last Level Cache (LLC): up to 18.87% Hit Rate 

increased, 10.62% MM Latency and 46.43% CPU Read 

Latency decreased for VENC/16way/64bytes; up to 
52.1% Hit Rate increased, 11.43% MM Latency and 

47.48% CPU Read Latency decreased for 

VDEC/16way/64bytes, but with only 8.62% and 4.23% 

Bandwidth increased respectively. 

II. RELATED WORK 

To the best of our knowledge, little work about LLC in 

multimedia application has been done, especially for 

handheld devices. Restrictions on performance of the 
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processors for handheld devices often include, but not 
limited to [10] cost, power consumption, and 

functionality. Digital audio and video applications call for 

a larger amount of processes, compared with other widely 

used applications for handheld devices. The required 
process rate for compression ranges from 100 mega-

operations per second (MOPS) to more than one tera-

operations per second [11]. Considering the “memory 
wall” mentioned above, efforts which only focus on the 

increase of the speed performance for the processor’s 

frequency, or highlighting multimedia dedicated 

processor can not solve all the problems. On the other 
hand, recent cache optimization proposals [5-8] don’t 

work well enough for the multimedia application. 

Multimedia application has its own characteristics. 
Therefore the methods are discussed to improve cache 

performance on multimedia application. We discuss 

closely related work in prefetch and writeback. 

A. Prefetch 

There have been a handful of proposals for cache 

prefetch algorithms in the literature for the past few years. 
These proposed algorithms can be classified into several 

classes as follows. 

A lot of previous DRAM scheduling policies were 

proposed to improve DRAM throughput in single-
threaded [12, 16, 17], multithreaded [18, 19, 17], and 

stream-based [20, 21] systems. In addition, some recent 

works [22, 23, 24] have provided some methods for fair 
DRAM scheduling across different applications sharing 

the DRAM system. Some of these previous proposals [16, 

25, 19, 22, 23, 24, and 17] don’t mention how to treat 

prefetch requests and demand requests. Our management 
policies are based on these scheduling policies: they can 

be extended to adaptively prioritize demand and prefetch 

requests and to give useless prefetch requests up. 
Other DRAM proposals use two different approaches 

to handle prefetch requests. Some proposals [12, 26, 27, 

and 28] prioritize demand requests over prefetch requests. 

Other proposals [21] treat prefetch requests the same as 
demand requests. Thus, these previous DRAM controller 

proposals handle prefetch requests strictly. Strict handling 

of prefetches can cause significant performance loss 

compared with adaptive prefetch handling. Our work 
improves upon these proposals by incorporating the 

effectiveness of prefetch into DRAM scheduling 

decisions. 
Some previous works proposed execute the prefech 

command based on dynamic information. Our work is 

complementary to these proposals, which are described 

below.  
Lee et al. [14] proposed a new low-cost memory 

controller, called Prefetch-Aware DRAM Controller 

(PADC), which aimed to maximize the benefit of the 

useful prefetches and minimize the harm caused by the 
useless prefetches. To accomplish the goal, PADC 

estimates the usefulness of prefetch requests and 

dynamically adapts to its scheduling and buffer 
management policies based on the estimates. In contrast, 

our mechanism adapts to the selected policy between 

demands and prefetches based on stream prediction, 

because our research is targeting video application. As a 
result, Lee’s proposal can be combined with our prefetch 

scheduling policy to provide higher performance for 

multimedia application. 

B. Writeback 

Much previous work [30, 23, 22] does not take the 
writing interference problems into account. Eager 

writeback [34] is the first work which expands write 

resources by using the LLC to reduce write-induced 

interference. Eager writeback writes back dirty cache 
blocks in the least-recently-used (LRU) position of the 

LLC sets whenever the bus is idle instead of waiting for 

the block to be evicted to reduce the memory traffic. 

However, the scheduling window of eager writeback is 
still limited to the size of the writing buffer. Thus, the 

scheduling decision it makes is still far from optimal.  

Stuecheli et al. [33] proposed a virtual writing queue 
(VWQ) technique. Their technique takes a fraction of the 

LRU positions in the LLC as the VWQ. Dirty cache 

blocks with high locality in the VWQ are written back in 

a batch, therefore improving writeback efficiency. The 
drawback of this technique is that it needs to search the 

dirty cache blocks in VWQ which hit in the same row 

when mapping to the DRAM. Although it uses the Cache 

Cleaner technique to help searching, it still consumes 
significant LLC power and searching time.  

Wang et al. [7] proposed a rank idle time prediction 

driving LLC writeback technique. In contrast to previous 
work [33, 35] which does not exploit rank idle time, the 

technique allows the memory to service writing requests 

during the significant idle rank time. The technique can 

be used with LLC writeback scheduling techniques to 
improve the memory efficiency. 

Based on the previous work, we propose the new 

writeback mechanism. When the memory is idle, the 
writeback command will be executed according to the 

data writeback command and Bank open/close 

information maintained, therefore the best time and 

schedule of writeback will be chosen. 

III. MECHANISM 

A. DRAM Access Background [14] 

An SDRAM system consists of multiple banks which 

can be accessed independently. Each DRAM bank 

comprises rows and columns of DRAM cells. A row 

contains a fixed-size block of data (usually several 
Kbytes). Each bank has a row buffer (or sense amplifier), 

which caches the most recently accessed row in the 

DRAM bank. A DRAM access can be done only by 
reading (writing) data from (to) the row buffer using a 

column address. 

There are three commands which need to be 

sequentially issued to a DRAM bank in order to access 
data:  

1) a precharging command to precharge the row 

bitlines 
2) an activating command to open a row into the 

row buffer with the row address 
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3) a read/write command to access the row buffer 
with the column address. 

After the completion of an access, the DRAM 

controller can either keep the row open in the row buffer 

(open-row policy) or close the row buffer with a 
precharging command (closed-row policy). The latency 

of a memory access to a bank varies depending on the 

state of the row buffer and the address of the request as 
follows: 

1. Row-hit: The row address of the memory access 

is the same as the address of the opened row. 

Data can be read from/written to the row buffer 
by a reading/writing command, therefore the total 

latency is only the reading/writing command 

latency. 
2. Row-conflict: The row address of the memory 

access is different from the address of the opened 

row. The memory access needs a precharging, an 

activating, and a reading/writing command 
sequentially. The total latency is the sum of all 

three command latencies. 

3. Row-closed: There is no valid data in the row 

buffer (i.e. closed). The access needs an 
activating command and then a reading/writing 

command. The total latency is the sum of these 

two command latencies. 
Recent microprocessors employ hardware prefetch to 

hide long DRAM access latencies. If prefetch requests are 

accurate and fetch data early enough, prefetching can 

improve performance. Existing DRAM scheduling 
policies take two different approaches as to how to treat 

prefetch requests with respect to demand requests. Some 

policies regard a prefetch request to have the same 

priority as a demand request. This can significantly delay 
demand requests and cause degradation for performance, 

especially if prefetch requests are not accurate. Other 

policies always prioritize demand requests over prefetch 
requests so that data known-to-be-needed by the program 

instructions can be serviced earlier. One might think that 

it provides the best performance by eliminating the 

interference of prefetch requests with demand requests. 
However, such a rigid policy does not consider the non-

uniform access latency of the DRAM system (row-hits vs. 

row-conflicts). A row-hit prefetch request can be serviced 

much more quickly than a row-conflict demand request. 
DRAM access time is shortest in the case of a row-hit 

[15]. Therefore, a memory controller can try to maximize 

DRAM data throughput by maximizing the Hit Rate in 
the row buffer. Previous work [12] introduced the 

commonly-employed FR-FCFS (First Ready-First Come 

First Serve) policy which prioritized requests such that it 

services 1) row-hit requests first and 2) all else being 
equal, older requests first. This policy was shown to 

provide the best average performance in systems which 

do not employ hardware prefetching [12, 13]. However, 
this policy is not aware of the interaction and interference 

between demand and prefetch requests in the DRAM 

system, and therefore treats demand and prefetch requests 

equally. 

Then the management and scheduling policies of LLC 
are proposed. They are based on the features of memory 

access in multimedia application. The efficient writeback 

command and the inefficient writeback command are 

differentiated and scheduled. Also the writing and 
reading commands are unified scheduling to maximize 

the DRAM efficiency and minimize the writeback 

overhead. 

B. Logic Diagram of Last Level Cache Managment 

In the management and scheduling policies of LLC, in 
order to schedule the prefech and writeback command 

more reasonably, it is necessary for the cache to get 

DRAMC bank open/close information as Figure1 shows. 

The logic diagram of the whole LLC management unit is 
shown in Fig. 1. 

In the logic diagram, Prefech Manager, Writeback 

Collector and Scheduler are designed.  
Prefetch Manager: The Hit Rate of prefetch is very 

critical for the performance of the memory access. So the 

prefetch manager is designed according to the feature of 

the video engine. It makes prediction according to the 
current behavior of the memory access, so that it can 

improve the Hit Rate of prefetch. 

Writeback Collector: The time for writeback is an 

important decision for performance, so a Writeback 
Collector is designed. The collector maintains data 

writeback command and Bank open/close information, so 

the best time and schedule of writeback will be chosen.  
Scheduler: The cooperation of the reading and writing 

operation will reduce the useless memory access and 

decrease the cost. Scheduler is designed to incorporate 

the prefetch command into the writeback command, and 
utilize the cycle of the Bank operation to improve the 

efficiency of every cycle. 
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Figure 1.  Logic diagram of last level cache managment 

Behavior of the Video Engine on multimedia scenario 
has been analyzed when this replacement policy are 

designed. Two replacement methods are proposed in 

these multimedia applications.  

C. Memory-Friendly Writeback  

The sequence diagram of LLC WriteBack mechanism 

is shown in Fig. 2. 
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Figure 2.  Sequence diagram of WriteBack mechanism 

The LLC WriteBack data collector will scan the cache 

memory when the memory is idle. If dirty line is found, it 
will record this line in the table inside the collector with 

the index of DRAM’s Row and Colum, and generate a 

writeback command. Besides, the collector will keep a 
counter for each pending writeback command. This 

counter will calculate the waiting time consumed in the 

buffer. When it hits a threshold once, this command will 

be discarded. 
For each cycle, DRAM queue will update the bank 

open/close information for the LLC. Thus the collector 

could select the most appropriate writing command and 

send it to DRAM queue. The rule to select command is as 
follows: 

1. Page hit command: According to the bank 

information provided by finding a page hits 
command. Because DRAM access time is the 

shortest in page hit case. 

2. Page open command: If there is no page hit 

command, the collector will select a page open 
command. 

3. The command which hits the waiting time 

threshold will be discarded. Because the selection 

will not try to interface the DRAM queue 
efficiency by issuing row-conflict command. 

With the Memory-friendly writeback policy, the 

writeback operation will not bring extra cost of Bank 
open/close, and only will be executed when there is an 

appropriate open bank. In addition to avoiding the 

inefficiency writeback, during the period of waiting the 

scheduler, the same rewriting will be merged to reduce 
the actual times of writeback operation. 

D. Prefetch Algorithm for Multimedia Intensive access 

Prefetch modules issue prefetch command according to 

the prefetch prediction result. We use stream prediction 

style for prediction address. It means that the prediction 
address is the next 64 bytes or 128 bytes address. 

For multimedia intensive scenario, the continuous 

address will appear with high possibility. However, 

because of cache resource limitation, it cannot hold all 
the prefetch data long time enough. It means that some 

prefetch data might not be used before it is written back. 

So only the address which will likely be accessed in near 

future should be prefetched. 
There is a “prefetch manager” inside the prefetch 

module which records the cycle interval of the predicted 

command by each multimedia master. For each master, 
the manager will count the cycles between the continuous 

address for several times and record the maximum cycles. 

If the cycle value is smaller than a threshold, for the 

following reading command the prefetch module will 
issue prefetch command for the very master. 

The procedure is as Fig. 3: 
 

Address

Address + 64

Address + 128 

Address + 196

Address + 196

Cycle > threshold

Cycle < 

threshold,count=1

Cycle < 

threshold,count=2

Cycle < 

threshold,count=3

Start issues prefetch 

command  

Figure 3.  The prefetch algorithm for multimedia intensive 

The matter in prefetch is that invalid prefetch will 

bring extra memory access. Some design mentioned 
above treats prefetch requests the same as demand 

requests, so invalid prefetch will influence the 

performance. To improve the performance and reduce the 

cost of prefeth, prefetch and writeback command are 
united scheduling to ensure the consecutiveness of 

reading/writing. The scheduler is described as follows.  

E. Scheduler for LLC Manager 

Scheduler of the LLC selects one command and sends 

it to DRAM queue manager. There are four kinds of 
commands under scheduler. Besides the writeback and 

prefetch command, there is critical writing and critical 

reading command. These two kinds of commands are 

issued by the cache core controller. Critical reading 
command is issued when a reading miss happened, and 

critical writing command is issued when writing miss 

happened. 
The main purpose of the scheduler is to keep a balance 

between the latency and DRAM efficiency. The 

scheduler performs arbitration under following rules: 

1. Continuous service of read or write until it hit the 
service count threshold. 

2. Critical Read and Write have higher priority than 

prefetch read and writeback command. 

3. Try to issue page-hit command for both read and 
write to maximize the DRAMC efficiency.  

a) The writeback module has provided the most 

appropriate command for current DRAM page 
status. 

b) Prefetch read command mostly is page-hit 

command to the original command. 

With the selected policy of the scheduler, the time of 
page-hit is taken full advantage of and the writeback 

command will not be disturbed in continues reading 

command. Although Critical Reading/Writing command 

JOURNAL OF MULTIMEDIA, VOL. 9, NO. 7, JULY 2014 929

© 2014 ACADEMY PUBLISHER

app:ds:appropriate


which is the most influential for the performance will be 
executed continues, the page-hit writeback and prefech 

will be scheduled to maximum the efficiency.  

IV. METHODOLOGY 

A. System Model 

To evaluate the improvement of CPU reading latency 
of LLC accurately, the ARM Cotex-A9 processor model 

provided by Carbon(TM) Design Systems was chosen. It 

was a highly accurate model with L1 Cache. We ran a 

segment of fake program which behaved like an image 
decoder. The designed bandwidth was 0.275GB/s. All 

modules of the testing platform were developed with 

systemC. The simulation frequency was 40 KHz, i.e., the 

processor's frequency was 40 KHz as seen from the real 
world. All modules of the platform except CPU worked 

at the frequency of 266MHz. The testing platform is 

shown in Fig. 4. 
The System Cache in the figure was the one to be 

evaluated. The MT8320 External Memory Interface (EMI) 

connected to the cache was the DDR controller, whose 

total bandwidth was 8G and whose designed frequency 
was 266 MHz. The controller was a cycle-accurate 

systemC model. Each sub module exchanged data 

through systemC standard TLM interface. The interfaces 

were also cycle-accurate. After compilation, the testing 
platform could be used for simulation. The period needed 

for running one time was 27ms, which was also the 

period used for decoding one frame by the MMTG 
module. We used the standard Video Decoder Engine and 

the standard software running on CPU to decode the 

MPEG4 720P video file in the test. And we evaluated the 

improvement by observing indicators such as Bandwidth, 
Hit Rate, CPU Read Latency and MM Latency. 

The test load was generated by Traffic Generator (TG 

in the figure). Traffic Generator issued the instructions of 
instruction-reading, instruction-writing and data-writing 

according to the configuration file. The time, address 

ranges and total bandwidth of these instructions were 

defined in the configuration file. The configurations and 
effects of the testing traffic generators are shown as 

follows. 
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Figure 4.  The architecture of simulation platform 

B. Metrics 

To measure the improvement of the performance for 

the whole system by LLC optimization, we choose 
Bandwidth, Hit Rate, MM Latency and CPU Read 

Latency as evaluating indicators. 

1. Band Width: the system bandwidth describes the 
system overall spending. 

2. Hit Rate: the Hit Rate of cache embodies 

DRAM's burden. 

3. MM Latency: latency of multimedia 
encoding/decoding, key indicator for the video 

fluency. 

4. CPU Read Latency: very important indicator, 

higher-performance CPU needs shorter total Data 
Path Latency; otherwise, CPU cannot get data 

and cannot reach the real performance. 

We can evaluate the effect of the overall performance 
by incrementing bandwidth burden through the definition 

of Unit Bandwidth Hit Rate (Hit Rate/Bandwidth), Unit 

Bandwidth MM Latency (MM Latency/Band Width) and 

Unit Bandwidth CPU Read Latency (CPU Read 
Latency/Bandwidth). 

V. EXPERIMENTAL EVALUATION 

We analyze the experimental results on the platform in 

this section. To evaluate the results of LLC optimization 
accurately, we use test size of LLC 1MB, 2MB, 4MB and 

8MB, respectively. As shown in Fig. 5(a) and (b), the test 

results of Bandwidth, Hit Rate, MM Latency and CPU 
Read Latency on platform with and without LLC 

optimization are respectively described. The experiment 

uses standard mpeg 720p video files. The light-gray part 

is with LLC optimization technique and the dark-gray 
part is without LLC optimization technique.  

By comparing the two scenarios, we can conclude that 

the performance of cache has been improved greatly after 
optimization. As seen from the results, during encoding 

phase, bandwidth grows by an average of 8.26%, with 

18.87% Hit Rate increased, 10.62% MM Latency and 

46.43% CPU Read Latency decreased, respectively. 
During decoding phase, bandwidth grows by an average 

of 4.23%, with 52.1% Hit Rate increased, 11.43% MM 

Latency and 47.48% CPU Read Latency decreased, 

respectively.  
There are two main reasons for the improvement: 

1. Proposed prefech mechanism analyzes the way of 

memory access and the feature of memory address 
during video decoding phase, improves the Hit Rate 

and avoids too much invalid prefetch. 

2. Memory-friendly writeback mechanism reduces the 

reading/writing operation switching frequency, 
improves the efficiency of cache loading and 

reduces the CPU Read Latency substantially.  

The results shown in the figure can be analyzed 

respectively as follows. Firstly, overall bandwidth did not 
increase much and it means that the system overhead did 

not increase significantly. Secondly, Hit Rate increased 

substantially and it meant that the DRAM loading was 
reduced. Thirdly, CPU path delay decreased significantly. 

This was very meaningful because the high-performance  
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Figure 5.  Experimental results (a) results for 
VENC/16way/64bytes(b)results for VDEC/16way/64bytes 

CPU requested that the delay of entire Data Path must be 
low, otherwise without data the CPU would be idle, 

which claimed that several GHz are useless. Finally, 

Multimedia delay decreased and it meant that the movie 

would be played smoothly. 
Fig. 6 describes performance enhancement per BW 

consumed when the size of LLC is 1MB, 2MB, 4MB and 

8MB, respectively. As seen from the figure, bandwidth 
utilization is improved significantly by using the 

optimization technique.  
 

 

 

Figure 6.  Performance Enhancement/BW(Encode) and 
Performance Enhancement/BW(Decode) 

VI. CONCLUSIONS 

In this paper, we have shown that existing Last Level 

Cache (LLC) optimization technique solves general 

memory access problems. Therefore this work mainly 
addresses video application on SoC, which is a common 

application in handheld devices. 

According to the feature of the video application, we 
have proposed a set of LLC manage policies including 

memory-friendly writeback, prefetch algorithm for 

multimedia intensive access, and unified scheduling of 

the reading/writing command. Memory-friendly 
writeback mechanism chooses the most appreciating 

writeback command according to the Bank info of the 

current memory access, avoiding the inefficient row-

conflict command. Prefetch algorithm improves the Hit 
Rate and avoids too much invalid prefetch. Unified 

scheduling of the reading/writing request insures the 

consecutiveness of the reading/writing request taking 
advantage of the time for the Page Hit, and improves the 

efficiency of cache loading.  

These algorithms have been tested on the SoC 

simulation platform developed by systemC with ARM 
Cotex-A9 processor model. They are able to achieve 

significant Hit Rate improvement (18.87%), MM Latency 

reduction (10.62%) and CPU Read Latency reduction 
(46.43%) with only an average of 8.26% of bandwidth 

increased during encoding phase. Also, they achieve 

significant Hit Rate improvement (52.1%), MM Latency 

reduction (11.43%) and CPU Read Latency reduction 
(47.48%) with only an average of 4.23% of the 

bandwidth increased during decoding phase. 
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Abstract—The technology of three-dimensional 

reconstruction based on visual sensor has become an 

important research aspect. Based on Newton iteration 

algorithm, the improved 3D normal distribution 

transformation algorithm” (NI-3DNDT) is put forward, 

aiming to fix the problem of discrete point cloud registration 

algorithm in poor astringency and being open to local 
optimum. The discrete 3d point cloud adopts one order and 

two order derivative of piecewise smooth functions on 

surface, divides the point cloud space into Cubic grids, and 

calculate corresponding value of the mean and covariance 

matrix. To downgrade algorithm complexity, the Gauss 

function approximation of the log likelihood function is 

introduced, the probability density function parameters of 
3D normal distribution transformation algorithm is 

simplified, and the Hessian matrix and gradient vector is 

solved through translation, rotation relation and Jacobean 

matrix; to make sure algorithm is converged to one certain 

point after a small number of iterations, it proposes that 

Newton iterative algorithm step be improved by employing 

better line search. Finally, the algorithm is put on 
simulation experiment and compared with other ways, the 

result of which proves that the suggested algorithm is able to 

achieve better registration effect, and Improve accuracy and 

efficiency. 

 
Index Terms—Point Cloud Registration; NI-3DNDT; 

Newton Iteration; Line Search; Visual Sensor 
 

I. INTRODUCTION 

With the development of computer-aided technology, 

reverse engineering technology has been widely applied. 
The point cloud technology uses visual sensor, structured 

light camera and other equipments to obtain the target 

data of point cloud [1, 2], and to incorporate point clouds 

of multiple perspectives into a complete point cloud in 
different perspectives of translation, rotation matrix of 

rigid body in space that solved with 3D point cloud. Point 

cloud registration technology is the core technology of 

the three-dimensional reconstruction, and it is also the 
hotspot and focus of research in the computer vision field 

such as virtual reality, simulation design, heritage 

digitization. In addition, a growing number of 
commercial companies (such as Microsoft and Intel) have 

launched low-cost point cloud acquisition equipment to 

develop the subversive model of human-computer 
interaction. The launch of more interactive design 

commercial products has opened up a new era. 

There are three ways of point cloud registration: 

instrument registration, manual registration and automatic 
registration. Automatic registration refers to using 

algorithms or statistical regularity to compute relationship 

of translation, rotation matrix of two point clouds. 

Registration technology has two steps: 1) Pre-match: 
using a simple one-dimensional features, including 

curvature [3], normal [4], tagging method [5], etc., or a 

high-dimensional feature descriptions such as shape [6], 
contour curve [7], and image rotation [8]. The effect of 

pre-matching will affect the result of exact match directly; 

2) exact match, the most commonly used method is ICP 

(iterative closest point) algorithm [9, 10].  
Iterative closest point (ICP) algorithm based on the 

quaternary array is an iterative registration algorithm put 

forward by Bsel and Mckay in 1992 which firstly utilizes 
the Newton iteration method or other searching methods 

to search the corresponding closest point pair in two sets 

of point cloud, then does the iterative operation on the 

objective function based on Euclidean distance and 
finally completes the registration of the three dimensional 

point cloud data. Many productive results have been 

achieved with a lot of researches by the domestic and 

foreign scholars [11]. Almhdie [12] et al. proposed 
Comprehensive ICP algorithm. The process of looking 

for corresponding point registration had introduced the 

concept of search matrix, ensuring the only match by 
search distance matrix, making the convergence rate of 

Comprehensive ICP algorithm quicker and the 

registration results more accurate. Du [13] et al. proposed 

Affine ICP algorithm, which first estimated the initial 
position of point cloud by independent component 

analysis, then registered the point cloud by combining the 

affine transformation and original ICP. Besl and McKay 
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[14] proposed point-to-point registration, while this 
method did not consider the curved shape around the 

point, which was likely to fall into local minimum value 

or the relatively small domain of convergence. However, 

it needed more iterations to converge. Chen and Medioni 
[15] proposed point-to-plane registration to find out the 

minimum value of the tangent plane in the current point 

cloud and the reference point cloud. However, this 
method was difficult to converge when there was a big 

gesture initialization error. Pathak [10] proposed an 

improved ICP algorithm of point-to-plane, which derived 

uncertainty posture parameters through the least squares 
method. Chen [16] et al. proposed an automatic 

registration algorithm based 3D shape modeling. They 

present the Hong-Tan Iterative Closest Point registration 
algorithm. This improved ICP algorithm could achieve 

higher registration accuracy. 

Sharp [17] proposed a kind of ICP registration 

algorithm using Invariant Features (ICPIF) that 
investigates the use of Euclidean invariant features in a 

generalization of ICP registration of range images and 

modified the definition of the distance between two 

points in the original ICP algorithm by linear weights of 
the straight-line distance and image eigenvalues. This 

method is more accurate in the searching of 

corresponding point pairs. 
Du [18] et al. put forward a novel algorithm for affine 

registration of point sets based on ICP algorithm. It 

acquired the estimation of the initial position of point 

cloud through independent component analysis (ICA), 
then used a combination way of affine transformation and 

original ICP for registration. A preferable result of affine 

registration requires better initial registration parameters 

obtained from ICA. Experiment results show that this 
proposed algorithm possesses higher accuracy. 

In view of the problems for the ICP algorithm, Biber 

and Straßer [19] first proposed the application of normal 
transform algorithm (NDT) to 2D registration data. This 

method was of high speed and accurate rate. Biber and 

Fleck [20] et al. proposed probabilistic framework 

algorithm based on NDT algorithm, which matched the 
data points and the probability distribution model. 

Magnusson [21, 22] proposed the registration that applied 

the NDT algorithm to 3D point cloud data, and verified 

that the relative ICP algorithm had higher registration 
accuracy and efficiency, but the convergence of this 

algorithm was unknown. The NDT-based 3D point cloud 

surface was expressed as the number of first derivative 
and second derivative of piecewise smooth function, and 

the smooth function could be optimized with numerical 

optimization algorithm, which could be quickly 

converged. Moreover, the point in reference registration 
point cloud was not directly involved in the match, unlike 

ICP algorithm, which needed a lot of time to search for 

the last collar. In the case of relative poor initial value, 
the registration results of 3DNDT algorithm which has 

improved the efficiency were more accurate. 

II. 3D NORMAL DISTRIBUTION TRANSFORM 

ALGORITHM  

Frequency domain methods utilize the aliasing existing 

in each low resolution image to reconstruct a high Unlike 

the traditional algorithm which uses a single point model, 
the goal of 3D normal distribution transform algorithm is 

to find the maximum of the matched likelihood function 

between a point in the current point cloud and the 
reference point cloud, and it does not use the 

corresponding feature points to calculate and match in a 

registration process, so it is faster than the other 

algorithms. The first step of 3DNDT algorithm is to 
divide spatial point cloud into cubes grid, and one of the 

points in the cube is expressed as 1{ ,..., }nU u u , and the 

mean of each cube: 

 
1

i
i

q u
n

   (1) 

Covariance matrix is expressed as: 

  
1

( )( )
1

t
i i

i
u q u q

n
   


  (2) 

The probability density function of some point like 
' ( )la  in the cube can be expressed as normal 

distribution function: 

 
1( ) ( )

( ) exp( )
2

t
i i

i

u q u q
p u 

  
   (3) 

where in qa  and ( )la  represent the mean and the 

covariance matrix of the cube concluding the ( )ta  point 

respectively. In order to find the gesture of current point 

cloud when the likelihood function has the maximum 

value, assume that the transformation function 

relationship of the space between current point cloud and 

the reference point cloud is ' ( )la , 
sa  refers to a 

reference point that is transformed from the point 0( )la  

in current point cloud with the relation of rotation and 

translation ' ( )la . As the formula shows below, we can 

get the R and T relation ' ( )ta  when the maximum value 

of likelihood function is analyzed. 
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i
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Take the logarithm of the formula above, we can get: 
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1b , 
2b  and 

outlierp  refer to the proportion of expected 

outliers. 

1

1 2

( ) ( )
log( ( )) log( exp( ) )

2

t
i i

i

v q v q
p v c c

  
    (8) 

Likelihood function can be approximated by a 

Gaussian function: 

 
2 2

1 2 1 22 2
log( exp( ) ) exp( )

2 2

v v
c c d d

 
     (9) 

From 0v  , v   and v   , we can get: 

  
1 1 2log( )d c c   (10) 
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The probability density function of 3DNDT algorithm 
can be expressed as the following equation approximated 

by Gaussian function: 

 
1

'

1 2

( ) ( )
( ) exp( )

2
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v q v q
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Score function ( )s   can be identified as the sum of 

probability density function of grid Gaussian of all cubes: 

  '

1

( ) ( )
n

i

i

s p v


  (13) 

III. NEWTON ITERATIVE ALGORITHM FOR SOLVING 

PARAMETER  

A. Hessian Matrix and the Gradient Vector 

Using Newton iterative algorithm to find the solution 

of parameter 
sa  in ( )s  , work out the formula, wherein 

H  and g  are the Hessian matrix and gradient vector of 

( )s  , respectively.     ,   is the increment of 

the current pose estimation in each iteration. 

 ( , )k kv q u q     (14) 
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The gradient vector g  is identified as 
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Hessian matrix is 
2
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R and T relation (0) ( )s    refers to a point in the 

current cloud point 0la  , which is transformed into a 

point 0ua  , through Euler angles ' (0) g    : 

  [ , , , , , ]T

x y zt t t     (18) 

cos cos cos sin sin

( , ) cos sin sin sin cos cos cos sin sin sin sin cos

sin sin cos sin cos cos sin sin sin cos cos cos

x

i i y

z

t

u u t

t

    

            

           

   
   

     
   
       

   (19)

so 
i




 can be solved by the column vector of Jacobian 

matrix J : 
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2

i j 

 

 
 can be calculated by the following matrix: 
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B. Step Update Based on Linear Search 

For step update problems of Newton iteration 

algorithm, we can use linear search algorithm. When the 

linear search algorithm satisfies the sufficient descent and 

curvature conditions, with a given continuously 
differentiable function  , incoming 3DNDT algorithm 

fraction equation into the formula: ( ) ( )ta s   , 

' ( )ta g    . 

For a continuously differentiable function f , and the 

down trend p  of one point x  of the f , we identify the 

function as: 

  ( ) ( )a f x ap    (22) 

[ , )f    , 0a  , so the function ( )a  can be 

identified as: 

  '( ) ( ) (0) (0)a a a       (23) 

  ' ' '( ) ( ) (0)a a     (24) 

For a search range [ , ]l uI a a , there is [ , ]t l ua a a , for 

the update search interval '[ , ]l uI a a  , exists 

[ , ]t l ua a a   , so there exists: 

 '( ) ( ) (0) (0)t t ta a a       (25) 

 ' ' '( ) ( ) (0)t ta a      (26) 

Definition 
ca  is the minimum of cubic interpolation of 

( )la , ( )ta , ' ( )la  and ' ( )ta , qa  is the minimum 

of cubic interpolation of ( )la , ( )ta  and ' ( )la , sa  is 

the minimum of cubic interpolation of ( )la , ' ( )la  and 

' ( )ta . The renewal of 
ta   can be divided into the 

following four kinds of circumstances: 

1) When ( ) ( )t la a  : 

 
, | | | |

0.5( ),

c c l q l

t

c q

a if a a a a
a

a a otherwise


  

 


 (27) 

2) When ( ) ( )t la a   and ' '( ) ( ) 0l ta a   : 

 
, | | | |

,

c c t s t

t

s

a if a a a a
a

a otherwise


  

 


 (28) 

3) When ( ) ( )t la a  , ' '( ) ( ) 0l ta a    and 

' '| ( ) | | ( ) |t la a  : 

 '
, | | | |

,

c c t s t

t

s

a if a a a a
a

a otherwise


  

 


 (29) 

 

'

'

min{ 0.66( ), },

max{ 0.66( ), },

 t u t t t l

t

t u t t

a a a a if a a
a

a a a a otherwise







   
 

 
(30) 

4) When ( ) ( )t la a  , ' '( ) ( ) 0l ta a    and 

' '| ( ) | | ( ) |t la a  , then 
ta   is the minimum of cubic 

interpolation of ( )ua , ( )ta , ' ( )ua  and ' ( )ta . 

According to the theory and methods of optimization, 

ca , qa  and sa  can be defined respectively as: 

 
'

' '

( )( ( ) )

( ) ( ) 2

t l l

c l

t l

a a w a z
a a

a a w



 

  
 

 
 (31) 

 
'

'

0.5 ( )( )

( ) ( ( ) ( )) / ( )

l l t

q l

l l t l t

a a a
a a

a a a a a



  


 

  
 (32) 

 
'

' ' '

( )( ( ) )

( )( ( ) ( ))

l t l

s l

l l t

a a w a z
a a

a a a



  

  
 


 (33) 

 
2 ' '( ) ( )t lw z a a    (34) 

 ' '3( ( ) ( )
( ) ( )t l

t l

t l

a a
z a a

a a

 
 


  


 (35) 

It is concluded, ta     , the renewal of 

algorithm is determined by the following conditions in 

search interval: 

1) When ( ) ( )t la a  , then 
l la a  ,  

u ta a  , the algorithm continue to search. 

2) When ( ) ( )t la a  , ' ( )( ) 0t l ta a a   , then 

,l t u ua a a a   , the algorithm continue to search. 
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3) When ( ) ( )t la a  , ' ( )( ) 0t l ta a a   , then 

,l t u la a a a   , the algorithm continue to search. 

4) Under other circumstances, the algorithm terminates 
the search. 

IV. EXPERIMENTAL RESULTS AND ANALYSIS 

Programs in this paper are all written in C + + 

language, and run in the Intel Core i7-3820QM 2.70GHZ, 
8.0GB of memory. As shown in figure 1, the experiment 

adopts different types of point cloud, and it contains the 

scan data of 360-degree in different perspectives in the 
same room. There are 110,000 data points in each point 

cloud. (The data were downloaded from 

http://kos.informatik.uni-osnabrueck.de/3Dscans) 

A. Example 1 

Take the algorithm in Doctor Magnusson’s paper to 

test in point cloud a1 and a2: The resolution of NI-

3DNDT is 1r  , 0.55outlierp  , 

1 10*(1 ) 4.5outlierc p   , 
2 3

0.55outlierp
c

r
  . 

According to the Newton iterative initialization 

parameter (0) ( )s   , 0la  , 0ua   and 

' (0) g    , the translation, rotation matrix can be 

calculated: 

0.793983 0.447965 0.0110171 2.27322

0.447847 0.794034 0.0116674 0.0730304

0.0150726 0.00549647 0.999871 0.0523041

0 0 0 1



 
 

To test the improved algorithm NI-3DNDT which is 
proposed in this paper, the translation, rotation matrix can 

be calculated: 

 

  
 (a1) Scene 1 (a2) 

  
 (a3) Scene 2 (a4) 

Figure 1.  Different types of 3D point cloud data 
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0.893912 0.448124 0.0103027 2.48265

0.448013 0.893954 0.0114286 0.0755997

0.0143315 0.0056004 0.999882 0.0527146

0 0 0 1



 
 

The error distance of the two kinds of detection 

algorithm are 0.17511 and 0.14543 respectively, and the 

running time of them are 1350ms and 1160ms 
respectively. Therefore, with the detection algorithms in 

this paper, we can get better results. Besides, it has a high 

convergence speed and accuracy registration. Figure 2 
and figure 3 are the comparison of 3DNDT algorithm and 

the algorithm which is proposed in this paper in 

registration time and errors when the three-dimensional 

spatial resolution from 0.1 to 4.5. As shown in figure 2, 
when the resolution range is from 0.7 to 1.5, NI-3DNDT 

obtains a good effect of registration, registration 

algorithm convergence rate is also significantly faster 

than the improved algorithm (about 50ms). As shown in 
figure 3, detection time of these two kinds of registration 

algorithm increases with the improvement of detection 

resolution. 
 

 

Figure 2.  Algorithm detects errors comparison chart based on Scene 

one 

 

Figure 3.  Algorithm matching time comparison chart based on Scene 

one 

B. Example 2 

To test the two registration algorithm in another 
scenario, put the algorithm of Doctor Magnusson’s paper 

in point cloud a3 and a4: The resolution of 3DNDT is 

0.6r  , other experimental conditions are the same as 

the experimental one, and the translation, rotation matrix 
can be calculated: 

0.881566 0.191123 0.0006638 0.1313989

0.191124 0.881564 0.001689 0.347889

0.000329 0.001783 0.999998 0.0006301

0 0 0 1



 

 
 

To test the improved algorithm NI-3DNDT which is 

proposed in this paper, the translation, rotation matrix can 

be calculated: 

0.984268 0.176681 0.000009 0.032258

0.176681 0.984276 0.001173 0.325616

0.000296 0.0011387 0.999989 0.000732

0 0 0 1

  

 


 

 

 

Figure 4.  Algorithm detects errors comparison chart based on Scene 

two 

 

Figure 5.  Algorithm matching time comparison chart based on Scene 

two 

Under the circumstance that the resolution is 0.6r  , 

the error distance of the two kinds of detection algorithm 

are 0.418381 and 0.349911 respectively, and their 
running time are 1210 ms and 1120 ms respectively. 

Registration algorithm proposed in this paper is better. As 

shown in figure 4, when the resolution range is from 0.6 

to 1.0, NI-3DNDT obtains a good effect of registration. 
Registration algorithm convergence rate, about 140ms, is 

also significantly faster than the improved algorithm. 

Compared with scenario one, NI-3DNDT algorithm is 
still obtained good effect of registration when the 

resolution is extreme. Therefore, we should set different 

detection resolutions and step lengths according to the 

type of different scenarios. 
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V. CONCLUSION 

3DNDT algorithm, as a new algorithm of point cloud 

registration, is put forward in recent years. And it has 

attracted more and more attention from the researchers 

because of its high matching precision and convergence 
speed. NI-3DNDT algorithm proposed in this paper is 

simplified in the terms of the parameters of the 

probability density function and improved in view of the 
linear search algorithm. Besides, it updates step length of 

Newton iteration algorithm dynamically, accelerates the 

convergence speed of Newton iteration algorithm, and 

improves the matching precision. Experiments show that 
the algorithm has more effective stability on the point 

cloud in different kinds of scenarios. The algorithm has a 

good performance under the condition of appropriate 
spatial resolution, and it has certain advantages in the 

matching accuracy and matching speed compared with 

existed algorithms. Therefore this algorithm has higher 

application value and theoretical reference value. 
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Abstract—In this study, we address the problem of salient 

region detection. Recently, salient region detection methods 

with histogram-based contrast and region-based contrast 

have given promising results. Center bias is a hypothetical 
characteristic in human vision system which is applied in 

many existing salient region detection methods. In this 

paper, we propose an object-biased Gaussian model to 

refine the histogram-based contrast method and region 

contrast method. The proposed algorithm is simple, efficient, 

and produces full-resolution, high-quality saliency maps. 
We extensively evaluated our algorithm using traditional 

salient object detection benchmark, as well as a more 

challenging co-saliency object detection benchmark. 

Experimental results demonstrate that the proposed 

algorithm outperforms the original global contrast methods 

and other existing salient object detection methods.  

 
Index Terms—Visual Attention; Color Contrast; Saliency; 

Gaussian Refinement 

 

I. INTRODUCTION 

With the development of technology in recent years, 
the data volume of image and video is growing rapidly, 

and the demand for applications based on image and 

video is growing, too. It is a hotspot in computer vision to 

extract effective information from large amount of image 
and video fast and accurately. The principle of human 

visual system could help to solve the problem. Human 

visual system is one of the most complex and efficient 

systems in the world. And Visual attention is the key 
mechanism to guide attention allocation and visual 

cognition in the human visual system. The ability of 

image and video data processing in computer could be 
improved by imitating the visual attention mechanism. 

Visual attention detection is an effective method to solve 

difficult issues in computer vision. 

Saliency denotes the visual uniqueness, rarity or 
surprise and is related to many attributes of image like 

color, gradient, edges, and boundaries. Different facts of 

science tried to find out the principle of this phenomenon. 
Psychologists have studied visual attention related human 

behaviors like change blindness [1], inattentional 

blindness [2] and attentional blink [3]. 

Neurophysiologists have shown that the neurons could 
effectively accommodate themselves to represent salient 

objects better [4]. Computational neuroscientists have 

tried to simulate and explain the attention behavior by 

building realistic neural network models [5, 6]. 

Enlightened by these studies, robotists and computer 

vision scientists tried to solve and implement visual 
saliency in computer systems. 

According to the work by Treisman and Gelade [7], 

Koch and Ullman [8], and Itti et al. [9], the visual 

attention in human system could be divided into two 
stages: scene-driven bottom-up (BU) saliency extraction, 

which is mainly based on the feature of a certain visual 

scene; expectation-driven top-down(TD) saliency 
extraction, which is determined by cognitive phenomena 

like knowledge, expectations, reward, and current goals. 

Usually, the bottom-up saliency extraction is fast, pre-

attentive; while the top-down saliency extraction is 
slower and task dependent. 

We focus on bottom-up data driven saliency detection 

via global contrast. The definition of salient regions that 

capture human’s visual attention is a combination of the 
insights from neuroscience, biology, computer vision, and 

other fields. Based on the bionic model of visual attention 

provided by Koch and Ullman [10], the saliency is 
defined by Itti et al. [9] with center difference of multi-

scale image characteristic. The meaning of salient region 

detection in computer system lies in the ability to allocate 

computational resources for image analysis in priority. 
Recent researches have shown that the bottom-up stimuli-

driven attention models [8, 11, 12] could be effectively 

applied to many application scenarios, including image 

segmentation [13-15], resizing [16], and object 
recognition [17]. 

Cheng et al. [18] proposed two global contrast methods 

to detect salient regions, which is histogram-based 
contrast method (HC) and region-based contrast method 

(RC). HC and RC have shown to give promising results. 

Based on HC and RC method, we propose an object-

biased Gaussian refinement method to improve the 
performance of HC and RC. Center bias is a hypothetical 

characteristic in human vision system which is applied in 

many existing salient region detection methods [19]. But 
most of the methods adopt the center coordinate of the 

input image as the center of center bias. We calculate the 

center of the salient object and make a refinement to 

highlight the salient regions and downplay backgrounds. 
The exemplary effect of our method is shown in Fig. 1.  

The meaning of the object-biased Gaussian refinement 

method lies in the reduction of unnecessary details, small 

features, local features or errors in the background of a 
certain saliency map while keeping salient regions with 
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its high saliency value. As shown in the third row of Fig.1, 
after the refinement, the salient regions retain the same, 

but the background is more clean and simple.  
 

 

Figure 1.  Exemplary results of our methods. The first row are original 
images, the second row are HC and RC results, respectively, the third 

row are object-biased Gaussian refined results HC* and RC*, 

respectively, the last row are ground truth 

In the evaluation, we adopt the benchmark provided by 

Achanta et al. [20], which contains 1000 images with 
binary ground truth in the form of accurate human-

marked labels for salient regions. In order to show the 

effectiveness of HC* and RC*, we adopt another 

challenging benchmark provided by Li and Ngan [21], 
which contains 210 images with binary ground truth. This 

benchmark is used for co-saliency detection, which 

means 210 images are divided into 105 image pairs and 

within each image pair, the salient objects are similar but 
the backgrounds are different. 

The remainder of this paper is organized as follows. In 

Section 2, related works of saliency detection are 
reviewed. In Section 3, histogram-based contrast method 

(HC) and region-based contrast method (RC) are 

presented. In Section 4, the object-biased Gaussian 

refinement method is proposed. Experimental evaluations 
and discussions are presented in Section 5, and Section 6 

is the conclusion. 

II. RELATED WORK 

According to the definition of saliency, bottom-up 

visual attention (saliency) could be broadly classified into 

three categories [22]: fixation prediction, salient object 

detection, and objectness proposal generation.  
Fixation prediction models are designed to imitate 

human eye fixation function [23, 24]. Based on the highly 

influential biologically inspired early representation 

model introduced by Koch and Ullman [10], Itti et al. [9] 
defined image saliency using central surrounded 

differences across multi-scale image features. To extend 

this method, Ma and Zhang [25] introduce a fuzzy 
growing method, and a graph-based visual saliency 

detection algorithm is proposed by Harel et al. [26]. Hou 

and Zhang [27] determine saliency based on phase 

spectrum of the Fourier transform of an image. Zhang et 

al. [28] determine salient image regions using 
information theory. However, as shown by Cheng et al. 

[18], the final saliency maps are generally blurry, and the 

small, local features are often over emphasized, which 

limit these approaches’ applications to the areas such as 
segmentation, detection, etc. 

Salient object detection models aim at detecting and 

segmenting the most salient objects in a scene [19, 29]. 
Achanta et al. [20] proposed a frequency-tuned approach 

to detect salient object. Goferman et al. [30] adopt a patch 

based approach. Cheng et al. [18] proposed a global 

contrast approach to localize and segment salient objects. 
Rahtu et al. [31] propose a saliency detection algorithm 

by measuring the center-surround contrast of a sliding 

window over the entire image. Borji and Itti [32] 
computed global saliency inverse proportionally to the 

probability of a patch appearing in the entire scene. 

Perazzi et al. [33] adopted a filter frame work to produce 

high quality saliency map. We combine global contrast 
method HC and RC with object-biased Gaussian 

refinement to generate high performance saliency maps. 

The corresponding methods are called HC* and RC*. 

Objectness proposal generation methods produce 
category-independent proposals to point out all the 

objects in a certain image [34-36]. Generating rough 

segmentations as objectness proposals has shown to be an 
effective approach [35, 37], while the processing time 

unacceptable. Alexe et al. [34] adopted a cue integration 

model to improve the performance. Zhang et al. [38] took 

oriented gradient feature within cascaded ranking SVM 
method to generate the proposal. Uijlings et al. [36] 

improved the performance by a selective search approach. 

Cheng et al. [22] proposed a simple ,intuitive and fast 

method, resizing the window and using the norm of the 
gradients as a simple 64D feature. 

The pre-attentive bottom-up saliency detection could 

also be broadly classified into local and global schemes 
[18, 39]. Local contrast based methods investigate the 

rarity of image regions with respect to (small) local 

neighborhoods [25]. The saliency is determined by 

dissimilarities at pixel-level. Multi-scale Difference of 
Gaussians [11] or histogram analysis [12] may be taken. 

On the contrary, global contrast based methods evaluate 

saliency of an image region using its contrast with respect 

to the entire image [20]. Specifically, Goferman et al. [30] 
adopt a patch based approach. Wang et al. [40] compute 

saliency over the whole image relative to a large 

dictionary of images. Liu et al. [12] measure center-
surrounded histograms over windows of various sizes and 

aspect ratios in a sliding window manner, and learn the 

combination weights relative to other saliency cues. 

Cheng et al. [18] propose a region contrast-based method 
to model global contrast. Cheng et al. [41] also propose 

an algorithm taking the advantage of soft image 

abstraction. Perazzi et al. [33] decompose an image into 
perceptually homogeneous elements, which abstract 

unnecessary details, to improve salient object detection. 

The evaluation results in label [12] indicate that 

contrast based themes using individual feature are 
difficult to assess. Our work adopts two kinds of contrast 
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methods and refines the saliency maps, aiming at 
highlighting the salient regions and downplaying the 

background separately. 

III. GLOBAL CONTRAST METHOD HC AND RC 

In this section, histogram-based contrast method (HC) 
and region-based contrast method (RC) are discussed in 

details and exemplary results are given. 

A. Histogram-based Contrast Method 

An image histogram is a type of histogram that acts as 

a graphical representation of the tonal distribution in a 
digital image [42]. As proposed in Cheng et al. [18], the 

saliency of a pixel is determined by color global contrast. 

The saliency value of a pixel 
kI  in image  is defined as, 

 ( ) ( , )
i

k k i

I I

S I D I I
 

     (1) 

where ( , )k iD I I   is the color distance metric between 

pixels 
kI  and . The color is computed in the L∗a∗b∗ color 

space. Expand Eq.1,  is represented as, 

 
1( ) ( , ) ( , )k k k NS I D I I D I I    (2) 

where N is the number of pixels in image I. It’s obviously 

that the saliency value of the pixels with the same color is 

the same. Hence, group the pixels with the same color jc , 

and rearrange Eq. 2, we get, 

 
1

( ) ( ) ( , )
n

k l i l j

j

S I S c f D c c


   (3) 

where 
lc  is the color value of pixel , n is the number of 

distinct pixel colors, and 
if  is the probability of pixel 

color  in image I. Exemplary results are given in Fig. 2. 
 

 

Figure 2.  Exemplary results of HC. The first row are original images, 

the second row are HC results, the third row are ground truth 

B. Region-based Contrast Method 

Human pays more attention to those image regions that 

contrast strongly with their surroundings [43]. The image 

is first segmented into regions via graph-based image 

segmentation [44]. Then generate histogram of each 

region. The saliency of region kr  is determined by the 

color global contrast to other regions. 

 ( ) ( ) ( , )
k i

k i r k i

r r

S r r D r r


   (4) 

where ( )ir  is the weighted value of region . In our work,  

is represented as the point number of region 
ir . ( , )rD    

denotes the color distance of two regions. Give region 
1r  

and 
2r  the color distance is defined as, 

 
1 2

1 2 1, 2, 1, 2,

1 1

( , ) ( ) ( ) ( , )
n n

r i j i j

i j

D r r f c f c D c c
 

  (5) 

where 
,( )k if c  is the probability of the i-th color 

,k ic , 

among all 
kn  colors in the k-th region  Exemplary results 

are given in Fig. 3. 
 

 

Figure 3.  Exemplary results of RC. The first row are original images, 

the second row are RC results, the third row are ground truth 

IV. OBJECT-BIASED GAUSSIAN REFINEMENT METHOD 

As shown in Fig. 1, Fig. 2 and Fig. 3, the salient object 
are closed to the ground truth while in the background, 

there are lot of unnecessary details. HC generates pixels 

level saliency map and the same color has the same 

saliency. RC measures the saliency scale of a single 
region. So how to highlight the salient object and 

downplay the background is a valuable issue to be 

addressed.  

Ideally, colors belonging to the background will be 
distributed over the entire image exhibiting a high spatial 

variance, whereas foreground objects are generally more 

compact [30]. We treat the unnecessary details in the 
background as noise and take the advantage of Gaussian 

filter to downplay the noise. 

The first step is to calculate the center coordinate of 

the salient object. With this coordinate as the center of the 
Gaussian model, we could refine the saliency map and 

generate saliency maps with highly differentiated salient 

object and background. 
Borji et al. [19] point that there is center bias in some 

of the saliency detection benchmark. Center bias is also a 

visual phenomenon in human visual system. It is applied 

in several salient region detection methods, and could be 
formulated by Gaussian model, 
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22

2 2
( ) exp

2 2
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yx
G z
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 (6) 
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Figure 4.  Visual comparison of saliency maps on benchmark I. HC* is the refined results of HC method, RC* is the refined results of RC method 

 
Figure 5.  Visual comparison of saliency maps on benchmark II. HC* is the refined results of HC method, RC* is the refined results of RC method 

where,  ,x y   is the center of the Gaussian model. The 

center of the Gaussian model is set to be the center of the 
input image in several applications [45-47]. Although it 

provides promising results, but the center should be 

determined by the content of the image. 

In this work, we adopt the Gaussian model to refine the 
saliency maps generated by HC and RC methods. And 

the center of the Gaussian model is generated by 

calculating the center of the object, which is defined as, 
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i
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j
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i

j

S i
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






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  (7) 

where,  ,i ix y  is the center of each region. 

0.25x H   , 0.25y W   , H and W are the height 

and width of the input image separately. With Eq. 6 and 
Eq. 7, the saliency map could be refined as, 

 ( ) ( )* ( )refinedS z G z S z  (8) 

With Eq. 8, we could generate the refined saliency 

maps, exemplary results of refined HC and RC methods 

are shown in Fig. 1. 

V. EXPERIMENTAL RESULTS AND DISCUSSION 

The evaluation of our method contains three parts. 

First, a visual comparison of HC* and RC* results with 
other existing methods are given. Second, we adopt 

precision and recall curve to evaluate our results with 

other existing results. Third, we evaluate our results via 

F-measure. 

944 JOURNAL OF MULTIMEDIA, VOL. 9, NO. 7, JULY 2014

© 2014 ACADEMY PUBLISHER



0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Recall

P
re

c
is

io
n

 

 

AC

GB

FT

IT

MZ

SR

HC

RC

HC Refined

RC Refined

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Recall

P
re

c
is

io
n

 

 

CA

LC

SR

FT

CO

HC

HC Refined

RC

RC Refined

 
(a) Fixed Thresholding 

RC* RC HC* HC IT AC GB IG MZ SR
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

 

 

Precision

Recall

F-measure

RC* RC HC* HC CO FT CA LC SR
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

 

 

Precision

Recall

F-measure

 
(b) Adaptive Thresholding 

Figure 6.  Statistical comparison with 11 other saliency detection methods using benchmark I (Left) and benchmark II (Right). (a) and (b) are 

average precision and recall curves by fixed/ adaptive thresholding separately 

A. Evaluation Benchmarks 

The results of our methods are evaluated on two 

benchmarks. Benchmark I is provided by Achanta et al. 
[20], which contains 1000 images with binary ground 

truth in the form of accurate human-marked labels for 

salient regions. Benchmark II is more challenging. It is 

provided by Li and Ngan [21], which contains 210 
images with binary ground truth. Benchmark II is used 

for co-saliency detection, which means 210 images are 

divided into 105 image pairs and within each image pair, 
the salient objects are similar but the backgrounds are 

different. Our method is compared with FT [20], GB [26], 

AC [48], IT [49], MZ [25], CA [30], LC [50], SR [27], 

CO [21]. 

B. Visual Comparison 

The visual comparison of saliency maps are given in 
Fig. 4 and Fig. 5 in order to explore the effect of object 

biased Gaussian refinement directly. In Fig. 4, benchmark 

I is adopted and in Fig. 5, benchmark II is adopted. The 
results of refined HC and RC method are also given.  

As shown in the comparison, especially in the 

comparison of HC and HC*, RC and RC*, after the 

object-biased Gaussian refinement, the background 
regions are effective downplayed and the salient regions 

keeps their saliency. Through the visual comparison, the 

proposed HC* and RC* also show better performance 
than other approaches. 

C. Precision and Recall Curve 

According to [12, 18, 20], we evaluate our method by 

calculating its precision and recall rate. Precision 

measures the pixels that are correctly assigned in 

percentage, and Recall measures the salient pixels that are 
correctly detected in percentage. First we adopt fixed 

threshold in the range of [0.255] to generate 

corresponding binary saliency maps. Each binary saliency 

map is assigned to a precision and recall value with 
comparison to the ground truth mask. The resulting 
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precision and recall curve with fixed thresholding is 
shown in Fig. 6(a).  

In the second evaluation, we adopt the image depend 

threshold proposed by [20], defined as twice the mean 

saliency of the image: 

 
1 1

2
( , )

W H

a

x y

T S x y
W H  




  (9) 

where, W and H are the width and height of the saliency 

map S and ( , )S x y  is the saliency value in saliency map 

S within the position . The resulting precision and recall 

curve with adaptive thresholding is shown in Fig. 6(b).  

As shown in Fig. 6(a), our object-biased Gaussian 

refinement method could effectively improve the 
precision of HC and RC in both benchmark I and II. And 

the improvement of HC is greater than that of RC. This is 

because the HC method focuses on histogram and the 

same color has the same saliency, which means there will 
be some small regions with high saliency in the 

background. The salient regions are not that centralized. 

While the object-biased Gaussian refinement method 
could effective downplay this kind of regions. 

As shown in Fig. 6(b), the precision and recall of HC 

are improved in both benchmarks, the recall of RC are 

improved too, while in benchmark I, the precision is 
reduced and recall is improved. The performance of the 

refinement method will be evaluated by F-measure which 

is the combination of precision and recall. 

D. F-measure 

The weighted harmonic measure or F-measure is also 
taken to evaluate our method, which is defined as: 

 
2

2

(1 ) Precision Recall
F

Precision Recall






  


 
 (10) 

Similar to [18, 20, 33] , we set 2 0.3   to weigh 

precision more than recall.  

The resulting F-measure is shown in Fig.6(b). The F-

measure of HC* and RC* are both improved significantly, 
which means the performance of the saliency maps could 

be effective improved via our object-biased Gaussian 

refinement method. 

VI. CONCLUSIONS 

In this paper, we propose an object-biased Gaussian 

refinement method to improve the global contrast method. 

HC* and RC* are proposed to shown the effect. 
Experiment based on two benchmarks are given, 

including visual comparison, precision and recall curve 

and F-measure evaluation. The results illustrate that, our 

object-biased Gaussian refinement method could 
effectively improve the performance existing saliency 

maps generated by global contrast methods. 
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Abstract—With the development of the remote sensing 

technology, high resolution remote sensing images widely 

penetrates into the common people’s life. Traditional 

medium or low resolution image processing method based 

on pixel doesn't meet people’s requirement any more. In 
view of it, this paper puts forward a high resolution remote 

sensing image segmentation method based on the traditional 

watershed algorithm with multiple scales and characteristics 

and introduces two new concepts-wrong waterlogging basin 

and merging array. It firstly improves the immersion 

process of traditional algorithm, then optimizes the wrong 

water logging basin and the merging array of basin, adopts 
the eight immersion neighbors avoiding the wrong division 

based on four neighbors immersion, optimizes the 

multilayer immersion process, segments the high resolution 

remote sensing image with different scales and different 

features, and finally combines the similar regions. The 

simulation experiments show that the improved watershed 

algorithm not only keeps the accurate segmentation effect of 
traditional algorithm, but also has much higher efficiency.  

 
Index Terms—Remote Sensing Image Segmentation; Multi-

Scale and Multi-Feature; Wrong Waterlogging Basin 

Optimization; Immersion Process Optimization; Improved 

Watershed Algorithm 

 

I. INTRODUCTION 

Remote sensing image is the major carrier of the 

remote sensing information. Traditional remote sensing 

information is extracted mainly through the visual 
interpretation by experts of medium or low resolution 

remote sensing image or through computer technology 

based on pixel [1]. Image segmentation is a key step from 
image processing to image analysis and understanding so 

that the segmentation resolution will influence the 

resolution of subsequent analysis and understanding, and 

then influence the human behaviour. Therefore, it is of 
great importance to study the image segmentation, 

especially the segmentation of high resolution remote 

sensing image [2]. 

Many algorithms have emerged in the area of remote 
sensing image segmentation in recent ten years. In 2005, 

Guo et al. improved the segmentation algorithm with 

maximum between-cluster variance, adjusting the profile 
curve of histogram to choose the optimal segmentation 

threshold according to the pixel distribution in the image 

histogram, and effectively setting apart the cross part of 

object and background [3]. In 2010, De R.L. et al. studied 
the watershed algorithm and proposed to add the edge 

information into the watershed so as to detect the 

boundary of the target object, which improved the 

boundary location accuracy [4]. In 2011, Chen et al. put 

forward an improved multi-threshold segmentation 
method based on simulated annealing to find out multi 

optimal threshold to segment the remote sensing image 

[5]. Feng et al. combined the mathematical morphology 

and graph theory and provided a new segmentation 
algorithm, firstly splitting out many micro-region with 

watershed transform and then segmenting these regions 

with Normalized Cut method from a global perspective 
which avoids the over segmentation in watershed [6]. 

Parvathi K and Prakasa P B S provided a pyramid 

watershed segmentation algorithm based on independent 

wavelet transform in 2009 [7]. At the same year, 
Mohamad M A and Ahmad N used fuzzy C-means 

clustering and self-organizing map to segment the remote 

sensing image with complex and changing geographical 

conditions [8]. Li X.F. and other researchers made a 
breakthrough on the segmentation efficiency by putting 

forward a fast remote sensing image segmentation 

method. They adopted a C-V model and wavelet 
transform which doubled the segmentation speed under 

the condition of same segmentation accuracy [9]. In 2010, 

Huang et al. improved the fuzzy entropy algorithm from 

its noise immunity combining the local information [10]. 
Liu put forward a new type of remote sensing image 

segmentation algorithm combining the wavelet transform 

and Otsu, well segmenting the image in noise [11].  

With the development of computer programming 
language, object-oriented thought was introduced into the 

remote sensing image segmentation and developed 

quickly around the world. Especially when a German 
company Definiens developed an object-oriented image 

analysis software eCognition, this kind of image 

processing method was firstly brought to practical use. In 

2010, Wang Z W et al. put forward an adaptive object-
oriented segmentation algorithm, involving five steps to 

realize the segmentation of remote sensing images—K-

means clustering, segmentation initialization, seed point 
selection, region growing and merging. Huang Liang 

made a second development of eCognition software and 

presented a new segmentation method based on Canny 

operator. Nakagawa proposed the varying threshold value 
method, including new concepts, two dimensional grey 

level histogram and two dimensional maximum fuzzy 

entropy etc., effectively using the grey information and 

space information together with fast algorithm to deal 
with the images that cannot be processed by traditional 
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threshold value segmentation methods. With the 
development of image segmentation method, the objects 

of image segmentation become more and more 

complicated from two dimensional to three dimensional 

image, from grey images to color images and 
multispectral images, from static analysis to dynamic 

tracking, and so on. 

However, due to the difficulty of the remote sensing 
image segmentation itself, all of these segmentation 

algorithms don’t make a huge progress and form a 

common theory and evaluation standard.  

In order to ensure the truth of the image segmentation 
and avoid the distortion, this paper put forward a multi-

scale and multi-feature high resolution remote sensing 

image segmentation method. It firstly improved the 
immersion process of traditional algorithm, then 

optimizes the wrong pondering basin and the array 

merger of the basin, and segments high resolution remote 

sensing images in different scales and different features. 
Theoretical study and experiment results show that this 

scheme is feasible. 

II. STANDARD WATERSHED ALGORITHM 

The mathematical model of the simulated immersion 

algorithm is: Suppose ( )I p  represents two dimensional 

grey image function, where p  is the pixel point, 

2

ID Z  is the range of I , 
minh  is the minimum in the 

ID , and 
maxh  is the maximum in the 

ID . 

Definition 1: ( )hT I  is the threshold function, shown as 

follows:  

 ( ) { , ( ) }hT I p I p h   (1) 

Definition 2: If ( )C M  is basin, M  is the minimum 

grey in the basin, then ( )hC M  represents the subset of 

the ( )C M  with the following expression: 

 ( ) { ( ), ( ) } ( ) ( )h hC M p C M I p h C M IT I     (2) 

Definition 3: geodesic distance, if A  is a simple 

connected area, the path P  between two points x  and y  

are completely included in, as shown in fig.1, then the 

geodesic distance is defined as: 

 ( , ) inf{ ( )}Ad x y I P  (3) 

Definition 4: Geodesic influence zone is indicated as 

( )A iiz B  where 
1 2 3, , , kB B B K B  is the connected region 

included in A , then ( )A iiz B  is the pixel set of the 

geodesic distance from A  to 
iB  below 

( 1: , )jB j k j i  , defined as: 

( ) { , 1: , , ( , ) ( , )}A i A i A jiz B p A j k j i d p B d p B       (4) 

Geodesic affected area is shown in fig. 2, 

max( ( , ))2( ) ( ) ( )( ( ))2 1n k k n k n k n kF x y F F F F nh      , 

the pixels out of any geodesic affected area forms the 

skeleton of the influence zones, denoted as ( )ASKIZ B , 

with the following expression: 

 
( )

[ : ]
( ) ( ( )) , ( ) A iiZ Bc

A A A
i l k

SKIZ B A IZ B IZ B Y


    (5) 

 

Figure 1.  Geodesic distance map 

 

Figure 2.  Geodesic affected area 

In order to simulate the immersion process, we take the 

set 
min ( )hT l  to represent the set of the pixel that is flooded 

at first by the “water”, namely the set of the lowest points 

in the basin and the initial point of our recursion 

operation. Here, we suppose 
min min ( )h hX T l  where 

minhX  is composed of the pixel points with smallest grey 

values in the image. It is seen that 
min min 1( )h hX T l , if 

Y  is set as the connection part of 
min 1( )hT l

 , then there 

are three possibilities about the relationship between Y  

and 
minhX : 

 If 
minhY X  , then it is the bottom of the new 

basin in the image. For p Y  , from 
minhp X , 

it is easy to get 
min( ) 1hI p X  ; from p Y , it 

is easy to get 
min( ) 1hI p X  . Therefore, the 

grey value of all the points around Y  that doesn't 

belong to the 
min 1( )hT l

 is larger than 
min 1hX  , 

and we can think Y  as a new basin bottom that is 

pierced and water begin to flood it; 

 (2) If 
min 1hY X    and they are connected, 

Y  is formed by the pixel that has a grey value 

less than or equal to min 1hX   in the basin base of 

minhY X , namely min 1 min( )h hY C Y X  ; 

 (3) If minhY X   and they are not connected, 

then Y  is thought to include the basin different 

from that in the I , named 1 2, , kZ Z K Z . iZ  is one 

of them, and then the basin taking the iZ  as the 

bottom can be written as following expression 
with geodesic affected zone, as shown in fig. 3: 

JOURNAL OF MULTIMEDIA, VOL. 9, NO. 7, JULY 2014 949

© 2014 ACADEMY PUBLISHER



 
min 1( ) ( )h i Y iC Z iz Z   (6) 

Based on three possibilities, the third step of the 

recursion algorithm can be defined as: For different grey 

value,  
Definition 5: Waterlogging basin and watershed, and 

the waterlogging basin of grey image can be obtained 

with following steps: 

 
min min ( )h hX T I  (7) 

min min 1 1 ( )[ , 1], min ( )h h Th I i hh h h X IZ X        (8) 

 

Figure 3.  Three kinds of diagrams 

III. SPEED OPTIMIZATION OF WATERSHED ALGORITHM 

A. Improved Immersion Process 

Definition 6: Suppose point 
curP  belongs to the 

labelled water basin 
labelL . In the improved watershed 

algorithm, if there is no label point in the neighbourhood 

of point 
curP , then the labelled point 

curP  is the new 

minimum area which forms a new water basin. It is 

apparently impossible to label two different basins with a 

point 
curP , thus this new waterlogging basin is called the 

wrong water basin. 

In fast watershed algorithm, when point 
curP  belongs 

to the 
labelL , if 

curP  is close to the water basin 
labelL , then 

curP  is merged into 
labelL , otherwise, there are three kinds 

of spatial relationship between them as shown in fig. 4: 

 In fig. 4(a), if water basin 
labelL  is on top of or left 

to the point 
curP , following the order from top to 

bottom and from left to right, point 
curP will 

surely be merged into 
labelL . 

 In fig. 4(b), if 
labelL  is at the right or bottom of the 

point 
curP , namely 

curP  will be scanned firstly, 

from definition (1) it is known that 
curP  will be 

labelled as wrong waterlogging basin. Because 

we have supposed that curP  belongs to labelL , 

learning from the watershed algorithm, there must 

have a connected path that doesn’t be climbed 

between curP  and labelL . 

 In fig. 4(c), the situation is similar to (b), if B 

point belongs to water basin, but due to the 

discontinuity between B and labelL , then B is 

wrongly labelled as the new minimum zone, 

thereby a wrong basin is formed around point B. 

And then 
curP  will be merged into this wrong 

basin during sequential scanning. 

Among them, (2) and (3) will produce much wrong 

water basins. We list the identification methods and 
correction methods of wrong water basins following. 
 

 

Figure 4.  Spatial relationship diagram point and neighbourhood water 

basins 

B. The Optimization of Wrong Waterlogging Basin 

After sorting, these pixel points are immersed in a 

gradient order from low to high. Therefore, before 

dealing with current gradient order h , all the pixel points 

lower than h  are immersed, namely they are labelled. 

The number of formed water basin is noted as 
minN , and 

a new labelled water basin is marked as 
minN  . The 

number which is 
minN  is right, otherwise, it requires to 

judge, if it is wrong water basin, then it is corrected. 

In 4(c), the neighbourhood of point C has two labelled 

basins, 
oldN  and 

newN , if 
old newN N , then the 

relationship and corresponding treatment can be listed 

into three kinds as follows: 

 If 
minoldN N  and 

minnewN N , it indicates that 

oldN  and 
newN  are right labelled, and point C is 

the watershed. 

 If 
minoldN N  and 

minnewN N , it indicates that 

oldN  is labelled right, 
newN  is a new labelled 

water basin, and when they encounter at the point 
C, they are connected and should be merged into 

one water basin. 

From definition 6, newN  is the wrong water basin and 

should be merged into 
oldN , then 

newN  will be changed 

by oldN . This process is called as the correction process 

of the wrong water basin. 

According to the watershed segmentation principle, if 

curP  belongs to a certain water basin, then it is thought to 

be labelled into the wrong water basin. The immersion 

process always has the similar points like C, thus the 

correction is necessary.  
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 If 
minoldN N  and 

minnewN N , it indicates that, 

both of these basin is new labelled water basin, 

when they meet at the point C where they are 

connected, because 
new oldN N , from definition 6, 

newN  is wrong water basin, then 
newN  will be 

merged into the 
oldN  to be corrected. 

C. Array Merging Optimization of Waterlogging Basin 

The correction process of the wrong water basin is a 

process that adjusts the label of each pixel point to the 

label of its neighbourhood water basin. In Fig. 5(a), each 

label number represents a water basin, 6 is firstly merged 
into 4, and then 4 is merged into 1, which means the label 

numbers of all the pixel points in basin 6 are corrected to 

4 and then 1. The label number in 6 are corrected twice. 

According to definition 6, the immersion process will 
produce much wrong water basin. Therefore, if we 

correct the wrong water basin in time when checking a 

wrong one and change its label number, the merging 
efficiency will significantly low. 

However, in the improved watershed algorithm, it 

doesn’t correct the wrong water basin timely but uses a 

merging array to record these water basins. The step is as 
follows: 

In the merging array [ ]a i j , i  is the label number of 

the wrong water basin, j  is the label number of 

neighbourhood water basin, and equation means merging 
the i  into j . After immersing all the gradient order, 

according to the record of the merging array, the final 

label number of the wrong water basin before merging is 

obtained. 
 

 

Figure 5.  Figure merge array merger process 

In Fig. 5(b), 6 is merged into 1 one-time while it 
requires twice to merge 6 into 1 in Fig. 5(a). The merging 

process is shown in fig. 5: 

 Using merging array to record the correction 
process of each wrong water basin, as shown in 

fig. 5(a). 

 Obtaining the final merging basin of each wrong 
water basin, and merging them according to the 

record condition of merging array. 

 Refreshing the label number of all the pixel 
points in each water basin. The label number of 

the wrong water basin is useless after merging, 

and should be compressed to make the label 
number continuous in the zone after segmentation 

by watershed. As shown in fig. 5(b), the label 

number of 5 is changed to 3 so as to be 
continuous to the 1and 2. 

IV. IMMERSION OPTIMIZATION OF WATERSHED 

ALGORITHM 

A. Immersion Neighboring Optimization  

The improved watershed algorithm mentioned above 
only searches four neighboring points, up, down, left and 

right point during the pixel immersion process, ignoring 

four points in the direction of opposite angles. In fig. 7, 

point 
curP  only searches the 1, 2, 3, and 4 which are not 

labeled while the point C  of direction of opposite angles 

has been labeled into the waterlogging basin N . Actually, 

point 
curP  is close to N , but in the immersion process of 

four regions, point C  is seen as the non –neighboring 

point, and 
curP  will not combined into N , that is, 

curP  is 

in the wrong basin. 
This wrong waterlogging basin is not the one defined 

by the fast watershed algorithm. It cannot be corrected. 
 

 

Figure 6.  The current domain with eight points neighbors 

neighborhood graph 

It is seen that the immersion based on four neighbors 

will divide the neighboring and similar points into 
different regions so as to generate wrong watershed 

algorithm and divide one region in opposite anlges to two 

regions. All these contribute to the increase of 

segmentation region numbers. 
When the four neighbors mode are changed to eight 

neighbors mode, each point in eight neighbors of current 

point is searched in a number order in fig. 7. The point 

curP  be divided into the waterlogging basin correctly as 

long as the neighbor of 
curP  exists the labeled points, 

which avoids the wrong immersion partition based on 
four neighbors. 

B. Immersion Hierachical Optimization  

In standard watershed algorithm, the immersion 

process is usually the layer-by layer immersion that 

immerses a pixel point of a gradient one time. This way 
will divide the neighboring regions with many similar 

characteristics into large number of small regions. To 

improve the over-segmentation in the immersion process, 

this paper put forward the multilayer immersion based on 
the improved watershed algorithm. 

The layer by layer immersion of standard watershed 

algorithm will split out two waterlogging basins A  and 
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B , and W  is the watershed line between them. In the 

double layer immersion, A  and B  will be combined to a 

waterlogging basin, which means two similar neighbors 

are merged into one. 

Suppose 
hN  is the number of pixels of layer h  

through layer by layer immersion. In multilayer 

immersion, if the layer height is set as Num , then 
hN  is 

defined as, 

{ | ( ) }, 0,1,...hN p D h I p h Num Num       (9) 

In (9), 0Num   means the layer by layer immersion, 

1Num   means double layers immersion of h  and 1h , 

and Num n  means the immersion of layer s h , 

1h , … h n . 
 

 

Figure 7.  Immersion process analysis 

In fig. 8, after layer by layer immersion, B  must be 

labeled as a new minimum region, but when the layer 

height is three or more, B  will be regulated to the region 
of A . 

According to the improved watershed principle, the 

gradient level of neighbors of B  is higher than that of B  
in layer by layer immersion, thus B  must be labeled as 

the minimum region and C  forms the watershed of A  

and B . The difference between single layer immersion 

and multilayer immersion is determined by the labeled 

region number after immersion which is noted as 
minN . 

In fig. 8, if the labeled region number of last immersion 

before B  is 
minN , then the value of B  must be larger 

than 
minN , and this is the new waterlogging basin. If the 

immersion process has a condition of C  that have two 

different neighbors. According to definition 1, B  is the 
wrong waterlogging basin. When C  is scanned, wrong 

basin is collected, namely B  is combined into old basin 

A . 

V. MERGING OPTIMIZATION OF THE REMOTE SENSING 

IMAGE AFTER SEGMENTATION 

A. Color Space Transformation 

The transformation from remote sensing image to XYZ 

color space means mapping the pixel points ( , , )R G B  

into ( , , )X Y Z . 

var_ 0.4124 var_ 0.3576 var_ 0.1805

var_ 0.2126 var_ 0.7152 var_ 0.0722

var_ 0.0193 var_ 0.1192 var_ 0.9505

X R G B

Y R G B

Z R G B

     


     
      

 (10) 

In (10), var_ R  is transformed through R , 

2.4(( / 255 0.055) /1.055) 100, 255 0.04045
var_

12.92 / 255 100, 255 0.04045

R R
R

R R

    
 

   

 (11) 

The situation is same to var_ G  and var_ B . 

The transformation from XYZ to LUV color space is 

shown as follows, 

 

1/3 3

3 3

116 ( / ) 16,( / ) (6 / 29)

(29 / 3) ( / ), ( / ) (6 / 29)

n n

n n

Y Y Y Y
L

Y Y Y Y

   
 


 (12) 

 13 ( )nU L u u      (13) 

 13 ( )nV L v v      (14) 

In (14), u  and v  is, 

 (4 ) / ( 15 3 )u X X Y Z        (15) 

 (9 ) / ( 15 3 )v Y X Y Z        (16) 

nY , 
nu  and 

nv  is the white color point at the center of 

the chromaticity coordinates, respectively valued by, 

100nY  , 0.2009nu   and 0.4610nv  . 

B. Similar Region Merging of Segemented Images 

There still exists over-segmentation after the image 

segmentation with improved fast watershed algorithm. 

Due to the uniformity of the inner pixel points in each 
waterlogging basin, the neighboring basins have a certain 

of similarity or a larger diversity. Therefore, an 

appropriate region merging rules can merge the regions 

with higher similarity so as to solve the over-
segmentation problems of the watershed. This paper 

combines the mean chroma value information of the 

remote sensing image and gradient information of two 

sides to calculate the neighboring region similarity. 
When the mean chroma value is close, the chromacity 

of two sides of the watershed must be as little different as 

possible to merge. 
The equation of the neighboring region similarity is 

determined, 

 ( , ) ( , ) ( , )D i j C i j E i j   (17) 

In (17), ( , )C i j  represents the chroma similarity, 

defined as, 

 2 2 2( , ) ( ) ( ) ( )i j i j i jC i j L L U U V V      (18) 

Here, iL , iU  and iV  is the mean value of the three 

components ,L UandV  of all the pixels in region i  while 

jL , jU  and jV  is the mean value in region j  . 

( , )E i j  in (17) indicates the similarity of the gradient 

mean value, defined as follows,  

 ( , ) | |i jE i j     (19) 
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i  and 
j  nis the gradient mean value of the pixels at 

the sides of the watershed between two neighboring 
regions. The more apparent edges the watershed has, the 

more 
i  and 

j  differs, that is, the higher ( , )E i j  will be. 

C. Merging Optimization Based on Spatial Pattern 

Clustering 

The merging method of the similar regions above 

ignores the space region information, which will 
contribute to the wrong region segmentation. Therefore, 

this paper utilizes an algorithm based on fuzzy clustering 

of spatial pattern to realize the merging optimization.  

iR  is defined as the region i , and the distance between 

pixel 
kx  and clustering center 

iv  is defined as, 

 2( , ) ( / )E S

k i ik ikd x v d N d   (20) 

where E

ikd  is the Euclidean distance between them 

(
2|| ||E

ik k id x v  , and 
2| ... ||  is two norm), S

ikd  is the 

spatial distance, N  is grey level, 256N  . 
S

ikd  is determined by the membership of neighboring 

pixel with following expression. Before calculating the 

space distance, the membership of each pixel must be 

determined.  

 

1

1 s

s

rt ttS

ik c

rt tc t

u
d

u











 

 


 
 (21) 

where c  is the expected cluster number;
t  is the 

contribution factor of neighboring pixel; 
rtu  is the 

membership of pixel S  to the r  cluster 
rV , 0 1rtu  . 

According to (21), we acquire the distance ( , )k id x v  

from pixel to cluster center, then the objective function of 

cluster method based on spatial pattern is described as 

follows, 

 
2

1 1

( , ) ( , )
m c

m

m ik k i

k i

J U V u d x v
 

  (22) 

Here, 
1

1,1
c

ik

k

u k n


   . n  is the sample number of 

cluster space; c  is the type of cluster; 
iku  is the 

membership of pixel 
kx ; m  is the weighted factor of 

membership; ( , )k id x v  is the distance between pixel 
kx  

and cluster center 
iv . Therefore, the membership function 

based on these distance features is obtained in following 

expression. 
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1

2

1

1
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


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
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
 (23) 

VI. SIMULATION EXPERIMENT 

In this paper, all the experiments were conducted on 

the computer PC P4 T2310, with1.86Gmemory, 2GRAM, 
Inte182865G graphics card. The experiment environment 

is MAT-LAB6. 5, the image 256 * 256, grayscale256 and 

clustering number 2. Both of the traditional watershed 

algorithm and improved watershed algorithm are used 
and compared for image segmentation in two groups. The 

experimental results are as follows: 

TABLE I.  TRADITIONAL WATERSHED ALGORITHM AND 

IMPROVED WATERSHED ALGORITHM COMPARISON 

Image 

Name 
Algorithm 

Sort by 

time 

Immersion 

time 

Total 

time 

Split 

area 

Fig1 

Traditional 

algorithms 
15ms 235 ms 250 ms 7200 

Improved 

Algorithm 
15ms 15 ms 30 ms 7202 

Fig 2 

Traditional 

algorithms 
16ms 188 ms 204 ms 6831 

Improved 

Algorithm 
16ms 15 ms 31 ms 6832 

Fig 3 

Traditional 

algorithms 
15ms 297 ms 312 ms 4292 

Improved 

Algorithm 
15ms 15 ms 30 ms 4292 

 

In Table 1, the sorting time of two algorithms are 
exactly the same, but the immersion time is largely 

different. The immersion time of improved watershed 

algorithm on the three images is only 15ms, but the 

immersion time of the traditional algorithm is up to about 
200ms, and fig. 3 is even close to 300ms. The total time 

is the sum of the sorting time and immersion time, and 

the total time of improved watershed algorithm is 30ms 

while that of the traditional algorithm is about 300ms. 
The number of split area of the two algorithms are 

basically the same: Fig. 3 has the same number, fig. 1 

differs by two, and fig. 2 differs by one. 
Therefore, it is concluded that improved watershed 

algorithm not only maintains accurate segmentation 

results of the traditional algorithm, but also has much 

higher efficiency. In addition, the immersion time of 
improved watershed algorithm is proportional to the 

image size. 

Then we applied the improved watershed algorithm 

into high resolution remote sensing image. The original 
image is shown in fig. 9. The segmented result with 

standard watershed algorithm is shown in fig. 10. Figure 

11 shows the result of our improved watershed algorithm. 
 

 

Figure 8.  Original image 
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Figure 9.  Standard watershed segmentation algorithm results 

 

Figure 10.  Improved watershed segmentation algorithm results 

From these three figures, it is evident that our imporve 
watershed algorihtm has a more preicious segmentation 

result on high resoultion remote sensing images than 

standard watershed algorithms. 

VII. CONCLUSIONS 

Image segmentation is one of the key parts in the 

computer vision and image processing. This paper put 

forward a multi-scale and multi-feature high resolution 
remote sensing image segmentation method, improved 

the identification method and correction method of the 

wrong waterlogging basin in the watershed algorithm, 

divided the merging conditions of the neighbouring 
waterlogging basins with different labels into three kinds, 

and finally realized and tested this algorithm. Experiment 

results show that this algorithm makes the most use of the 

texture information and multistate information and 

obtains good segmentation effect, which provides 
favourable foundation for the subsequent remote sensing 

image information extraction. 
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Abstract—Today, in the multimedia encoding technology, 

fractal image coding is an effective coding method without 
resolution. The effectiveness is because of the high 

compressing ratio of fractal image coding. But the 

computational complexity of this coding method is so high 

that it needs long encoding time. In this paper, a novel fast 

fractal coding method is constructed to decrease the coding 

time by the capture of primary additional error values. This 

method is a universal algorithm, which is independent of 

image types. First, we abstract the additional error values 
from classic image coding. Then, we present a method to 

abstract the primary error values with a given rule of 

weight. Moreover, the encoding and decoding processes are 

reformed to store the primary additional error values. 

Finally, experimental results shows the improved fractal 

image coding method has higher compressing ratio and 

better effectiveness (signal to noise ratio) than the classic 

algorithm.  
 
Index Terms—Fractal Coding; Image Coding; Primary 

Additional Error; Compressing Ratio; Signal to Noise Ratio 

 

I. INTRODUCTION 

Today, multimedia is used everywhere in the human 
society. But one bottleneck of multimedia improvement 

is that its large size needs more space to apply. In order to 

decrease the size of multimedia, many encoding method 

are presented. In this way, image coding, which is basis 
of multimedia coding, is a highlight in this domain. 

Nowadays, there are many image encoding methods, 

such as discrete cosine transform (DCT) [1], Huffman 

code [2], wavelet image coding [3], etc. Also, there are 
many international standards, which have been presented 

by these coding methods, such as BIG, JPEG, H.263, 

MPEG, etc. 

However, the basic ideas of these image coding 
methods are similar so that the compressing ratios are 

also similarly [4, 5]. So we need a novel thinking to code 

images with higher compressing ratio because of the 

larger images. In this way, fractal image coding is created 
by the self-similar in nature. 

In real world, the geometrical form can be classified as 

two kinds. One is regular and smooth, which can be 

described by traditional geometry. Contrarily, the other is 
rough and anomalistic, which can’t be described by 

traditional geometry. Besides, the natural objects usually 

have rough and anomalistic forms. So a novel subject is 

created to research in this domain, which is called fractal 
geometry [6, 7]. Admittedly, there are much natural 

scenery is fractal, coastline, mountain's shape, stream, 

tree, lightning, etc. Nowadays, when fractal theory is 

combined with computer technology, it becomes an 
interdisciplinary and nonlinear subject. Fractal images 

coding is such a technology in this subject, which 

depends the fractal geometrical form in the images. 

Fractal image coding technology is based on the local 
self-similar of natural images. It uses contractive affine 

transformation (CAT) to iterate a created image to the 

coded image. In fractal coding technology, we only need 

to store the quantization parameters of CAT, whose size 
is much smaller than the original image. In this case, it 

can reach the image compression with higher 

compressing ratio.  

After encoding, decoding is also a novel fast iterating 
process. The existence and uniqueness of the iteration are 

proved by Banach fixed point theorem. It means that we 

can use any image to iterate the original image, and the 

original image is limit of the iteration. So the main 
problem in fractal coding is to find the best 

approximation of CAT.  

So we find that the fractal coding is a finite distortion 

method. It means that we can decrease coding time when 
we decrease part of quality of the coding image. However, 

this method can be applied when the real-time is required 

without quality. But in many domains, both real-time and 

qualities of images are required. So researchers have to 
find faster fractal coding methods.  

In this paper, we decrease coding time by used larger 

element of the coding set. In other word, the search space 

changes to small. In additional, we exact primary errors 
to store in iterating space in order to compensate 

decoding image. In this case, the fast fractal coding 

method both has better coding time and coding quality. 

The remainder of the paper is organized as follows. 
We achieve the additional error value from classic image 

JOURNAL OF MULTIMEDIA, VOL. 9, NO. 7, JULY 2014 955

© 2014 ACADEMY PUBLISHER
doi:10.4304/jmm.9.7.955-962



coding, and abstract the primary error value in Section 2. 
Then, we present the reformed coding process and 

structure in Section 3. It needs to be reformed because of 

the storage of primary errors. Moreover, experimental 

results are presented and analyzed in Section 4. Finally, 
Section 5 summarizes the whole paper. 

II. RELATED WORKS 

First, in year 1988, Barnsley and Jacquin used iterated 

function system (IFS) and Recurrent Iterated Function 
System (RIFS) to code some images [8]. They found that 

the highest compressing ratio is more than 10000:1. In 

year 1992, Jacquin achieved self-adaptive fractal coding 

method in computer [9]. This is the symbol of fractal 
coding, and means the generation of fractal coding. 

Meantime, Monro and Dudbridge presented another 

fractal coding method by used fractal block [10]. Then, 

Bedford et al extended research of Jacquin, and presented 
a fractal coding method for monochrome images [11]. 

Later, Kim and Park presented a coding method of still 

image [12]. They reach the method by fractal 

approximation of the image. Kim et al used fractal coding 
into video sequence [13]. Their research focused on the 

mapping and non-contractive interframe mapping in the 

video. Chang and Kuo presented an iteration-free fractal 

image coding method [14]. Their work is based on the 
designed domain pool. 

After year 2000, due to the requirement of multimedia, 

especially the images, fractal image coding developed 

more rapidly than before. Many researchers studied many 
methods to increase the coding rate and decrease the 

coding time. In 2002, Li et al used fuzzy image metric 

into fractal coding [15]. Lai etc presented a fast fractal 

image coding with kick-out and zero contrast conditions 
[16]. Belloulata used a non-iterative block clustering to 

code subbands [17]. Wang etc researched into no-search 

fractal image coding with a modified gray level transform 

and fitting plane [18, 19]. His team also paid attention to 
fractal coding with wavelet transform [20-21]. 

Meanwhile, Lu etc studied Huber fractal coding with 

fitting plane [22]. Bhayani and Thanushkodi compared 

fractal coding methods of medical image compression 
[23]. Later, there were also some coding methods with 

fractals. Our team reached some results in this area. We 

researched fractal properties in k-M set and use it into 

facial capture [24-25]. 
Fractal image coding has many advantages, such as 

high compressing ratio and independence with resolution. 

However, the coding has high complexity of computation 

and long coding time. It is because fractal coding needs to 
find the best matching block for every input sub-block in 

a large matching set. Admittedly, the result of best 

matching block can be found by global search of whole 
matching set. But the computational cost is too high to 

apply. Though there are many methods are presented to 

solve this problem, these methods are all for special 

application (type of image). So in this paper, a universal 
method is presented to fit all image types when the image 

can be transformed to a matrix. 

III. PRIMARY ADDITIONAL ERROR VALUE 

First, we present the steps of a fractal image coding 

method in Fig. 1. 
 

 

Figure 1.  Processes of fractal image coding 

Then, we present fractal image coding method step by 

step in Alg. 1. 
 

Algorithm 1. Fractal Coding Method 

Input. Original Image       , where n is the size of image I; c is the 

size of each element in coding set      ; f is the size of each element in 

affine set      . 
Output. Encoding file F. 

Step 1.  

To find a partition    of I            
 

 
 
 

  , where           

                       are all true. The size of    is c. 

Step 2. 

To divide I to   . The size of    is f. 

Step 3. 

To select the best affine transformation from all    for each   . Then, 
to store the affine transforming table as encoding file to output.  

Alg. 1 finished. 

 

In order to corresponding to Alg. 1, we have decoding 

method in Alg. 2. 

 
Algorithm 2. Fractal Decoding Method 

Input. Encoding file F, which contains s, o, (x, y), direction where s 

is scaling of luminance, o is offset of luminance, (x, y) is affine starting 

position, direction has eight values (1-8) and denotes the types of 

equilong transformations; iteration time T; c and f are same to Alg.1. 

Output. Decoding image D. 

Step 1.  

For each rectangular area Di with size f as a decoding area, to get the 

corresponding s and o as the affine transforming parameters of this area. 

Step 2. 

For every decoding area Di, to get random image Ri with size c as 

affine image, then affine mapping it to an image with size f by 

corresponding parameters s and o. 

Step 3. 

To collage all rectangular areas to an image D’. Then, let Ri = 

corresponding part of D’, iterating step 1-3 until iterating time =T. 

Step 4. 

To output D’ as D. 

Alg. 2 finished. 

 

Admittedly, there exist errors between D and I for any 

affine transformation. It is because that Eq. 2 is applied to 

instead of Eq. 1 in real application. 

 
 

  
                                       

 
   (1) 

                                       

                      
          (2) 

In Eqs. 1-2, B is the grey level, E is the identity matrix, 

|| || is the vector norm which is usually 2-norm in fractal 

coding. Ri is each affine sub- image, Dj is each pattern 
sub-image, mi is serial number of the best Dj, si is scaling 

of Ri and oi is offset of R i in affine mapping. 
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In this way, we can extract additional error n n from 
Eq. 3. 

                      (3) 

For a general nature image, the value zero in  is 
usually a little. But many values are small. Realistically, 

to ensure the quality of the image by visual angle, we 

don’t interest in those small values in . Meanwhile, in 
order to drop the blocking effect in the decoding image, 

we have to store those error values p and q that p 

locates the edge ep of Dp, q locates the edge eq of Dq and 
ep=eq. In this case, we have an evaluation standard to 

extract the valuable errors from Eq. 4. Then we use and 

named them “additional error values”. 

             
 

   
                       

 
   

               (4) 

In Eq. 4, uk is penalty point which is smaller when k is 

larger. In our method, we don’t think that there is 
blocking effect when k>5. Then, with the sequence of all 

wij by their values, we extract the primary additional error 

values. The number of the primary additional error values 

is d/2, which can be stored in the encoding file with same 
size. Then, we present a fast fractal coding method in the 

following Section. 

IV. A FAST FRACTAL CODING METHOD WITH 

PRIMARY ADDITIONAL ERROR VALUE 

Since we have extracted the additional error values, the 

quality of the decoding image is high enough. However, 

the coding time is still large. So we can use a higher R 

and D with same c/f to decrease coding time. Then we 
can compare the fast coding method to the classic one. 

Assuming that variable parameters of the classic 

method are c and f for a static image with n size, we use 

c1=2c and f1=2f as the parameters of ours. Then, we can 
compute the compressing ratio of the two methods by Eqs. 

5-6, and the coding time of the two methods by Eqs. 7-8 

when assuming the time of one affine mapping is t. 

In these equations,  

            
  

   
 

 
 
  

  

 
  (5) 

         
  

   
 

  
 
 
    

 
  

 
 

 

 
           (6) 

              
 

 
 
 
 
 

 
 
 
  (7) 

           
 

  
 
 
 
 

  
 
 
 

 

  
         (8) 

In this case, we know that we have both higher 

compressing ratio and smaller compressing time with the 

improved algorithm. Then, we present the encoding and 
decoding algorithms in Algs. 3-4. 

 
Algorithm 3. Fast Fractal Coding Method 

Input. Same to Alg. 1. 

Output. Same to Alg.1 

Step 1.  

Encoding F by Alg.1 with parameters c1 and f1. 

Step 2. 

Extracting primary additional error values with Eq. 4 for . The 

number of primary additional errors is 8d2. Its coding rule likes   
     , where (x,y) is the position of errors and pxy is the value of the 

error. 

Step 3. 

Attaching         to F where                     after 

rewrite original position (ex, ey) to        
     . Then, F with 

addition V is the output. 

Alg. 3 finished. 

 

Algorithm 4. Fast Fractal Decoding Method 

Input. F with additional V. 

Output. Same to Alg. 2. 

Step 1.  

Extracting         where               , 

   
       

  
          

           
 

   
. Extracting (ex, ey) with 

            and    
    

  
. 

Step 2. 

Decoding D with same process of Alg. 2. 

Step 3. 

Add P to D by used            . D is the output. 

Alg. 4 finished. 

 

Because the scale of F is               , we 

have that        . It means we have two additional 
dimensions to attach these values. In additional, we 

rewrite (ex, ey) to e, which economizes one dimension. 
Thus, we drop value of the 6th dimension. So the total 

scale doesn’t increase. 

Furthermore, in the decoding period, we spend 

additional time to extract V and e. But these are only 
basic computation, which spends only a little 

computational time. 

V. EXPERIMENT AND ANALYSIS 

In this paper, we use four images as the examples. In 
these examples, the 1st is classic “Lena”, the 2nd is 

named “building”, the 3rd is named “bride”, and the 4th 

is named “windmill”. They are all reformed to greyscale 

images with size 256 256 and presented in Fig. 2. In Fig. 
2, we name these figures in following. Fig. 2a is named 

as “Lena”, Fig. 2b is named as “building”, Fig. 2c is 

named as “bride”, and Fig. 2d is named as “windmill”. 
 

 

Figure 2.  Original images 
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Figure 3.  Decoding Images with both classic and improved method in 

image “Lena” (by six iterated time) 

 

Figure 4.  Decoding Images with both classic and improved method in 

image “building” 

In our experiments, c=8 and f=4. So c1=16 and f1=8. 
Figs. 3-6 show the comparisons of the decoding images 

of these two methods. Fig. 3 shows the comparison of the 

decoding images of image “Lena”. Fig. 4 shows the 

comparison of image “building”. Fig. 5 shows the 
comparison of image “bride”. Fig. 6 shows the 

comparison of image “windmill”. In the sub-figure “a” of 

each figure, we decode the image by the classic method. 

In the sub-figure “b” of each figure, we decode the image 
by the improved method.  
 

 

Figure 5.  Decoding Images with both classic and improved method in 

image “bride” (by six iterated time) 

 

Figure 6.  Decoding Images with both classic and improved method in 

image “windmill” (by six iterated time) 

In fact, we can’t judge which decoding image is better 

by used human vision. So we compute PSNR to measure 

the quality of the two decoding image from Eq. 9. 

               
       

         
  
   

  (9) 

 

 

Figure 7.  Comparison of Additional error values with both the classic, improved method (without primary additional error values), and improved 

method (with primary additional error values) in the image “Lena” 

 

Figure 8.  Comparison of Additional error values with both the classic, improved method (without primary additional error values), and improved 

method (with primary additional error values) in the image “building” 
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Figure 9.  Comparison of Additional error values with both the classic, improved method (without primary additional error values), and improved 

method (with primary additional error values) in the image “bride” 

 

Figure 10.  Comparison of Additional error values with both the classic, improved method (without primary additional error values), and improved 

method (with primary additional error values) in the image “windmill” 

     

     

Figure 11.  Decoding images with each iterated time (1-5) for image “Lena” 

     

     

Figure 12.  Decoding images with each iterated time (1-5) for image “building” 
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Then, we provide Figs. 7-10 to show the comparisons 
of additional error values between the classic method and 

the improved method in these four images. Fig. 7 shows 

the comparison of the additional error values with these 

two methods in image “Lena”. Fig. 8 shows the 
comparison of image “building”. Fig. 9 shows the 

comparison of image “bride”. Fig. 10 shows the 

comparison of image “windmill”. 

Similar to Figs. 3-6, in Figs. 7-10, the sub-figure “a” of 
each figure shows the additional error values with the 

classic method, the sub-figure “b” of each figure shows 

the additional error values of the improved method 

without primary additional error values, and the sub-
figure “c” of each figure shows the additional error values 

of the improved method with primary additional error 

values. First, we know that the sizes of the matrix are 

same because the number of points is 256 256=65536. 
 In these figures, we have that the additional error 

values of classic method are lower than the improved 

method without primary additional error values. It is 
because that the size of divided blocks in classic method 

is smaller than the size in improved method (the mean of 

value is 50~80 and maximum value is 150~200 in the 

classic method, the mean of value is 80~100 and 

maximum value is 200~250 in the improved method 
without primary additional error values).  

TABLE I.  EXPERIMENTAL RESULTS OF CLASSIC FRACTAL 

CODING 

Image 
Coding 

Time (s) 

Decoding 

Time (s) 

PSNR 

(dB) 

Compressing 

ratio 

Lena 1003.496 1.327 30.0933 2.67 

Building 1212.999 1.032 29.0667 2.67 

Bride 1228.219 1.014 25.9097 2.67 

Windmill 1235.142 1.402 28.7373 2.67 

 

However, we also find that the additional error values 

change to 25~40 per point when the primary additional 
error values are added. It means that the primary 

additional error values increase the compressing effect 

indeed.  

TABLE II.  EXPERIMENTAL RESULTS OF FAST FRACTAL CODING 

Image 
Coding 

Time (s) 

Decoding 

Time (s) 

PSNR 

(dB) 

Compressing 

ratio 

Lena 74.134 0.799 31.5946 3.59 

Building 80.497 0.973 30.4684 3.59 

Bride 81.135 0.924 26.8855 3.59 

Windmill 81.775 0.856 31.7594 3.59 

 

     

     

Figure 13.  Decoding images with each iterated time (1-5) for image “bride” 

     

     

Figure 14.  Decoding images with each iterated time (1-5) for image “windmill” 
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In additional, we have the results of the classic and 
improved algorithms in tables 1-2. The two tables show 

the coding time, decoding time, PSNR and compressing 

ratio of classic algorithm of these two algorithms. In table 

1, we find that the coding time is very long (>1000s) 
when it reaches the well PSNR (>25). Though it has short 

decoding time, it can not be used in the real world 

because of the long coding waste. But in table 2, we find 

both the encoding and decoding time are all well enough 
to use in application. 

Then, we compute the ratio of the two methods and 

find they are all nearby 16. Concretely, ratio of Lena is 

13.54 and others are all between 15 and 16. It validates 
our conclusion of coding time in Eqs. 5-8. Furthermore, 

the ratio of “compressing ratio” of the two is 0.744. It 

also validates our conclusion of compressing ratio in Eqs. 

5-8. 
In additional, we show the decoding image of the four 

original images for each iterated time 1-5 in Figs. 11-14. 

The upper sub-images of each figure are all decoding 

with the improved algorithm, and the lower sub-images 
are all with the classic algorithm. In these figures, we 

have that the decoding image of improved algorithm is 

better than the classic algorithm when the iterated time is 

more than three. 

VI. CONCLUSION 

In this paper, we present a fast fractal coding method 

with primary component analysis of additional error 

value. We extract the primary additional error value and 
store them into encoding file. We also improve structure 

of the encoding file in order to store the error value. 

Moreover, we change the decoding rule of the improved 

coding method to add the error values to the decoding 
image. Finally, we use some images to experiment. The 

experimental results show that the fast fractal coding has 

higher coding speed and better “signal to noise ratio”. 
 

 

Figure 15.  The encoding images of the four original images 

In future, our work will pay attention to microcosmic 

coding rule. We project that we will construct a novel 

storage rule to decrease space of additional error value. 
We also project that we will construct a rule of indemnity 

by fuzzy set. Another area we want to study is to use 

parallel environment to increase coding time [26-28].  

Another work will be the encryption with fractal 
coding. In Figs. 15, we have presented the encoded 

images of these four images. Fig. 15a is corresponding to 

“Lena”, Fig. 15b is corresponding to “building”, Fig. 15c 

is corresponding to “bride”, and Fig. 15d is 
corresponding to “windmill”. In Fig. 15, we find that the 

encoding image is so confusing to the original image. So 

we will use this technology into encryption in future. 
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Abstract—Nowadays, multimedia, especially video, is used 

widely in many domains. But camera lens are easily stained 

because they are always outside, such as in traffic and 

monitoring. Admittedly, the video from these cameras is out 
of action because it cannot provide clear frames. In this 

paper, we provide a detecting method from video with 

background restructure. This method is presented to detect 

stains in video. Firstly, the first video frame is used as a 

pseudo-background because original cameras are clear with 

no stains. Then, background is constructed by the pseudo-

background and the continuous frames which are from the 

video. Moreover, with training in the frames, we restructure 
background by dropped moving objects in it. Finally, after 

background restructured, we detect stains in camera lenses 

by the restructured background, and provide positions of 

stained area. Experimental results show its robustness and 

practicability.  

 
Index Terms—Background Restructured; Background 

Robustness; Stain Detection; Video Stain; Practicability 
 

I. INTRODUCTION 

Nowadays, with development of information 

technology, network cameras are used widely in many 

areas. Today, it becomes an important application in 
many domains, e.g. military affairs, national defense and 

so on [1-2]. It uses background and current frame to 

detect stains on cameras. Nowadays, we always use 

background subtraction method to detect camera stains 
[3]. But a major problem in this method is that the camera 

must recognize the stability of all extra objects in video. 

It is because that moving objects and stains must be 

separated. So we must track trajectory of all moving 
object, and then gain stains in a video. So in this paper, 

we restructure background with a method fusing 

background subtraction method and temporal difference 

method, and then track trajectory and detect stains. 
When we use background subtraction method to catch 

moving objects, we must construct a pixel model of 

background at first. In this paper, we use temporal 
difference method to restructure the background by 

comparing differences in continuous three frames [4]. In 

fact, its computation amount is small for background 

subtraction method and its accuracy is well enough for 

temporal difference method. It has robustness with 

transformations of illumination, noise and other nature 
characters.  

The threshold of differences in continuous frames is 

key matter of temporal difference method. Moreover, a 

moving object is detected when differences are larger 
than the threshold. This method is robustness with 

transformations of illumination and shadow. But the 

threshold needs to select well, otherwise, there will be 

large void or miss object when threshold is too large and 
large noise when threshold is too small. However, this 

method cannot treat those objects which stay at a position 

for a long time, and it do not process well when 

movement is not uniform [5-6]. 
Nowadays, there are lots of study of moving tracking 

and capture in many areas [7-9]. But there is no suitable 

way to solve stains in videos. So in this paper, we put 

forward a new tracking and detection method without 
origin background. In our opinion, we detect stains in 

cameras by avoided moving objects with or without 

movement. So in our method, we use temporal difference 

method to restructure background at first. Then we detect 
stains by using background and moving trajectory.  

In the following sections, we present our work in the 

following order. 

At first, in Section 2, we present our method and 
model, which using background restructuring method by 

temporal difference and mathematical morphology 

method. 

Then, in Section 3, we further track trajectory by using 
background restructured, and then we find those static 

trajectories and separate stains where they were moved 

before. 

Moreover, in Section 4, we use experimental result to 
validate robustness and practicability of our method. 

Finally, in Section 5, we summarize this paper. 

II. BACKGROUND RESTRUCTURED 

A. Temporal Difference Method 

In this paper, we use temporal difference method to 

detect points of background by Eqs. 1-2 and inequation.3. 
Firstly, we create a function G i,j to compute difference for 
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two continuous frames Xi-1 and Xi. Then we use another 
function Bi,j to show if there are moving objects in these 

frames. Next, when applying In(x) as pixel gray of nth 

fore-frame and Tn(x) as threshold, we consider pixels z is 

moving when it fits Inequation.3 and not when contrary. 
So when the moving objects moves between frames, we 

can train to find all background points. Flow chart of 

background training is shown in Fig. 1. 

                                   (1) 

               
  
  
                              

         
 (2) 

  
                     

                     
  (3) 

 

 

Figure 1.  Restructure background with training 

B. Restructuring Method of Background 

When an object moves, there are some shaded points 

of background displayed. With our restructuring method, 

we find these static points and put them into a new frame. 

This new frame can be called restructuring background. 
Then, we train frames of a video some time to fill the 

restructuring background. Admittedly, points of 

background are changed when there are changes of 

illumination, wind (mainly outside) and other elements.  
As we known, the movement and environment are 

usually unpredictable. For example, intense movement 

can bring sharp or fuzzy border and strong illumination 

and elastic deformation also shows negative detection. It 
means that this problem is also in the background we 

restructured. So we need to use some methods to 

compensate the background we restructured. 

In fact, we need to modify its structure when we take 
clear and complete background. In our work, we use 

mathematical morphology to modify the background. 

Specifically, we use erosion to fill small hole and dilation 

to remove isolated noise. To use them in special order, 
we get opening and closing operation derived from 

erosion and dilation. 

When we call Bz as translation of structure element B, 

we use Eq. 4 to give the dilation. Form Eq. 4, we have 
that dilation Xd is a set construct with all points, which 

makes Bz and X are not empty set. Furthermore, with this 

expanded process, the exchanged result expands 

background and fills empty holes in Xd. So we use Eq. 4 

to reduce empty holes in background and initialize it to a 
connected domain. 

           (4) 

Oppositely, erosion is such a set construct with all 

points z, which makes Bz is a subset of X. We use E.q.5 

to express it. Erosion is a process of shrink transform to 

remove boundary points. The exchange result Xe expands 
empty holes and shrinks background. In this way, we use 

erosion to remove isolated noise point actively. 

           (5) 

Generally, both erosion and dilation are irreversible 

operations. It means that the result always differs to X 

when we transform X by using Eqs. 4-5 step by step. 
Then, when we use Eq. 4 at first, then use Eq. 5, we have 

the result Xo in Eq. 6. In contrary, when we use Eq. 5 at 

first, then use Eq. 4 behind, we can have another result Xc 

in Eq. 7. 
In Eq. 6, we find that this presented novel 

morphological transformation is an opening operation 

because Xo is constructed by the set of Bz, which is 

translation of B. Otherwise, it always smooth border of 
the exist background, and it removes small sharp or 

isolated points. Furthermore, it sharpens angles, 

disconnects limited gaps and removes thin tips.  

Then, with same analysis, we know Xc is an closing 
operation from Eq. 7. It transforms X by dilation firstly 

and erosion secondly. In this case, Xc is a complementary 

intersection set of all translations Bz, and it outside X. We 

use this morphological transformation to smooth border, 
remove limited gaps and long thin blanks like opening 

operation. Moreover, it removes small holes and fills 

boundary ruptures. 

                   
          (6) 

                      
          (7) 

So, in the next step, we execute several 

transformations by Eqs. 6-7 to reach continuous 

background. Then, with both temporal difference method 

and morphological transformations, we restructure the 
background by trained several frame teams. 

III. STAINS DETECTION AND TRAJECTORY TRACKING 

METHOD 

With background restructured, we can detect stains in 
monitoring videos. In fact, the background is static in 

monitoring cameras. So we research in differences of 

frames with fixed distance. Then, we compare static area 

without background and then use morphological 
transformations to process. We detect a stained area and 

send administrator messages when area of one static 

region is more than a threshold. 

But this process has shortcomings. For example, there 
is a video for a part of a classroom, and original 

background is an empty desk. Then someone puts a book 

on it. This will lead to a wrong detection because the 
book is detected as a stain. So we should use trajectory 

tracking method in our method [10-11]. We track 
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trajectories of all moving objects with their differences 
are less than a threshold in continuous frames.  

We use E.q.8 as basic shift formula [12]. 

        
 

 
              (8) 

where 

                          
It is known that a point is more effective of statistic 

characteristics estimation x when it is nearer to x. So we 

use distance into Eq. 8, and give an improved tracking 
method with Eq. 9. 

       
                    
 
   

              
 
   

  (9) 

Then, to set them in kernel function we have E.q.10 to 
describe the trajectory, and Eq. 11 must be a maximum 

likehood of Eq. 10. So we use Eq. 12-13 to give the final 

tracking method by simplified formulas. 
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In this way, we research features of the stains, and find 

a difference area is a stain where it is a static object 
which differs to background and it is appeared suddenly. 

In other words, this static object is not appeared in 

previous frames sequence. Therefore, this kind of objects 

is probably a stain. Admittedly, camera movement is also 
detected as a stain. In fact, this step is possible because 

our final objective is to find all cases that makes monitor 

cannot photo/film what we need. 

The process of the novel method is shown in Fig. 2. 
 

 

Figure 2.  Process of the novel stains detection method 

IV. EXPERIMENT AND ANALYSIS 

The first experiment is moving object capture from a 

video which is filmed outer of my office window by a 

camera. The background is full of noises because of wind 

and illumination. We show some images caught from 
video in following figures. Upper left of each image is 

filmed time. The form is yyyy-mm-dd hh-mm-ss. At first, 

we give our restructured background in Fig.3. We train it 
for a short time that there are some static cars are detected 

as background. It is because they do not move after we 

film our video. Then, we stain the camera lens in Fig.4-7. 

We use soil on the camera to simulate stains on it. 
Moreover, we use the stained camera to film another 

video and have some frames from it, which are shown in 

Fig. 4-7 by time sequence.  
 

 

Figure 3.  Original background outside 

  
a                                               b 

  
c                                               d 

Figure 4.  Stained video frames 

In this way, we use the stains detection method to 

process these frames of the video and the results are 

shown in Fig. 5. 
 

  
a                                               b 

  
c                                               d 

Figure 5.  Stains detection of stained video frames 

Then, we use some video fragment from websites to 

validate our method [13-15]. Unfortunately, we do not 

find videos with stains. So we use a stain randomized 
algorithm to create stains for these videos, and then add 

these stains into these videos separately. Original frames 

of these videos are shown in Figs. 6-8.  
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a                                              b 

  
c                                              d 

  
e                                              f 

  
g                                              h 

Figure 6.  The first monitoring video fragments 

  
a                                              b 

  
c                                              d 

  
e                                              f 

Figure 7.  The second monitoring video fragments 

  
a                                              b 

  
c                                            d 

Figure 8.  The third monitoring video fragments 

The corresponding stained frames are shown in Fig. 9-

11.  
 

  
a                                              b 

  
c                                              d 

  
e                                              f 

  
g                                              h 

Figure 9.  The first stained monitoring video fragment 

Moreover, the stains we created are shown in Fig. 12. 

Fig. 12a is the stain for the first monitoring video, Fig. 

12b is the stain for the second monitoring video, and Fig. 

12c is the stain for the third monitoring video. 
 

    
a                                              b 

  
c                                              d 
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e                                              f 

Figure 10.  The second stained monitoring video fragment 

  
a                                              b 

  
c                                            d 

Figure 11.  The third stained monitoring video fragment 

 
a 

 
b 

 
c 

Figure 12.  Three stains 

 

Figure 13.  The first background 

Then, we use our stains detection method in these 

videos, and get the background of all videos in Figs. 13-

15. Meantime, I have to say that we cannot process 
displayed time on top left because the time changed tinily 

that we cannot detect time as moving or static object. We 

can only treat them as background. 
 

 

Figure 14.  The second background 

 

Figure 15.  The third background 

Meanwhile, we reach the moving trajectories of these 
three videos. They are shown in Figs. 16-18. 
 

  
a                                              b 

  
c                                              d 

  
e                                              f 

  
g                                              h 

Figure 16.  Trajectory tracking in the first stained monitoring video 

fragment 
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a                                              b 

  
c                                              d 

  
e                                              f 

Figure 17.  Trajectory tracking in the second stained monitoring video 

fragment 

  
a                                              b 

  
c                                              d 

Figure 18.  Trajectory tracking in the third stained monitoring video 

fragment 

 

Finally, we reach the stains of these three videos. They 

are shown in Figs. 19-21. 
 

  
a                                              b 

  
c                                              d 

  
e                                              f 

  
g                                              h 

Figure 19.  Stain detection in the first stained monitoring video fragment 

  
a                                              b 

  
c                                              d 

  
e                                              f 

Figure 20.  Stain detection in the second stained monitoring video 

fragment 

  
a                                              b 

  
c                                              d 

Figure 21.  Stain detection in the third stained monitoring video 

fragment 

V. CONCLUSION 

This paper puts forward a stain detection method in 
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network monitoring video with background restructured. 
In this paper, we restructure background by using both 

temporal difference method and morphological 

transformations. Then with the trained background, all 

moving trajectory and static trajectory are detected. 
Moreover, with stain detection method, we separate static 

trajectory to stains and static objects with movement. 

This judgment is given by detecting if these objects were 

moved before in the video. This method is antinoise when 
we set a threshold to separate moving fragments and 

noise. Admittedly, these noises may be created by any 

condition, e.g. illumination and wind. Finally, we process 

experiments to validate our method. Experiment results 
show its positive computational complexity, accuracy and 

robustness. 
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Abstract—With the increase of data volume and visitor 

volume, the website faces great challenge in the environment 

of network. How to know the users’ requirements rapidly 

and effectively and recommend the required information to 

the user becomes the research direction of all websites. The 

researchers of recommendation system propose a series of 
recommendation system models and algorithms for the user. 

The common challenge faced by these algorithms is how to 

judge the user intention and recommend the relevant 

content by little user action. The paper proposes the user 

situation awareness and information recommendation 

system based on fuzzy clustering analysis and fuzzy 

cognitive maps, and verifies the validity of the algorithm by 

the application to recommendation site of academic thesis.  
 
Index Terms—Recommendation System; Fuzzy Cognitive 

Map; Fuzzy Cluster 

 

I. INTRODUCTION 

Recommendation system started from electronic 
commerce, which mainly solves the problems of 

information overload caused by rapid expansion of 

Internet scale and application range [1, 2]. According to 

[3], recommendation system uses electronic commerce 
website to provide merchandise news and suggestion to 

help the user buy products and simulate salesmen to help 

the client to complete purchase process. With the coming 

of big data era, the mainstream search engine and data 
index service can’t meet increasing individualized 

information requirements of network user. And realizing 

individualized recommendation for every user has 

become the research focus of data mining technology, 
data fusion and e-commerce.  

Recommendation algorithm is the core of 

recommendation system. The mainstream 

recommendation algorithms include content 
recommendation, collaborative filtering recommendation 

and knowledge recommendation. The database structure 

established by most algorithms is a series of set structure 

of traditional mathematics. The correlations between data, 
and the mapping relation between data and category is 

too simple and qualitative, especially when it relates to 

the concept of fuzzy semantic word, the correlation 

between data lacks of scientific description. For example, 
some recommendation systems realize recommendation 

according to the match of user retrieval word and the 

established key lexicon, and the systems make 

recommendation unsuccessful because of vocabulary 

limitation of key lexicon and training deviation. On the 

other hand, with the deep intersection and combination 

between subjects, there are many words appearing in 
many fields, which is difficult to complete effective and 

reliable recommendation behavior by keyword match, the 

reason for which is the correlation between words, 

especially the quantitative correlation is not emphasized 
and described fully.  

Introducing the idea of fuzzy logic into 

recommendation system can effectively solve the 

problems. Literature [5, 6, 7] introduces some application 
of fuzzy clustering analysis algorithm. Although many 

recommendation algorithms use fuzzy clustering analysis 

and achieves some results, but most of them use 

collaborative filtering idea [4]. And the key is to classify 
the users according to the user behavior and predict the 

preference of the present users according to the interest 

model of similar users, which causes the following 

problems.  
1. It needs to acquire enough user information and user 

behavior to realize effective recommendation.  

2. The information structure in database is simple and 

mechanical, and lacks of description based on fuzzy 
logic.  

Therefore, the paper establishes a recommendation 

system of academic paper based on fuzzy clustering 

analysis and fuzzy cognitive maps, uses fuzzy clustering 
analysis to quantitatively describe the correlation between 

lexical semantics. The algorithm of analyzing user 

interest uses fuzzy cognitive mapto figure out qualitative 

distribution of user interest and quantitative interest 
degree according to much less user information compared 

with these systems mentioned above. Fuzzy cognitive 

mapconverts the original tree structure between discipline 

classification and key words into mesh structure, 
describes the correlation between interdisciplinary and 

the map of a key word corresponding to many discipline 

classifications, and provides iterative operation function 

for reasoning and states evolution, for realizing effective 
recommendation.  

The implementation process of the system is as follows. 

Firstly, key words are selected for discipline 

classification, and the frequency of each key word is for 
statistics. Then, AFS fuzzy clustering analysis algorithm 

is used to process the key words and discipline 

classification in database, which gets fuzzy description of 

each classification. And the quantitative correlation value 
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between discipline classifications and the correlation 
value between each key word an each discipline 

classification is achieved according to fuzzy description, 

which establishes net data structure. Lastly, according to 

input information of the user, the related discipline 
classification is screened out in net data structure. Fuzzy 

cognitive map is used to compute the screened key words. 

And the papers with key words in database are 

recommended to the user.  
Compared with the existing recommendation systems 

based on collaborative filtering algorithm, the 

recommendation system based on fuzzy clustering 

analysis and fuzzy cognitive map established in the paper 
has the following innovation points. Firstly, fuzzy 

clustering analysis introduces the view of information 

entropy theory. The information content and information 

structure in database received quantitative description, 
and the tree data structure is converted into net data 

structure, which prepares for effective recommendation. 

Secondly, the model firstly applies fuzzy cognitive map 

to recommendation system. Fuzzy cognitive map has 
evident advantage for processing data structure with 

quantitative association, so the method is suitable for net 

data structure of the model based on fuzzy clustering 

analysis. Thirdly, most algorithm processes of the model 
are completed in previous preparation and feedback 

training process. The algorithms executed by the 

recommendation system from input information to 

recommendation results are very easy, which can ensure 
to use fewer resources to get recommendation results in a 

shorter time.  

II. FUZZY CLUSTERING ANALYSIS 

The paper uses fuzzy logic clustering algorithm to 
realize the above fuzzy clustering process. Compared 

with the previous fuzzy clustering algorithm, the 

algorithm integrates information entropy theory.  

Fuzzy logic clustering algorithm firstly needs to collect 
the relevant data sample to acquire fuzzy description of 

samples, the objective of which is to expand a sample to 

be a concept of set to evaluate the correlation between 

samples.  
And the sample data is divided into two conditions.  

1. A data sample is a discipline classification of the 

bottom. The property of sample is a series of relevant key 

words, and the attribute value is the frequency of key 
words.  

2. A data sample is a key word. The property of sample 

is a series of relevant discipline classification, and the 

attribute value is the frequency of key words in 
classifications.  

Fuzzy description of samples is the description with a 

certain threshold on a sample based on fuzzy set theory. 
Ideal fuzzy description on a sample can make the fuzzy 

description of similar sample attaching to the sample 

great, and make the fuzzy description of non-similar 

sample attaching to the sample small.  
And a threshold is needed to classify the samples 

according to the degree of the sample attaching to fuzzy 

description. The original sample set is converted into the 

set of classification, and the same method is used to make 
weighting fuzzy description on every classification. And 

the original samples are used as the elements, and the 

classification is used as the set to analyze and evaluate 

the subjection degree, which can determine the 
classification of the sample.  

Literature [8, 9, 10 and 11] introduces AFS fuzzy 

clustering analysis algorithm integrating information 

entropy theory. As FCM to be established consists of a 
series of key words and discipline classifications, and the 

frequency of key words can be achieved by statistical 

samples, which meets the characteristics of the clustering 

algorithm. So the paper applies the algorithm to 
clustering analysis on discipline classification and key 

words, for realizing effective recommendation. 9 

definitions are used to make mathematical description on 

the algorithm, as follows.  
Definition 2.1:   is an object of data X  and   

corresponds to a relationship R  of X , ( R X X  ), 

and ( , )x y R x   attaches to 
.
 To a certain degree, 

and the degree attaching to   should be greater than or 

equal to the degree of y attaching to  , ( , )x y X . 

Definition 2.2: R  is the relationship of data set X . 

For ( , )x y X , x y , R  meets: 

If ( , )x y R , ( , )x x R ; 

If ( , )x x R , and ( , )y y R , ( , )y x R ; 

If ( , )x y R , and ( , )y z R , ( , )x z R ; 

If ( , )x y R , and ( , )y y R , ( , )x y R , or 

( , )y x R . 

R is the weak intention. The objects corresponding to 
weak intention is simple object, conversely, it is called 

complicated object.  

Definition 2.3: m  is simple fuzzy object of X , 

: [0, )m X R    . If 
m  meets the following 

conditions, 
m  is the attaching density function of 

simple fuzzy object m.  

( ) 0 ( , ) ,m mx x x R x X     ; 

( , ) ( ) ( ), ,m mx y x y x y X    . 

Definition 2.4: M is the sample fuzzy object set of data 

set X, and 2m
 is the power of M, : 2MX X   . If it 

meets the condition AX1, AX2, ( , , )M X  is AFS 

structure.  

AX1: For any 1 2 1 2 1 1( , ) , ( , ) ( , )x x X X x x x x    ; 

AX2: For any 1 2 2 3( , )( , )x x x x X X  , 

1 2 2 3 1 3( , ) ( , ) ( , )x x x x x x    . 

X is called data set, M is called object set and   is 

called structure.  

Definition 2.5: X and M is set, ( , , )M X  is a AFS 

structure. ,B X A X  , and the define symbol is 

( ) { | , ( , ) , , }A B y y X x y A for any x x B    . 
nX R  is data set, m  is the attaching density 

function of simple fuzzy object m, { }( )m x  is given by: 
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
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It is the degree of data x attaching to object m.  
Definition 2.6: M is the set of simple fuzzy objects of 

data set X. For fuzzy object A M , the subjection 

function of fuzzy object A is defined as follows, for 

x X , 

 ( ) min( ( )) [0,1]A a
A

x L x





   (2) 

Definition 2.7: X is data set, and M is simple fuzzy 

object set of X, A M . And information entropy 

function of subjection degree is: 

  2( ) ( ) log ( ( ))A A

x X

E A x x 


   (3) 

Smaller E(A) means that the subjection degree of all 

data belonging to object A is closer to two sides of closed 

interval [0,1], and dividing data according to fuzzy object 

A is clearer.  
Definition 2.8: X is data set, M is the set of simple 

fuzzy object of X, A M , and n is the number of data. 

The distribution function D of subjection degree is: 

2

( ( )) ( ( ))
( ) log

A Ax X x X
x x

D A
n n

 
 

   
    

   
   

 
 (4) 

Smaller D(A) means that the subjection degree of all 
data belonging to object A is closer to one side of closed 

interval [0,1]. When it is close to the right side, it means 

that fuzzy object A and data set X are similar.  

Definition 2.9: M is the set of simple fuzzy objects of 

X, A  ,   is the weight set of simple fuzzy object 

of A. (A, ) is weighted fuzzy object, in which A  , 

{ | ,0 1, 1}m m mm A
m A   


     .  

|A| is the number of elements of A. The weighted 

membership function 
 
of data x attaching to weighted 

fuzzy objects (A, ) is as follows. For any x X , 

 ( , ) ( ) ( )A m mx L x   (5) 

The following is description on algorithm 

implementation process.  

Firstly, the key word library needs to be established. 
The resource of the key words used in the paper is not 

Keyword of the paper but is achieved by refinement from 

the collected original paper. And the concrete steps are as 

follows.  
Step 1: 500 samples are collected for each text to train, 

which establishes key word library. And the concrete 

method is to match the words in 500 samples, and order 

the words according to the frequency of each word in all 
samples, for which the problem is that the appearance 

frequency of some prepositions and auxiliary words is 

high.  

Step 2: The solution is that 500 text samples are 
collected, and the number of samples is distributed 

averagely. 500 samples receive matching exercise, and 
the words with high appearance frequency are found out. 

And the words are the prepositions and auxiliary words in 

each category.  

For the order of Step 1, the words achieved in step 2 
are eliminated, and the key words of each category which 

are achieved finally are ordered according to appearance 

frequency.  

Each data sample 
ix X  achieves fuzzy description 

of sample with the following step.  

Step1: 

, ,1 ,2 ,{ argmax{ ( ), ( ),..., ( )},

1,2,..., ,1 }

i i i i ix i j x i x i x r i

i

m x x x

i s j r

    

  
 

i  is the simple fuzzy object set with the maximal 

subjection degree taken from 
ir  simple fuzzy objects.  

Step2:  2( ) ( )log ( ( ))
i x xi i

x

x X

E x x   


  . 

Step3: 

2

( ( )) ( ( ))
( ) log

x xi i

i

x X x X

x

x x
D

n n

  


 
   
    
   
   

 
. 

Step4: ( ) / ( )
i ipost pre x xV V E D   , 

postV , 
preV  on 

behalf of the minimum evaluation indexes of two rounds 

before and after a While loop. 

Step5: While pre postV V , do: 

*
i ix x  . 

* pre postV V . 

*For each 
ixm  , do: 

2( ) ( ( ) log ( ( )))m m
i x xi i

m

x x X
E x x

 
  


 . 

2

( ( )) ( ( ))
( ) log

m m
x xi i

i

x X x Xm

x

x x
D

n n

 
 


 

   
    
   
   

 
. 

( ) / ( )
i i

m m

m x xV E D  . 

* argmin{ | }
im xm V m   . 

* post mV V . 

* { }
i ix x m   . 

Return 
ix . 

Based on the above process, the fuzzy description 

clustering analysis process is as follows.  

Step1: Establishing equivalent relation matrix of 

correlation between samples.  

* , { , } { , }min{ ( ), ( )}
x x x xi j i j

i j i jm x x     . 

* ( )ijM m . 

* tQ M finds the integer t to make 2( )t tM M , 
tM  is the equivalent relation matrix.  

Step2: Determining the initial classification 
1C , 

2C , …, cC
 
of the initial threshold  . 
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* ( )ijQ q , if 
ijq  , 1ijq  , which means ,i jx x  

belongs to the same classification, which achieves the 

initial classification 
1C , 

2C , …,
cC . 

Step3: Acquiring weighted fuzzy description 

( , )
i i iC C CA   of each classification. 

* { | , }
iC x iA m m x C   . 

* { | }
i iC m Cm A   , 

| |

i

m

i

m

xx C

C








,  

in which | | |{ | , } |m

i i xC x x C m    , 

|.| is the number of elements.  

im C   is the weight of 
iCm A .  

* ( , )
i i iC C CA  . 

Step4: determining the final classification 

1 2, ,..., cC C C
 
of the corresponding threshold.  

For each x X , 

arg max{ ( )}
Ci

q x , qx C .  

The weighted membership is calculated according to: 

( , ) ( ) ( )A m mx L x  .  

Step5: return 
1 2, ,..., cC C C  and 

1 2
, ,...,

cC C C   . 

After clustering process, it realizes more rational, and 

is suitable for discipline classification of fuzzy cognitive 

mapmodeling.  
Figure 1 takes the key word situational awareness as an 

example to describe the relationship comparison of key 

words of discipline classification before and after cluster. 

We can see from the figure that after cluster, the 
description of key words connects with more relevant 

disciplines by quantitative relationship of administrative 

subordination, which makes the key words become the 

representative key factor of interdisciplinary, and 
combines many discipline classifications which have 

great difference in tree diagram. Next, the paper 

establishes quantitative correlation between discipline 

classifications based on the same key word by achieving 
causal weight.  

III. ESTABLISHING FUZZY COGNITIVE MAPTO 

RECOMMENDER 

Fuzzy cognitive map came from the concept of 
cognitive map proposed in Structure of Decision: The 

Cognitive map of Political Elites proposed by Axelrod in 

1976. And Bart Kosko of University of Southern 

California firstly systematically proposed fuzzy cognitive 
maps. For the concept, FCM is the combination of fuzzy 

logic and concept mapping. Fuzzy logic is from fuzzy set 

theory and is a theory that process is similar to reasoning 

process. And it can be considered to be the application of 
a fuzzy set theory. FCM uses pre-definite knowledge or 

constructs the causal relationship between concepts. It 

plays the role of processing symbolic knowledge, so 

FCM is applicable to software knowledge. Fuzzy 
cognitive map have the characteristics and advantages of 

neural network and Hidden Markov Chain, which 
overcomes the fixed defect of probability model [12].  
 

psychology

developmental 

psychology

theoretical 

psychology

applied 

psychology

experimental 

psychology

social psychology

physiologic 

psychology

cognitive 

psychology

personality 

psychology

learning psychology

psychometrics

comparative 

psychology

abnormal 

psychology

situation 

awareness 

cognitive 

psychology

aviation 

psychology

human-

computer 

interaction

psychometrics
educational 

psychology

data fusion
situation 

awareness 

 

Figure 1.  Relationship comparison between discipline classification 

and key words before and after cluster  

According to [13, 14, 15], FCM provides an adaptive 

structure, which can give qualitative reasoning and 

quantitative elementary evaluation for the level or state of 

a complicated system. The core of FCM is a diagram 
structure consisting of many concepts connected by 

causal relationships. And the causal relationship is 

characterized by the numerical value between the interval 

[-1,+1]. -1 means reverse causal relationship, +1 means 
forwarded causal relationship, and 0 means there is no 

causal relationship.  

In fact, the fuzzy clustering analysis process is to 

prepare for constructing the nodes of fuzzy cognitive 
maps. We extract the concept with the same level from 

the network structure with quantitative correlation after 

clustering to be as the nodes of fuzzy cognitive maps. 

The causal weight between nodes is achieved from 
positive and negative correlation of appearance frequency 

after the key words represented by two nodes receive 

cluster. We use spearman correlation coefficient to 
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represent causal weight. And the concrete calculation 
process is as follows.  

Spearman correlation coefficient is Pearson correlation 

coefficient between classification variables. For the 

sample with the capacity , n original data 
iX , 

iY  is 

converted into graded data 
ix , 

iy . 

The original data is assigned a grade according to the 
average descending position in overall data. According to 

the appearance frequency of key words in text samples, 

descending sort is made, and the grade is position. The 

key words with the sample appearance frequency take the 
mean of the position values.  

The difference of levels between two variables is 

i i id x y  , 

and   is:  

 

2

2

6
1

( 1)

id

n n
  




 (6) 

ij  . After getting all 
ij , we can use a N-order 

matrix to express, which is called node correlation 

matrix. 

Figure 2 is a FCM example of cognitive domain. 
Incidence matrix of Figure 2:  

0 0.8 0.2 0.3 0.7 0 0

0.9 0 0.75 0 0 0 0

0 0 0 0.3 0.6 0.6 0.4

0 0 0 0 0 0 0

0 0 0.9 0.3 0 0.5 0

0 0.8 0 0.2 0.5 0 0.7

0.7 0 0 0.4 0 0.7 0

 
 

 
 
 

   
 
 

 
  

 

 

 

Figure 2.  Key word FCM relating to cognition 

If the initial state of concept node of the system is 

known, the state value of any concept node at any time 

can convert function by FCM.  

 
1

1,

N
t t t

i i j ij

j j i

A f A A 

 

 
  

 
  (7) 

1 2 7( , ,..., )C c c c  is supposed to be the set of system 

concept nodes, and t

iA  means the state value of the i 

concept node at time t, and 
ji  means the weight of the 

j concept node on the causality influence of the i concept 

node. And f  is a threshold function. In the experiment, 

the threshold function is a three-value step function.  

 

1, 0.5

( ) 0, 0.5 0.5

1, 0.5

x

f x x

x

  


   
 

 (8) 

When the user inputs the retrieval words, if the 
retrieval words are in the established keyword library, the 

recommendation system can capture the retrieval words. 

If the retrieval words are not in the lexicon, some words 

with similar semantics provided by research engine are 
used to be as the recommendation engine of inputting 

retrieval words. If the retrieval words are used as key 

words in many classifications, the state value of the 

lexical node is 1, and that of other nodes is 0 as the initial 
vector for iterative operation until FCM system is stable. 

The words represented by the activated nodes are used as 

key words to filter the papers and recommend them to the 

users. For example, when the user inputs the word, study, 
the research engine generally considers that learning from 

someone is closer to retrieval words than cognition. But 

in the recommendation of the paper, the system thinks 

that the user inputs an initial state in FCM of Figure 2.  
0[1 0 0 0 0 0 0]tA   

1 ([1 0.8 0.2 0.3 0.7 0 0])

[1 1 0 0 1 0 0]

tA f  

 
 

2 ([0.1 1.8 1.9 0 1.7 0.5 0])

[0 1 1 0 1 0 0]

tA f   

 
 

3 ([ 0.9 1 2.6 0 0.4 0.1 0.4])

[ 1 1 1 0 0 0 0]

tA f   

 
 

4 ([ 1.9 0.2 1.6 0 1.3 0.6 0.4])

[ 1 0 1 0 1 1 0]

tA f  

 
 

5 ([ 1 1.6 0.1 0.5 2.8 2.1 1.1])

[ 1 1 0 1 1 1 1]

tA f    

  
6 ([ 0.8 2.6 1.9 1.6 2.2 2.2 1.3])

[ 1 1 1 1 1 1 1]

tA f    

   
 

7 ([ 0.8 2.6 1.9 1.6 2.2 2.2 1.3])

[ 1 1 1 1 1 1 1]

tA f    

   
 

The system enters stable state. And the activated nodes 

are cognition, information coding, cognitive strategy and 
information analysis. When the recommendation system 

selects words in paper database, the paper with four 

words is recommended to the user. If there is no meeting 

the demand, it is ordered according to the stable 
weighting value of four words, and the non-important 

words are deleted.  

The most evident characteristic of fuzzy cognitive map 

is the hierarchy and flexibility of the structure. Every 
node of FCM image can form a FCM sub-image, which 
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means that fuzzy cognitive map can form a multi-layer 
structure and can establish correlation between different 

layers of classifications.  

We can see that recommendation system based on 

fuzzy cognitive map can implement effective 
recommendation with little or incomplete user 

information. Multilateral layer of fuzzy cognitive map 

reduces the number of nodes of each layer, and avoids too 

complicated associated matrix, which can make iterative 
process of the system too difficult to be stable.  

IV. RECOMMENDATION SYSTEM STRUCTURE 

Recommendation system includes two modules, search 

engine and recommendation engine.  
Research engine uses open-source retrieval engine, 

Sphinx. The user inputs the key words in input interface 

of retrieval engine, and then retrieves the engine and 

returns the retrieval results. We expect the user can make 
some direct feedback according to retrieval results to 

represent the satisfaction degree. The purpose of the 

above figure using user feedback module is to meet the 

requirements of the users. We provide port in the page of 
retrieval results for the user to feedback, such as 

Bookmark and Google it function of RecULike 

recommendation system. If the user has no feedback, we 

can implement recommendation according to retrieval 
words inputted by the user.  
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Internet
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Figure 3.  Structure of recommendation system 

The recommendation engine is shown in the top-right 

figure. The background data generation module can 

process the original material of the paper collected by 
crawler (many academic databases are downloaded with 

charge, but the information of them is public. And the 

information is enough for our system). Background data 

generator also processes the information feedback by user 
feedback module and paper classification. The 

background database is the back-end storage of 

recommendation system. And the stored information 

includes the general satisfaction degree of the user on a 

paper, discipline classification and key words list after 
clustering, correlation and causal weight data. When the 

system operates initially, we don’t know if the general 

satisfaction degree of the user on a paper. With the user 

using the system and feedback, we collect the information 
and update the database. The storage content of the 

background database depends on the requirements of 

recommendation algorithm. If using a database for 

implementation is too confused, the information can be 
stored by many independent libraries. Lastly, 

recommendation engine can figure out and predict the 

paper liked by the users and recommend it according to 

the information and user background in background 
database.  

In the recommendation system, search results and 

recommendation results are independently shown in user 

interface. When the user processes the key words input 
by the user, it needs to update regularly, and too old 

information can’t timely reflect the requirements of the 

user. If the users have no interest in the content, and 

keywords are stilled stored, it may mislead the 
recommendation system to produce wrong 

recommendation [16].  

In order to verify the recommendation effect, we make 

experimental comparison on Fishgirl system and 
RecUlike system in the paper. 100 are tested and are 

demanded to write the search terms to be input and the 

expected recommendation results. After comparing the 

recommendation results of two recommendation systems, 
7-level grading mechanism is used to grade the 

satisfactory degree of 5 dimensions. The tendency of the 

average absolute error of two systems increasing with 

testing amount is shown in Figure 4. 
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Figure 4.  Recommendation results MAE comparison between Fishgirl 

system and RecUlik system 

V. CONCLUSION 

Based on fuzzy cluster and fuzzy cognitive maps, the 

paper proposes a recommendation algorithm, and 

constructs a academic paper recommendation system 
based on recommendation algorithm. It is different from 

the collaborative filtering recommendation algorithms 

based on fuzzy logic, AFS fuzzy clustering algorithm of 

the algorithm focuses on clustering and analyzing 
background data, and does not make clustering analysis 

on the user interest after the user inputting the 

information, which not only greatly reduces the workload 
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of recommendation engine after the user inputs 
information, and improves the operation speed, but also 

reduces the operation load of the system.  

Fuzzy cognitive mapis a dynamic adaptive structure 

integrating neural network and Hidden Markov Chain, 
and can achieve lots of quantitative data with simple and 

rapid matrix operation in initial state with little 

information. Fuzzy cognitive mapfocus on the correlation 

of elements, and can convert the correlation between 
nodes into the parameters of the network, which realizes 

automation of decision process. The characteristics make 

the fuzzy cognitive mapapply to recommendation 

algorithm.  
The algorithm provides new idea and example for 

applying fuzzy logic theory to recommendation system. 

The future research focuses on analyzing the background 

data of user and integrating the advantages of 
collaborative filtering algorithm into the recommendation 

system based on fuzzy cognitive maps.  
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Abstract—In some service areas, such as cloud computing of 

virtual technology, the specific virtual technology’s level 
configuration processing power is limited and it has 

defects.[1] Under normal circumstances, the traditional 

cloud computing resource sharing configuration can not be 

effectively applied, for it has a time difference and several 

machines can not be connected to the network by a 

broadband link and work simultaneously, making the 

virtual technology particularly difficult in the efficiency and 

effectiveness of the implementation. This paper presents a 
cloud computing of ant colony and genetic combination of 

resources virtual scheduling optimization, which is applied 

to multiple machines physical layer simultaneously, at the 

same time it can optimize the allocation of resources to 

maximization. Experimental results show that the model 

algorithm is more convergent and more practical than 

traditional methods. 
 
Index Terms—Multi-processor; Objective Function; Cloud 

Utility; Node 

 

I. INTRODUCTION 

The rise of cloud computing is gradually changing the 

entire computer industry and academia, the way which 
uses computer as the utility tool and software as a service 

brings great changes to the computer software and 

hardware design [1]. Cloud computing is an information 

service mode, which can distribute user tasks to a 
resources pool form by a large number of physical or 

virtual organizations, allows users to access of required 

information service, cloud computing resource 

scheduling mainly includes five features, as Figure 1. 
 

Resource 
pooling 

Efficient 
intelligent 

Service 
transparency 

On-demand 
service 

According to 
the usage 

billing 
Cloud data 

center 

 
Figure 1.  Feature of cloud computing resource scheduling 

Since the existing traditional cloud resources data 
center does not have a global two-way choice transaction, 

has not fully considered the multidimensional cloud 

resource’s scheduling and communication energy 

between cloud tasks. Therefore, cloud resource providers 
of the existing cloud data center has low income, 

multidimensional cloud resource utilization is low and 

the cloud data center energy consumption is high. Cloud 

users are service users at the mean time they can gain 
income by providing resources [2-6]. An increasing 

number of available cloud resources added to the cloud 

data center, thus alternative cloud service resources is 

increasing. Cloud service users can obtain more 
cost-effective service, and cloud resource providers can 

also obtain greater benefits. Buyers need to pay fees for 

using the service. In the continuous developing process of 

cloud computing applications, the user scale of the 
managing resources and access in cloud resources 

platform will further expand. The access of vast resources 

information, users’ resource request with high 

concurrency and vast resource update bring huge 
challenges for resource management systems, which 

makes the resource efficient management and allocation 

become one of the key issues that must be addressed 

[7-11]. 
Cloud resource scheduling computing is a hot research 

topic at home and abroad, it plays an important role in 

promoting the development of information. Hawei Tang, 

Wei Lin, etc., proposed pricing mechanism based on the 
consumption of resources thinking, which can put cloud 

resource providers and users together, allowing users to 

run computing tasks in the public cloud [12-13]. Wu 

Pinyun and others proposed a secondary positioning 
pricing mechanism based on dynamic auction mechanism 

to solve the problem of resource allocation [14-18]. An 

important element of the cloud service secondary pricing 

mechanism is that cloud service providers can ensure a 
reasonable return and efficient computing resource 

allocation [19-25]. Service providers have two tasks: first, 

run-time monitoring and allocation of resources to the 

cloud user. After determining the amount of resources 
allocated to the previous task, the cloud service provider 

will sell the remaining resources to the newly arrived 

cloud user tasks. After the auction quoting phase, the user 
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submits their offer to cloud service providers, cloud 
service providers to collect all the quotes and then 

determine the price. Second, they propose a theoretical 

framework to solve the problem of capacity allocation 

under the cloud computing framework. Under the direct 
decision-making rules, secondary positioning price 

mechanism can ensure effective ability distribution and to 

make cloud service providers obtain greater benefits, but 

the efficiency of the system is not high and the cloud 
service provider's income is relatively lower. And the 

cloud computing resource scheduling is traditional, which 

does not solve the fundamental problem of information 

storage services fundamentally. In the way of building 
and distributing software, SOA (service-oriented software 

architecture) and SAAS are increasingly becoming the 

core way of software building and distribution under 

cloud computing software mode. And for the 
infrastructure supporting the running underlying 

computing services, the challenges are focused on two 

areas: system software and hardware, in which, adaptive 

resource allocation is the biggest challenge of the system 
software, and how to allocate the resources is the core 

problem of this challenge. According to peak load to 

static allocate the resources will cause serious waste of 

resources. According to statistics, in the current data 
center the utilization rate of CPU resources is average 

between 5% to 20%, and the utilization rate of memory 

resources is not more than 60%. Clearly, the current 

resource allocation model has a high degree of resource 
waste, which increases the user's total cost ownership 

(TCO), while static allocation of resources based on the 

average will decrease the service quality under the 

situation of peak load and ultimately it will affect 
potential profit of cloud users. And Tniee Marry, Harry 

Li, etc. proposed a new scheduling model of cloud 

computing, to increase rental income of cloud services. In 

this new model, service providers and users follow a 
service level agreement. The scheduling model allows 

re-allocation of cloud resources after the initial 

distribution. The focus of the model is to provide fair 

trade between users and resource providers, while 
optimizing revenue it also can increase trading service 

volume, and maintain a reasonable price considering the 

cloud market. Based on a true cloud computing system, it 

designed cloud resource scheduling algorithm based on 
service level agreements. The cloud resource scheduling 

algorithms based service level agreements can provide 

liaison between service providers and users and timely 

provide services for users. 
Introduction of virtualization technology has brought 

the following benefits: the more fine-grained resource 

sharing, security isolation and high reliability. Through 
the sharing multiplexing technology with the virtual 

machine as the granularity, the virtualization platform can 

effectively make the servers consolidation to improve 

resource utilization, and ultimately improve the overall 
resource utilization of cloud computing infrastructure. 

But now the virtualization technology focuses on 

resource optimization within a single physical server, and 

through resources multiplexing technology the resource 

utilization of a single server is improved. For the global 
resource optimization, because of the lack of 

virtualization supporting technology of accessing remote 

resources, studies on global optimization conduct more 

research from the perspective of the operating system, 
such as distributed shared memory systems (DSM) and 

network memory, etc. These works will need to modify 

the operating system source code or insert the 

corresponding driver to use remote resources. As for 
deploying the cloud data centers with multiple operating 

system platforms it increases the cost of deployment. 

Overall, the use of virtualization technology has two 

major challenges for building the cloud data centers of 
operating system transparent: (1) how to build a more 

flexible and reliable global resource space and reliable 

global resource space, and to establish the framework of 

resource flows to achieve resource optimization a 
crossing physical machine border; (2) how to 

dynamically identify the idle resources to provide flow 

resource space for the resource optimization. 

This paper mainly makes the extensive and innovative 
work in the following areas: 

(1) For mapping defects of traditional virtual machine, 

this paper proposes the cloud computing resource 

scheduling model. The cloud resource scheduling 
maximizes network utilization of effective mechanism, to 

achieve cloud computing resource sharing for traditional 

physical identification and distribution levels, as well as 

network’s broadband connection link, improving user’s 
satisfaction of resource sharing. It is better than 

traditional model. 

(2) In order to further validate the new model of cloud 

computing resources’ effectiveness of the algorithm in 
physical computing is stronger than that of traditional one, 

this paper conducts simulation experiments on cloud 

computing model ‘s all levels of ant colony and agenetic 

combination’s optimized algorithm. The results show that 
new cloud computing resources with virtual technology 

has better sharing and convergence, and it can effectively 

solve issues such as virtual resource’s optimal allocation 

and sharing.  

II. RESOURCES SCHEDULING MODEL WITH HIGH 

UTILIZATION  

Resources scheduling model with high utilization is 

shown in Figure 2. 
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Figure 2.  Highly resource model 

Highly cloud resources mainly uses centralized 

scheduling mode, so there is a master scheduler, all 
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scheduling requests must be submitted to the master 
scheduler, the master scheduler decides how to allocate 

resources in response to user requests and so on. The 

model is completed by Master, Worker and User. Among 

them, Master acts as the centralized system’s central 
scheduler and it is responsible for receiving user’s request, 

the data segmentation, task scheduling and balance 

control, etc.; Worker is responsible for receiving the tasks 

sent by Master and carrying out specific tasks, such as 
data processing, communications and computing, saving 

the computing data and resulting data in appropriate 

storage location. 

High resource scheduling utilization’s problem can be 
described as: 

 

1 2

,

1

min ( , ,..., )

1

n

m

i j

i

j i

f x x x

dev

ca ca
M


 



  (1) 

where in: 
ja  and 

jb  is an integer and they are the 

bounds of variable 
jx ; n is the number of variables 

jx . 

Defined delt ( ) / ( 1)j j j ja b a l   , 
jl  is the number 

of values of the variables 
jx , 1,2,...,j n . Feasible 

solution space is shown in Figure 3. 
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Figure 3.  Feasible solution space 

In Figure 3, jx  has 
il  nodes, and each variable in a 

node of a column, which can form a solution 

1 2( , ,..., )nx x x  of the optimization problem. Node number 

of each column 1 ~ jl  is defined as the code of the 

selected nodes of the 
thj  variable node. A set of solution 

is as follows: 

1 2 1 1 1 2

2 2

( , ,..., ) ( ( 1) , ,

( 1) ,..., ( 1) )

n

n n n

x x x a m delta a

m delta a m delta

   

  
 (2) 

n variables constitute the decision problem with n-level; 

the 
thj  level (the 

thj  variables) has jl  nodes; at the 

beginning m ants are on the first level; the 
thj  level 

select the probability of the 
thi  node. 
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ij  is the intensity of attracting of the icv  node on 

the j-level. Update equation is as follows: 
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where in: ρ represents the attenuation coefficient of 

intensity; generally 0 67 ~ 0.89; Q is the positive number; 

f is the value of objective function. 

III. CLOUD RESOURCE SCHEDULING MODEL 

N*M cloud resource scheduling model (referred to as 

the CRS model) is consists of n resources and m users; 

the cloud resource scheduling problem can be described 
as a four-tuple, M=(R, U, Of, Θ). Wherein, R is the 

resource collection composed of n resources; U is users 

collection composed of m users; Of presents the 

scheduling objective function of cloud scheduling system; 
Θ indicates the scheduling optimization algorithm. Its 

specific characteristics are described as follows: 

Cloud collection  1 2,  ,  ...,  nR r r r  is consisted with 

n resources and the 
thi  resource 

      1 ,  2 ,  ...,  i i i ir r r r t , 0 i n  , which contains t 

characteristic attributes with different dimensions; ( )ir k , 

0 k t   
thi  are the 

ir  characteristic attribute of the 

thi  resource 
ir . In a service period T, the available 

service time of resources
ir  obeys the Poisson 

distribution and each resource is independent, namely: 

 
0

,
n

i i

i

r R r


     (5) 

The available services rate vector of cloud collection R 

 1 2, ,  ...,r r r rns s s s , where in, (0 )ris i n   is the 

available service rate for the resource ju . 

Cloud user set  1 2, ,  ..., mU u u u  is constituted by m 

users, and at any time user ju  only has one task jts , 

and the jts  task       1 , 2 , ,jk jk jk jkts ts ts ts h  , 

0≤j≤m of the user ju  contains the characteristic 

properties with h different dimensions. The task of the 

cloud user set U generates the rate vector 

 1 2, ,  ...,r mt tr tr tr , where in jts  , jts U   ju  is the 

task generation rate of the jts  user ju , and each task is 

independent.  

 
0

,
m

j j

j

ts U ts


     (6) 

ir R , jts U ; if the resource ir  can satisfy the 

scheduling requirements of task jts  i.e. ( , ) 0i jr ts  , 

the task jts  can be assigned to resource ir  to perform. 

Normally there are several resources ir  which can meet 

JOURNAL OF MULTIMEDIA, VOL. 9, NO. 7, JULY 2014 979

© 2014 ACADEMY PUBLISHER



mission 
jts . In order to achieve effective load balancing 

system, the task 
jts  can be scheduled to resource 

ir  

with the probability 
ijp , and then the cloud system is the 

probability matrix. 

 
0

( ) , 0, 1
n

n m ij n m ij ij

i

P p P p 



    (7) 

For the resource scheduling matrix 
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 of cloud system, if 

( , ) 0, 1i j ijr ts x   , 1ijx  . Otherwise, 0ijx  . 

Meanwhile, in order to ensure the task 
jts  is 

successfully completed, there is a need to meet 

constraints of formula (8); in order to ensure resource 
ir  

can accept the assignment within the capabilities of the 

service, there is a need to meet constraint condition of 

formula (9); in order to ensure cloud systems is in a stable 

environment, there is a need to satisfy the constraints of 
formula (10) 
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IV.  OPTIMAL ALGORITHM INTEGRATION OF 

RESOURCE MODEL COMBINED WITH GENETIC AND ANT 

COLONY 

A. System Features  

Because the virtual resource has the characteristics like 

heterogeneous, distribution and dynamic in cloud 

environment, it is important to conduct a relatively 

comprehensive distributed scheduling algorithm 
simulation environment. Open source cloud computing 

simulation platform Cloudsim develop the function 

library in the discrete event simulation package Simjava, 

which inherites the programming model of Gridsim and 
supports the research and development of cloud 

computing. Cloudsim is advantage for accelerating the 

algorithm and method of the cloud computing and 

development of norms, which is an ideal simulation 
platform. Virtual resource collection: Suppose there are k 

virtual resources in cloud environment, and the virtual 

resources is defined as follows: 

 
2( ):= SW S R d  (11) 

Expected execution saves the completion time matrix: 

the required time of resources d  executing task 
2R  

under the no load conditions, denoted as 
ijETC . All 

value of 
ijETC  elements make up the ETC matrix. 

ETC matrix corresponding to 
1c  tasks and 

1g  virtual 

resource are given as follows: 
1r

1 1 1 2 2 2 1 2 1 2 1 2(c , g ,r ) (c , g ,r )=(c c ,g (g ),r +r )   

B. Algorithm’s Optimization 

In the existing resource optimization in cloud 

computing, cloud resources users’ needs is always greater 

than cloud resources’ actual demand. In the past, there 
were kinds of algorithms’ cloud resource scheduling 

model in the traditional cloud computing resource 

scheduling, but most algorithms are unable to play its full 

role more of virtual resource space, on the effect of 
optimized iterative method for solution, traditional 

general methods will at a certain extent depend on the 

batch rules used by the algorithm, resulting in a 

bottleneck to optimizing algorithm’s performance. Thus 
this paper presents cloud resource scheduling model of 

combining both genetic and ant colony algorithm, which 

can effectively overcome this shortcoming. There are 

both advantages and shortcomings of this algorithm, both 
are global optimization algorithm which are unsure on 

probability. It starts from the initial population, utilizing 

factor’s crossover and mutation to make the population 

can quickly get the optimal solution of iterative function. 
In the optimization process, it does not depend on the 

objective function of the problem itself, without any 

restrictions of end conditions, and seeks its own optimal 

solution under uncertain limited conditions. Its status 
before and after optimal solution are schematically shown 

in Figure 4. 
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(a) Before locally optimal solution SIT=3*8+4*5=41 
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(b) After locally optimal solution SIT=4*8+5=45 

Figure 4.  Schematic diagram of iterative optimization algorithm for 

solution 

In the cloud computing model, resource scheduling 

model combining genetic and ant colony is an optimized 

mathematical model. In this model, cloud storage users 

can submit resource requirements to cloud computing 
resources, asking it to provide services. By using his 

model, cloud resources can be stored and computed, and 
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the function of the corresponding time can be gained. 
Algorithm is as follows: 

At the initialization of  (0)S , place N ants randomly 

in the cloud resource scheduling N, while initialize 

information 
0(0)S S  as a constant value. Ants and 

genetic decide the direction in accordance with the 

intensity of the cloud resources on the path, the following 
formula represents the probability of T transferring from 

cloud resources B to cloud resources U for virtual storage 

while initializing ants. 
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 (12) 

Among them, ( )S t  represents the intensity of cloud 

resources at the moment T, 2

s x  7 indicates the type of 

information stored, which is defined in terms of the 

structural characteristics of the studied question of 

resources. For TSPI problem is defined as U, representing 

that the shorter the distance speed between the memory 
used, the greater the probability of being selected. Y 

represents the relative weight of information resource’s 

optimization scheduling, U is the candidate list of a 

combination of ants and genetic, i.e. the untapped cloud 
resource integration. When the access to all cloud 

resources is finished, stored information of all paths 

through can be iteratively updated according to formula 

(13): 
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 (13) 

Among them, p is the evaporation coefficient, v 

represents the information strength of stored cloud 
resources released in path K by the ant and genetic in this 

cycle Y, which can be defined as: 
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 (14) 

C represents the path length of cloud resources storage 

established by combined a of ant and genetic. It can be 

seen that the better the path built by ant, the better 

resource pheromone can be got by each side. Set T = T 
+1, and then repeat the above process of building and 

updating information pheromone, until it reaches the 

termination condition of iterative algorithm. 

Ant Colony and genetic optimal algorithm’s process is 
simplified as follows: 

Setting the initial point - 
(1)X  is a wholly-zero matrix, 

that is, any element 0,ijx  (1) [1,1,...]T  , 

(1)

1 2[ , ,..., ]T

n    , Tolerance 0, 1k   . 

Calculating the sub-gradient: ( )kg  

Take ,   into Lagrangian function L; let 0
L

x





, 

after solving equations, get the target ( )kx  with the k 

iterations is obtained. 

If ( )g k  , stop the iteration, otherwise seek step 

( ) ( ) ( )
( )

( ) 2

( , , )k k k
k

k

L L x
s

g

 
 . 

Using Equation (11) to update the Lagrangian operator 

and solve the ( 1)k   and ( 1)k  . 1k k  , turn to step 

2. 

Where in, each element in the matrix represents the 

expected time of execution of the 
thi  task on the 

thj  

virtual resource. 

Algorithm steps: 

Setting the initial point - 
(1)X  is a wholly-zero matrix, 

that is, any element 0,ijx  (1) [1,1,...]T  , 

(1)

1 2[ , ,..., ]T

n    , Tolerance 0, 1k   . 

Calculating the sub-gradient: ( )kg  

Take ,   into Lagrangian function L; let 0
L

x





, 

after solving equations, get the target ( )kx with the k 

iterations is obtained. 

If ( )g k  , stop the iteration, otherwise seek step 

( ) ( ) ( )
( )

( ) 2

( , , )k k k
k

k

L L x
s

g

 
 . 

Using Equation (11) to update the Lagrangian operator 

and solve the ( 1)k   and ( 1)k  . 1k k  , turn to step 

2. 

According to the need setting the allowable error ε the 

different optimal solution precision is obtained. In the 
algorithm the estimated optimal target L is used to 

estimate through the heuristic search algorithm, it can be 

get by directly using matlab, LINGO software. In CUM 
simplified gradient algorithm; after adjusted by step 4, the 

effect of the results of this bias can be reduced. 

C. Settings of Algorithm’s Parameter  

In the ant colony and genetic’s optimization algorithm, 

a large number of simulation experiment the algorithm of 

target parameters are made, and finally this paper 
proposes to set common parameters of the algorithm, as 

shown in Table 1. 

TABLE I.  OPTIMIZED PARAMETERS’ SETTING OF COLONY AND 

GENETIC ALGORITHM  

Parameters     U S 
ijs  

Genetic algorithm 22 m 0.6 4 
min/ 0

u

i  

Ant colony algorithm 22 m 0.6 5 \
min/ 0

u o

i  

genetic’s optimization 

algorithm 

24 m 0.2 2 /
min/ 0

o ii

i  

 

In Table 1, respectively, three parameters settings of 

the ant colony algorithm, the genetic algorithm and the 

optimized algorithm combined with ant colony and 
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genetic are set. It is not difficult to be seen from Table 1 
that the optimized algorithm combined with ant colony 

and genetic is able to obtain optimal solution of cloud 

resource scheduling, and also it has a distinct advantage 

in the algorithm parameters’ setup. The key parameters 
that affect the performance of the ant colony and genetic 

algorithm optimization is the number of ants gene M. 

When the number of ants increases, algorithm can get the 

optimal solution of optimized cloud resources, but 
meanwhile the computational time will increase sharply, 

thus it becomes very important to require a balance of 

computational efficiency in this two algorithm’s 

combined optimization. But with the number of ants up to 
3", the single colony algorithm’s solution will not be a 

great improvement, on the contrary it will add burden to 

the time for solving, extending the time rate of 

calculation. Because when the ant parameters are set as 
fixed 3, in order to achieve balance and maximum 

optimization in terms of time and quality, making the 

corresponding objective function value will increase and 

at a certain promoting release of cloud resources 
information sharing. But when the value is set as R is L, 

so that virtual storage of cloud resource scheduling 

increases as the number of tasks and physical increase 

and thus seek the optimal solution. Thus relatively better 
objective function solution through iterative solution can 

be gained when algorithm’s parameters are from 3 to 5. 

V. EXPERIMENTAL SIMULATION AND ANALYSIS 

A. Comparison Between Algorithm’s Cloud Resources 
Rate  

In order to verify the capacity of cloud computing 
scheduling model is faster and stronger than that of 

traditional one in resource sharing, storage and utilization, 

this paper analyzes and compares cloud resources’ 

utilization rate with several sets of experimental data, to 
further prove of the correctness of the experiment. The 

specific experiments are analyzed as follows: 
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Figure 5.  Cloud computing resource utilization 

In Figure 5, the ordinate is the number of virtual 

technology of resource scheduling, the red line is cloud 

computing resource’s utilization growth rate of greedy 
algorithm, the blue one indicates cloud computing 

resource’s utilization growth rate of ant colony algorithm, 

while yellow one is cloud computing resource’s 

utilization growth rate of parallel genetic algorithm. From 
Figure 5, we can see that in the experiment of three 

different resource scheduling algorithm, as the number of 

virtual technology increases, namely when it creases from 

120 to 6000, the corresponding growth rate will increase, 

from 37.4% to 60.5%, and the average also increases to 
51.2%, showing that the utilization of cloud computing 

resource scheduling has a significant increase. Meanwhile 

in the experiment, from the three coordinate curves with 

different colors, it can also be seen that when the 
curvilinear coordinates of different algorithms increase 

sharply then reach a steady state gradually. This shows 

that the proposed algorithm’s performance is the best and 

most stable in cloud computing resources’s utilization. 
Because the algorithm combines both the advantages of 

the ant colony and genetic algorithm, so the calculation of 

interest rates of this two combined cloud computing 

resource scheduling algorithm is significantly higher than 
that of greedy algorithm. Similarly, with the gradual 

increase of the number of virtual technology, fragmentary 

resources also increase, which leads to resources’ 

increasing. 
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Figure 6.  Comparison of several different algorithms’ resources 

virtual technology 

From the experimental data in Figure 6, it can be seen 

that abscissa is number of resources scheduling’s virtual 

technology, and the vertical coordinate is the trend of 
genetic and ant colony’s combined algorithm’s utilization 

rate of cloud resources. Through this 10 groups of 

experimental data with different trends, it can be found 

that as the number of virtual technology increases, 
namely when it creases from 120 to 6000, the 

corresponding growth rate will increase, from 37.4% to 

60.5%, and the average also increases to 51.2%, showing 

that the utilization of cloud computing resource 
scheduling has a significant increase. From the four 

coordinate curves with different color of different 

algorithms, it also shows the blue line’s trend. The 

curvilinear coordinate first increases sharply then reaches 
a steady state gradually. This shows that the proposed 

algorithm’s performance is the best and most stable in 

cloud computing resources utilization, and it has a 

obvious advantage. Because the algorithm combines both 
the advantages of the ant colony and genetic algorithm, 

so the calculation of interest rates of this two combined 

cloud computing resource scheduling algorithm is 
significantly higher than that of greedy algorithm. 

Similarly, with the gradual increase of the number of 

virtual technology, its computational resource’s storage, 

usage, bandwidth, etc. will also increases as the 
calculating number increases, thereby increasing the 

magnitude of its resources, and further shows that the 

resource utilization of the algorithm is the most 

reasonable. It can fully meet the needs of cloud 
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resources’ users and the characteristics of cloud 
computing data center’s system architecture. 

B. Algorithm Convergence 

Assuming L is the optimal solution of resource 

scheduling model, L is a function value of the algorithm. 

During the optimization of ant colony and genetic 

algorithm’s combination, a brown factor u of the 
algorithm will be gained after k +1 times’ iteration, and 

the factor u will be closer to the u after N iterations, 

expressed as follows: 

 ( 1) ( )* * ,k ku u u u k     (15) 

According to the comparison of nature of the 

algorithm’s Brown factor u , it can be found that: 
( ) ( ) ( )( * ) *k k kg u u L L    

So, 
( ) ( ) ( )2 ( * ) ( * ) 0k k kg u u L L     

Then 
( ) ( ) ( ) ( )( 2 ( * ) * ) 0,k k k ks g u u L L       

( 1) 2 ( ) 2* *k ku u u u    

And then, 
After the proving of equation (15), So the optimized 

algorithm combining ant colony and genetic algorithm is 

convergent. 
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Figure 7.  Surface chart of scale of the problem and the number of 

iterations 

100 200 300

T
h

e 
re

la
ti

v
el

y
 l

o
w

er
 r

at
io

 

1

1.1

1.2

1.3

The number of iterations

400 500

N=100

N=60

N=20

 
Figure 8.  Iteration times of algorithm 

In order to verify the convergence of the algorithm, 

this paper conducts comparison between the number of 

physical machines and tasks of cloud resource scheduling. 

Figure 7 shows the iterative relationship trend of ant 
colony and genetic algorithm. Figure 8 shows the number 

of iterations of the algorithm. In the experiment, it can be 

seen from Figure 8 that after the resources user input a 

question of tasks with size M and N physical machines, 
the combined algorithm optimizes the function iterative, 

the complexity of the algorithm is  o mn . As can be 

seen from the comparison of experimental data, when the 

number of tasks is 40, the number of physical machines is 
40, its number of iterations of the algorithm is 154. When 

the number of tasks increases, its value as 250 and the 

number of physical machines is 150, the times of 

iterations of cloud resource scheduling algorithm reach 
498. Then further set a larger scale. when the number of 

tasks is up to 1200, the number of physical machines is 

400, then the times of iterations of resource scheduling 

algorithm’s virtual technology can be 750, and it is the 
biggest number. Experiments further show that: in 

different size, resource users enter a different question, 

the algorithms’ iterative function’s value can all get the 

optimal solution, indicating that the algorithm has 
convergence. 

C. Application of the Model 

VM model can be applied to the cloud environment 

with a larger scale. Figure 9 shows the application mode. 
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Figure 9.  Application scenario of VM in the cloud 

In Figure 9, VM global scheduler real-time receive the 
computing resource usage sent by the virtual machine 

monitor (VM Monitor). According to the job and 

remaining resources to determine the maximized 

effectiveness of the virtual machine placement policy, 
create the virtual machine and assign jobs to the virtual 

machine. Compare with the job scheduler in traditional 

clusters and grid computing environment, firstly VM 

scheduler determines the virtual machine placement 
strategy, namely the instance of how many instances of 

physical computing resources into a virtual machine, and 

then assign the jobs to a virtual machine for execution. In 

a real cloud environment, the jobs preprocessing module 
can be increased in the front of VM scheduler. Through 

the user bids and the user’s preference the job level is 

divided, and it is set from the high and low. The value of 

willing to pay wi are set with different value. After 
grading the jobs are submitted to VM scheduler for 

scheduling. VM model uses the utility maximization as 

the optimization objective and this optimization approach 

has achieved good results in the computer network 
bandwidth allocation. The carried business of the 

computer network has the following characteristics: at the 

same time there are a lot of business reached for service, 

and the quality of service requirements are different, and 
in the peak the network resources are basic full load. So 

when evolving cloud computing, users’ demand for 

computing resources are as common as the demand on 

the network, and the scheduling advantage of VM model 
becomes more apparent. 
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VI. CONCLUSION 

In order to overcome the defects of cloud computing 

resources’ scheduling and optimization, this paper 

proposes resources scheduling algorithm’s optimization 

based on cloud computing. By comparing the 
experimental curves and the optimized solution process 

of ant colony algorithm, genetic algorithm and combined 

algorithm of ant colony and genetic, the experimental 

results show that: the optimal algorithm combined with 
ant colony and genetic enables the storage, computation 

and operation of cloud resources to reach the optimal 

solution, meeting the user's need for using cloud 

resources, and it further proves that the algorithm is 
convergent. 
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