
Adaptive Quantization and Fast Error ResilientEntropy Coding for Image TransmissionR. Chandramouli, N. Ranganathan, and Shivaraman J. RamadossAbstract| Recently, there has been an outburst of re-search in image and video compression for transmission overnoisy channels. Channel matched source quantizer designhas gained prominence. Further, the presence of variablelength codes in compression standards like the JPEG andthe MPEG has made the problem more interesting. Er-ror resilient entropy coding (EREC) [20] has emerged asa new and e�ective method to combat catastrophic loss inthe received signal due to burst and random errors. In thispaper, we propose a new channel matched adaptive quan-tizer for JPEG image compression. A slow, frequency non-selective Rayleigh fading channel model is assumed. Theoptimal quantizer that matches the human visibility thresh-old and the channel bit error rate is derived. Further, a newfast error resilient entropy code (FEREC) that exploits thestatistics of the JPEG compressed data is proposed. Theproposed FEREC algorithm is shown to be almost twice asfast as EREC in encoding the data and hence the error re-silience capability is also observed to be signi�cantly better.On an average, a 5% decrease in the number of signi�cantlycorrupted received image blocks is observed with FEREC.Upto a 2 dB improvement in the peak signal to noise ratioof the received image is also achieved.Keywords|JPEG, image compression, error resilient cod-ing, fading, adaptive quantization.I. IntroductionIMAGE transmission through band limited and high biterror rate fading communication channels, like the wire-less mobile channels, requires good compression algorithmsand error resilient coding techniques. Short fade intervalsinduce high bit error rates. As a result, high data frameerrors occur. Shannon showed that source and channelcoding can be fundamentally separated. The entropy ratereduction is done by the source encoder and the protectionagainst channel errors by the channel encoder. However,the separation is justi�able only in the limit of an arbitraryencoding complexity. In practical systems, when the com-plexity and the delay are the main constraints the tandemsource-channel coding is not optimal [1]. The source andchannel encoders are dependent on each other. Combinedsource-channel coding for image coding has been studiedin [2]. In [3], the problem of optimum quantizer design forsignal transmission over noisy channels is studied. Zero-memory quantizers with smaller bit rates are shown toperform better than high rate quantizers for very noisychannels.Manuscript received |-R. Chandramouli and N. Ranganathan are with the Center for Mi-croelectronics Research, Department of Computer Science and Engi-neering, University of South Florida, Tampa, FL 33620, USA.S.J. Ramadoss is with Digital Video Express, Herndon Parkway,Herndon, VA 20170, USA.This work was done when S.J. Ramadoss was with the Departmentof Computer Science and Engineering, University of South Florida

Variable length codes are frequently used in low rate im-age coding systems. But these are known to be highlysusceptible to channel errors. The critical bits need to beprotected from channel errors in order to prevent the com-plete loss of a transmitted image. The synchronization ofthe decoder to the received bit stream could be lost due tobit errors. This leads to error propagation and the loss ofthe source symbols. The loss of a few blocks of symbolscauses displacements in the received image. Error correct-ing codes that protect the critical bits from channel errorsfor image transmission are analyzed in [4]-[7]. Examplesof the critical bits are the EOB (end of block) markers inJPEG compressed images and the most signi�cant bit of asource symbol. An error in the most signi�cant bit couldcause higher degradation than a corrupted least signi�cantbit. The loss of EOB due to errors leads to catastrophicerror propagation as shown in Fig. 1. Therefore, the highpriority bits need to be protected using channel coding orother methods. But the redundancy due to channel codingreduces the compression e�ciency. Therefore, an optimaltrade-o� between the rate of the source coder and the chan-nel coder is essential.

(a) original image (b) error propagated imageFig. 1. E�ect of Error PropagationBit errors in variable length codes cause synchronizationloss. In [9]-[13], synchronization codes to reduce this lossare discussed. But these codes have to be used infrequentlyin order to reduce the amount of redundancy. Also, the er-ror propagation is limited only to the maximum separationbetween the sync words. Error propagation between di�er-ent sets of variable length codes is not limited by the synccodes. However, most of the compression algorithms usedi�erent types of variable length codes.



Residual redundancy at the output of the source encoderin practical systems is due to the constraints on the encodercomplexity and delay. This redundancy can be exploitedat the decoder to perform forward error correction. In [14],the redundancy at the output of a DPCM coder has beenused to correct channel errors. The redundancy in the ad-jacent vector quantizer indices is exploited in [15]. Adap-tive interpolation in the spatial, temporal and frequencydomains is used in [16] to recover damaged regions of thereceived video signal. Hybrid methods that incorporatemany of these techniques for error protection, correctionand error recovery of video signals for wireless channels arediscussed in [17]-[18].Error resilient coding reduces the redundancy due tochannel coding and yet protects against error propagation.Recently, error resilient encoding for image and video trans-mission have been proposed in [19]-[20]. In [19], error re-silient codes for subband image coding using vector quan-tization is studied. The positions and values of the activeblocks of bits are encoded. A comma bit terminates eachactive block. But it requires a additional overhead of 0.6bits over the entropy bound to code the position of eachtransmitted sample. This overhead is reduced in [20] usinga bit re-organization algorithm. The variable lengths ofdata blocks (in bits) are placed into a �xed number of slotsof equal size using an error resilient entropy coder (EREC).Initially, each block of data is placed into its correspond-ing slot either fully or partially. Then, a prede�ned o�setsequence is used to search for empty slots to place the re-maining bits of each block from the successive stages of thealgorithm. This is done until all the bits are packed intoone of the slots. The decoder synchronizes at the start ofeach block with minimal redundancy. EREC ensures thatthe bits at the beginning of each block is more immuneto error propagation than those at the end. Therefore theerror propagation is predominant only in the higher fre-quencies which are subjectively less important in images.Error resilient coding using bit re-organization has manyadvantages. A graceful degradation with increasing chan-nel bit error rate is obtained. During burst errors, channelcoding fails miserably if the depth of interleaving is in-su�cient. Deep interleaving causes unacceptable delays.On the other hand, error resilient entropy coding producesdata that is corrupted only as long as the burst length withlittle or no additional delay and redundancy.In this paper, we propose an adaptive quantizer and ane�cient error resilient encoder for JPEG compressed im-age transmission over mobile wireless channels. A slow,frequency non-selective Rayleigh fading channel model isassumed. For very low bit error rates, the quantization ta-ble given in [21] for optimal human visual quality is usedfor compression. When the channel bit error rate changes,each entry in the quantization table is multiplied by an op-timum factorM� to control the bit rate at the output of thequantizer. The value of M� is computed using a quadraticmodel that relates the average number of received imageblocks in error and the channel bit error rate. The modelparameters are estimated using extensive simulation and

statistical regression. M� is computed for bit error ratesranging from 10�5 to 10�1. The optimal quantizer for aparticular channel bit error rate is designed using the corre-sponding value of M�. In order to enhance the robustnessof the adaptive system, we also propose a fast error resiliententropy coder (FEREC). Through simulations, it is shownthat the encoder is twice as fast as EREC in packing theblocks of data into slots. As a result FEREC possesses su-perior error containment capabilities. The peak signal tonoise ratio of the received image using FEREC is observedto be higher than that with EREC. A total number of 50images are tested.The paper is organized as follows. In Section II the base-line JPEG scheme used in our analysis is introduced anddiscussed briey. Section III discusses the slow, frequencynon-selective Rayleigh fading channel model. The bit er-ror rate for BPSK transmission is derived as a functionof the average signal to noise ratio. The fading channelsimulator used in our experiments is discussed. The newadaptive quantization strategy is given in Section IV. Thedependence of the quantizer on both the source and channelstatistics is explained. The optimum quantization param-eter M� based on a new model is also derived. In SectionV the proposed fast error resilient entropy coding methodis given. The assumptions, observations and the algorithmare explained in detail. The working of the algorithm isillustrated using a simple example. The simulation resultsare given in Section VI. The advantages of the proposedadaptive quantization and the fast error resilient coder aresupported through simulations. The assumptions used todesign the fast error resilient encoder are also validated. Fi-nally, conclusions and future work are discussed in SectionVII. II. The Baseline JPEGThe JPEG compression standard is widely used for stillimage compression [21]. The input image, X , is partitionedinto N �N sub-blocks followed by the 2-D discrete cosinetransform (DCT) for each sub-block. DCT reduces the in-herent redundancy in the signal. The quantization of theDCT coe�cients controls the achieved compression ratio.The DC coe�cient has higher energy than the AC coef-�cients. Therefore, most of the AC coe�cients are quan-tized to zero. Each DCT coe�cient is divided by the cor-responding quantization factor in the quantization tableand truncated to an integer value. Dequantization is theinverse process. The quantization table in JPEG is de-signed using criteria based on the visibility threshold val-ues for the DCT basis functions. Table I gives the visibil-ity threshold values of the quantizer for a 8� 8 sub-blockof an image [21]. It is clear from the table that the DCand the lower frequency AC coe�cients are �nely quan-tized and the higher frequency AC coe�cients are coarselyquantized. This is because, the energy of the DCT co-e�cients are concentrated mostly in the lower frequencycoe�cients. The quantization error is controlled by thequantization threshold values. The quantized coe�cientsare then zig-zag scanned, run-length and Hu�man encoded



16 11 10 16 24 40 51 6112 12 14 19 26 58 60 5514 13 16 24 40 57 69 5614 17 22 29 51 87 80 6218 22 37 56 68 109 103 7724 35 55 64 81 104 113 9249 64 78 87 103 121 120 10172 92 95 98 112 100 103 99TABLE IThe 8� 8 JPEG quantization tableto get the �nal JPEG compressed image. Decompressionis the exact reverse process.III. Fading Channel ModelFading is caused due to randomly time-varying channelresponses. If the signaling interval T is smaller than the co-herence time of the channel, the channel attenuation andphase shift are approximately constant for that time in-terval. This leads to a slowly fading channel. When thesignal bandwidth is much smaller than the coherence band-width of the channel, the channel is said to be frequencynon-selective. That is, all the frequency components ofthe transmitted signal undergo the same attenuation andphase shift. In this study, we consider a slow, frequencynon-selective Rayleigh fading channel with additive whiteGaussian noise (AWGN). If the transmitted signal is s(t),the received equivalent low pass signal in one signaling in-terval is r(t) = �e�j�s(t) + z(t); 0 � t � T (1)where � is the random channel attenuation and � is the ran-dom phase shift. z(t) represents the complex valued whiteGaussian noise process. The probability density functionof � and � are given byf(�) = ��2 e��2=2�2 ; � � 0 (2)g(�) = 12� ; �� � � � � (3)Since the channel fading is slow, it can be assumed thatthe phase shift � can be estimated from the received signalwith very small error. Hence, coherent detection of thereceived signal is possible. If Eb denotes the energy per bitand N0 is the noise power, then the conditional bit errorprobability for BPSK modulation is [1]pe() = H(p2) (4)where  = �2Eb=N0 is the signal to noise ratio for a �xed� and H(x) = 1p2� R1x e�t2=2dt. Therefore, the probabilityof error for any attenuation � is given bype = Z 10 pe()p()d (5)= 12 �1�r �1 + ��

where � = EbN0E(�2) is the average signal to noise ratio.The fading channel simulator that we used is basedon [23]. The set-up of the slow, frequency non-selectiveRayleigh fading channel simulator used in our analysisis shown in Fig. 2. Two independent time-varying zeromean Gaussian noise sources are used for the in-phase (I-channel) and the quadrature phase channels (Q-channel).The Gaussian random variables g1 and g2 pass througha low pass �lter that simulates the e�ects of the Dopplerfrequency shift. The �ltered in-phase and the quadraturephase noise components, namely, gI1(t) and gQ2 (t) togethergive the Rayleigh distributed fading channel.
����-- ?6 -Gaussian SourceGaussian Source Low Pass FilterLow Pass Filter

(Quadrature phase)(In-phase) g1(t)
g2(t) h(t)+gI1(t)

gQ2 (t)Fig. 2. Fading channel simulatorIV. Adaptive Quantizer DesignIn this section, we briey discuss the e�ects of the chan-nel on the source quantizer. A new model to design thequantizer that matches the channel and the human visibil-ity threshold level is proposed. The optimal quantizer ischosen based on the feedback from the receiver regardingthe channel error rate.A. Channel E�ects on Source QuantizerThe errors in the reconstructed image sub-blocks areboth due to the quantization and channel errors. At highbit error rates, pe, a high rate quantizer is more sensitiveto the channel errors. This causes many received blocks ofdata to be in error. But, we do not use any explicit channelcoding in order to design a simple encoder and also avoidthe additional redundancy. Also, we want to study purelythe performance of the adaptive quantizer and FEREC. So,a lower rate quantizer is used by scaling up the entries ofthe quantization table by the quantizer factor, M , result-ing in a fewer number of transmitted bits. This causes areduction in the number of bit errors and hence the sub-block errors in the received signal. The number of blocksthat are in error is a minimum for the optimal choice ofM , namely, M�. If the bit rate is reduced further then thequantization errors contribute signi�cantly to the degra-dation in the received signal. Therefore, the number of



image sub-blocks in error increases again. If X denotes thesource image, U is the quantized image and V is the re-ceived image, then the reconstruction error variance for anoisy channel is given by�2rec = E [X � V ]2 (6)= E [(X � U) + (U � V )]2= E [X � U ]2 +E [U � V ]2 + 2E [(X � U)(U � V )]= �2q + �2c + 2�2mThe quantities �2q , �2c and �2m denote the quantization,channel and the mutual error variance. The mutual errorarises when the channel noise is mapped into reconstruc-tion noise. This is equal to zero when the channel errorprobability is zero or a Max-quantizer is used [24]. Butin practice, the contribution of �2m can be neglected fora small bit error probability [3], [24]. Therefore, the re-constructed error is approximately equal to the sum of theerrors due to quantization and the channel. This leads tothe quantizer limited and the channel limited conditions.But, in our simulations we have implicitly accounted forthe mutual error variance. The quantization error varianceis minimized using the optimal quantization values in Ta-ble I under error free channel conditions. When the channelis noisy, �2c is minimized by scaling the values of Table I bya proper choice of the quantizer parameter, M . Therefore,�2rec is minimized by the optimal choice of M . Thus, theoptimal value M� is a function of both �2q and �2c .B. Q-C ModelingComputing closed form expression for the optimal visi-bility quantization threshold values under noisy conditionsis di�cult. Therefore, an empirical method is used to com-pute the optimal quantizer. A N � N sub-block of thereceived image is deemed erroneous if the peak signal tonoise ratio (PSNR) for that block given byPSNR = 10 log100BBBBB@ 25521N2 i=N�1Xi=0 j=N�1Xj=0 (U(i; j)� V (i; j))21CCCCCA(7)is less than 40 dB. We call the quantizer-channel errortrade-o� as the Q-C curve. It relates the number of imagesub-blocks in error and the value of M . The parametersof the model are computed empirically using statistical re-gression for bit error rates ranging from 10�5 to 10�1. Therate of the quantizer can be adapted to the channel bit er-ror rate by suitably changingM . M� is computed for eachchannel error rate. A look-up table is used for the adap-tive quantization. To compute M�, M is varied in steps of0.1 and the average number of erroneously received imagesub-blocks is computed for each pe. The Q-C curves (non-smooth) when N = 8 averaged over 50 images compressedusing the baseline JPEG con�guration are shown in Fig. 3,4 and 5.
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Fig. 3. Q-C curve for pe=10�1
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Fig. 4. Q-C curve for pe=10�2As expected, for a high value of pe, the channel errorsdominate. But this e�ect diminishes with coarser quan-tization. For higher values of M , the quantization errordominates. For a �xed pe the �gures suggest that the Q-Ccurve can be modeled asB(M) = a0 + a1M + a2M2= a2 �M ��� a12a2��2 + 4a2a0 � a214a2 (8)B is the average number of received image sub-blocks thatare in error and ai, i = 0; 1; 2 are the unknown parametersof the model. We use statistical regression to estimate theai's. It is clear from Fig. 3-Fig. 5 that the model �ts theactual Q-C curve very well. It is possible that the modelingerror could be large when the channel behaves abnormally.But we have found through experiments that the second
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Fig. 5. Q-C curve for pe=10�3pe M�10�1 4.6910�2 4.7110�3 2.710�4 2.310�5 1TABLE IILook-up table for M�order model works well most of the time. Clearly, M� isgiven by M� = argminM B(M)= � (a1=2a2) (9)The value of M� for various pe is given in Table II.V. Fast Error Resilient Entropy CoderWe say that the error resilient encoder has convergedwhen all the data bits have been packed into the slots.The number of stages for the algorithm to pack the bitsis de�ned to be the speed of the algorithm. The speedof convergence of the EREC depends mainly on the e�-ciency of the search strategy (the o�set sequence) to �ndan empty slot. Though the search method used in ERECis intuitively appealing and simple, it fails to exploit thestatistics of the data fully. Various compression methodsproduce data with di�erent statistical properties. By usingthis information to design the o�set sequence we can designfaster and better error resilient entropy coders. We proposean error resilient encoder that uses the fact that the lengthsof the successive symbols (in bits) of a JPEG encoded sig-nal are highly correlated due to the zig-zag scanning alongwith run length and Hu�man encoders. We introduce some

terminology that will be used to describe the proposed al-gorithm. Let bi; i = 1; 2; � � � ; N1 denote the ith block ofdata to be placed in N1 slots of length each equal to L.Here, N1 corresponds to the total number of output sym-bols from the Hu�man encoder and L is the average codelength. Let l(bi) denote the number of bits in block bi tobe placed into the slots and l(sni ) be the number of bits inslot si at stage n of the algorithm. The indicator functionis denoted by I . In the de�nition given below we drop nfor convenience.De�nition 1: The set F=fsi; si+1; � � � ; skg is called a fullcluster if Ifl(sj )=Lg = 1, j = i; i+ 1; � � � ; k, Ifl(si�1)=Lg = 0and Ifl(sk+1)=Lg = 0.De�nition 2: The set E=fsi; si+1; � � � ; skg is called apartially full cluster if Ifl(sj )=Lg = 0, j = i; i + 1; � � � ; k,Ifl(si�1)=Lg = 1 and Ifl(sk+1)=Lg = 1.The output blocks of the JPEG source coder whoselength exceeds L are more likely to be followed by similarblocks. Likewise, blocks of size less than the average lengthwill precede blocks of the same nature. The initial stage ofFEREC is similar to EREC. Therefore, Ifl(bi)�Lg = 1 im-plies Ifl(si)=Lg = 1 immediately after the �rst stage. Sinceconsecutive blocks have similar lengths, the probability ofblock bi �nding a partially full slot sj is high for j > i+ 1when l(bi) � L. Therefore, the block has to cross the fullcluster and reach the partially full cluster in the successivestages to be placed in a slot. If F1; F2; � � � ; Fm denote them full clusters, then the average length of a full cluster isgiven by Lf = � 1m [C(F1) + C(F2); � � �+ C(Fm)]� (10)and for r partially full cluster it is equal toLe = �1r [C(E1) + C(E2); � � �+ C(Er)]� (11)where, C denotes the cardinality of a set and d:e is theceiling function. On an average a block crosses d(Lf +Le)=2e slots to �nd a free slot. This suggests that a betterinitial o�set, �1 equal to d(Lf + Le)=2e should speed upthe packing of the data bits into the slots. Since, amongthe deterministic o�set schemes the bi-directional search isfound to be better in [19], we use a variation of it for thesuccessive stages. In particular, the o�set for the successivestages is given by�n = 8<: ��1; if n = 2�1 + (2k � 1) (mod N1) if n = 2k + 1�1 � (2k � 1) (mod N1) if n = 2k + 2(12)for k = 1; 2; � � �. The algorithm can be described as followsfor i=1 to N1/* Initialize lengths of slots */length(s0i )=dLeendforn = 1for i= 1 to N1



/* Compute number of bits in si */ki=min(l(bi),dLe)/* Place bi in si at stage n */sni (1 : ki) = bi(1 : ki)endforfor i= 1 to N1/* No. of bits in bi remaining to be placed */ri=l(bi)-dLeendforrepeat/* Increment stage number */n = n+1for i= 1 to N1if ri > 0if (dLe � ki+�n) > 0temp = min(dLe � ki+�n ; ri)sni+�n (ki+�n + 1 : ki+�n+temp)=bi(l(bi)� ri+1:l(bi)-ri+temp)/* Update the number of bits in bi remainingto be placed */ri=ri-temp/* Update the number of bits in si+�n */ki+�n=ki+�n+tempendifendifendforuntil ri � 0,8i = 1; 2; � � � ; N1The algorithm arranges the blocks such that an errorpropagation does not a�ect the most signi�cant bits ofother blocks. This is especially important in the case of theJPEG encoder, where, the most signi�cant bits carry moreinformation than the least signi�cant bits. To understandhow the FEREC algorithm prevents the error propagationfrom a�ecting the most signi�cant bits, let us consider thedecoding of the slots into their respective blocks after anoisy transmission. Both the encoder and the decoder areassumed to know the values of the total number of FERECslots N1, the length of each slot and the total number oftransmitted bits. The decoding is done until the end of ablock is reached. If a bit in a block gets corrupted it is pos-sible that the end of the block is not detected. This meansthat the least signi�cant bits of other blocks can be treatedas a part of the current block. Hence, any error that occursin a particular block a�ects only the least signi�cant bitsof the other block but not the most signi�cant bit.An ExampleThe working of FEREC is explained using an example. Wemap a set of 8 blocks of length 11, 9, 4, 3, 9, 12, 6, 2 bitsrespectively onto the 8 slots of size equal to 7 bits eachusing FEREC. The full clusters are f11, 9g and f9, 12gand the partially full clusters are f4, 3g and f6, 2g. Thisgives Lf = Le =2. Therefore, the initial o�set is equal to2. The various stages of the algorithm is shown in Fig. 6.The search for empty slots is done using successive o�setsequal to 0, 2, -2, 3, -1. The o�set 0 corresponds to the

initial mapping of the blocks onto the slots.VI. Simulation ResultsSimulations were done using �fty 256 � 256 8-bit graylevel images that were compressed using the baseline JPEGin order to compare the speed and error resilience of ERECand FEREC. The images are given in [22]. The image sub-block size was chosen to be 8 for encoding. The Hu�manencoded data was re-organized using FEREC before trans-mission. The fading channel simulator described in sec-tion III was used for the experiments. For each bit errorrate, the parameters of the simulator were computed andthe Rayleigh fading envelope was generated. A transmis-sion rate of 64 kb/s was considered. A carrier frequencyof 2 GHz and a Doppler frequency of 2 Hz was used tosimulate the slow, non-frequency selective Rayleigh fadingchannel. We further assume that the values of the totalnumber of FEREC slots, N1, the length of each slot andthe total number of transmitted bits is sent to the decoderas protected header information. Table II was assumed tobe known to both the encoder and the decoder. No post-processing was done on the received image to mitigate thee�ect of channel errors. Depending on the feedback fromthe receiver regarding the channel conditions the transmit-ter adaptively chose the optimal quantizer using Table IIto enhance the error resilience capability. In [19] a ran-dom o�set sequence is shown to converge faster than thebi-directional and uni-directional search sequence. We ob-served a similar behaviour with FEREC. Without loss ofgenerality, we used the bi-directional o�sets for our compar-isons since the main di�erence between EREC and FERECis in the initial o�set computation. Channel bit error ratesranging from 10�4 to 10�1 were considered. Fig. 7 showsthe original image for which the results are reported.

Fig. 7. Original image-"House"A. Performance of adaptive quantizationFig. 8-Fig. 10 show the reconstructed image with (M 6=1) and without (M = 1) adaptive quantization. Theproposed optimal quantizer multiplication factor (QMF)
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8 Fig. 6. An example of FEREC

Image Quantized with QMF = 1.0 Image Quantized with QMF = 4.7Fig. 8. Reconstructed images when pe = 10�2

Image quantized with QMF=1.0 Image quantized with QMF=2.7Fig. 9. Reconstructed images when pe = 10�3



Image quantized with QMF=1.0 Image quantized with QMF=2.3Fig. 10. Reconstructed images when pe = 10�4matched to pe is observed to result in a better performancethan a �xed quantizer. Both the visual quality and the re-ceived PSNR is higher than �xed quantization. A similartrend is observed for other bit error rates also.B. Speed-up of FEREC over EREC
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Fig. 11. Number of iterations for EREC and FERECThe speed-up of FEREC over EREC is de�ned asSpeed-up = No. of iterations for EREC to convergeNo. of iterations for FEREC to converge(13)The decrease in the number of unplaced data blocks withthe iteration number is shown in Fig. 11 for the "House"image. FEREC is observed to converge in nearly half thenumber of iterations when compared to EREC. Therefore,the error resilient property of FEREC is expected to be
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Fig. 12. Speed-up of FEREC over EREC for 50 images
better than EREC. We �nd that this is true as discussedlater. The speed-up of FEREC for �fty images is shown inFig. 12. It is observed to be nearly 2 for most of the images.The images corresponding to the numbers are given in [22].This speed-up is achieved due to the search strategy thatavoids searching the slots which are more likely to havebeen �lled by other blocks in the previous iterations. Wenote that there could be a decrease in the speed-up whenthe data lengths are not su�ciently correlated. However,the output of the JPEG coder has a signi�cant amountof correlation. Therefore, we almost always gain due toFEREC.
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Fig. 13. Percentage blocks corrupted for EREC and FERECC. Percentage of signi�cant corruptionThe percentage of signi�cantly corrupted received imagesub-blocks is an important measure of comparison. A sub-block is said to be signi�cantly corrupted if its PSNR isless than 40 dB. The threshold is set to 40 dB becausethis corresponds to a good visual quality. Fig. 13 showsthe percentage of signi�cantly corrupted sub-blocks for the"House" image for various channel bit error rates. FERECis observed to outperform EREC.
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Fig. 14. PSNR without adaptive quantization for EREC and FERECD. Peak SNR and bit error rateThe peak SNR of the received image using EREC andFEREC is shown in Fig. 14 and Fig. 15. The resultsare compared in the absence and the presence of adaptivequantization. Both the algorithms exhibit similar trend
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Fig. 15. PSNR with adaptive quantization for EREC and FERECwith the adaptive quantizer resulting in a higher PSNR.FEREC consistently gives a higher PSNR than EREC forboth the cases. Though PSNR alone does not truly reectthe visual quality, when combined with the percentage ofsigni�cantly corrupted blocks it throws enough light on theperformance of these algorithms.VII. ConclusionsAn adaptive quantizer for JPEG compressed imagetransmission in a slow, frequency non-selective Rayleighfading channel is presented. The quantizer design incorpo-rates the source and the channel characteristics using theQ-C curves. A fast error resilient coding technique that ex-ploits the JPEG compressed source statistics is proposed.It is shown that it performs better than the EREC algo-rithm in terms of the speed of its convergence and errorresilience. The average speed-up of FEREC is nearly twoover a set of �fty images. On an average, a 5% decreasein the number of signi�cantly corrupted blocks is also ob-served. The improvement in the peak SNR of the receivedimage is upto 2 dB when compared to EREC. Modi�cationsof the method that take into account the characteristics ofcompressed video is an interesting problem to study.AcknowledgmentsThe authors wish to acknowledge the anonymous review-ers for their comments and suggestions that helped in im-proving the presentation of the paper.References[1] A.J. Viterbi and J.K. Omura, Principles of Digital Communi-cations and Coding, NY: McGraw-Hill 1979.[2] J.W. Modestino, D. Daut and A.L. Vickers, "Combined sourcechannel coding of images over the block cosine transform", IEEETrans. on Communications, vol. 29, pp. 1262-1274, Sept. 1981.[3] A. Kurtenbach and P. Wintz, "Quantization for noisy channels",IEEE Trans. on Communication Tech., vol. 17, pp. 291-302,April 1969.
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