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Abstract

Optical interconnections for communication networks and multiprocessor systems have been studied ez-
tensively. A basic element of optical switching networks is a directional coupler with two inputs and two
outputs (hereafter referred to simply as switching elements or SEs). Depending on the control voltage applied
to it, an wnput optical signal is coupled to either of the two outputs, setting the SE to either the straight or the
cross state. A class of topologies that can be used to construct optical networks s multistage interconnection
networks (MINs), which interconnect their inputs and outputs via several stages of SEs. Although optical
MINs hold great promises and have demonstrated advantages over their electronic counterparts, they also
wntroduce new challenges such as how to deal with the unique problem of avoiding crosstalk in the SEs. In
this paper, we survey the research carried out, including major challenges encountered and approaches taken,

during the past few years on optical MINs.

1 Introduction

Electronic multistage interconnection networks (MINs) have been studied extensively as an impor-
tant interconnecting scheme for communication and parallel computing systems [10]. Fiber optic
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communications with photonic switching promise to meet the increasing demand of communication
systems, and received much attention in parallel processing community as well. An optical MIN
can be implemented with either free-space optics or guided wave technology [9]. In this paper, we
consider optical implementation with guided wave technology. Two types of guided wave optical
switching systems can be identified. The first is a hybrid (photonic) approach in which optical sig-
nals are switched, but both the switch control and routing decisions are carried out electronically at
a speed that can be much lower than the bit rate of the optical signals being switched. The second
approach is all-optical switching, which would potentially overcome the speed-mismatch problem
associated with the hybrid approach. However, such systems are not likely to become practical in
the near future [9], and hence only the hybrid optical MINs are considered in this paper.

In an electronic MIN, it is common to use packet switching [10]. However, in hybrid optical
MINs which uses electronically controlled optical switching elements (SEs), such as Lithium Niobate
directional couplers, packet switching requires conversions between optical signals and electronic
ones, which could be very costly. Compared with the switching speed of the SEs, which can be
as fast as hundreds of picoseconds, the process of determining their settings based on the address
information in each packet could become a significant overhead.

For these reasons, circuit switching is usually preferred in optical MINs, with which a direct
connection between the source and the destination is set up by a network controller (or controllers)
before data are sent. Since neither packet processing nor buffering are needed at each SE, circuit
switching can be implemented with SEs that are simpler and faster than those required for packet
switching. Nevertheless, data transmission can still be packetized in order to utilize the network
bandwidth better by letting multiple connections time-share an input/output port of a switch or
a link between two switches.

In this paper, we first describe unique characteristics of optical MINs and in particular, the
crosstalk introduced by the SEs in the next section. We then discuss general approaches to avoiding
crosstalk via network dilation and especially the time domain dilation approach in Section 3. In
Section 4, the ability of time domain dilated optical MINs to embed regular structures such as
rings, meshes and trees, and to realize permutations is presented. In Section 5, algorithms for
establishing an arbitrary set of connections are studied and numerical results from performance
analysis and simulation are presented. Finally, we conclude our paper by identifying new research
topics in the area of optical MINs.

2 Unique Characteristics of Optical MINs

Wide-band optical signals can be switched under electronic control using directional couplers be-
tween Ti:LiNbO3 waveguides on a planar LiNbO3 crystal [1]. The basic SE is a directional coupler
with two active inputs and two active outputs. Depending on the amount of voltage at the junction
of the two waveguides which carry the two input signals, either of the two inputs can be coupled
to either of the two outputs. Many architectures have been proposed to construct an N x N MIN
using the 2 x 2 directional coupler as the basic component. These architectures are essentially
similar to those of electronic MINs.

Much research has been done on electronic MINs in the literature. Some of the analytical
methods and results are also applicable to optical MINs. However, optical MINs also hold their
own challenges. For example, one problem is path dependent loss. In a large MIN, a substantial
part of this path dependent loss is directly proportional to the number of couplers along an optical
path, which is determined by the architecture used and the network size.



Another problem in optical MINs is optical crosstalk, which occurs when two signal channels
interact with each other. There are two ways in which optical signals can interact in a planar
switching network. The channels carrying the signals could cross each other in order to embed a
particular topology. Alternatively, two paths sharing a SE will experience some undesired coupling
from one path to another within a SE.
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Figure 1: Crosstalk in an electro-optical switching element (SE).

Figure 1 shows an example of crosstalk in a SE. In the figure, the SE is set to straight (Figure
1(b)), the main signal is injected at the upper input as shown in Figure 1(a), and a crosstalk signal
having a small fraction of the input signal power may be detected at the lower output. Hence,
when a signal passes many SEs, the input signal will be distorted at the output due to the loss
and crosstalk introduced on the path. Experimental results [4] show that it is possible to make
the crosstalk from passive intersections of optical waveguides negligible by keeping the intersection
angles above a certain minimum amount. Studies also indicate that the crosstalk problem is more
severe than the path dependent loss problem with current optical technology [1], [9]. Thus, switch
crosstalk is the most significant factor which reduces the signal-to-noise ratio and limits the size
of a network. This unique characteristics in an optical MIN lead to different design and analysis
approaches from those used in its electronic counterpart.

3 Approaches to Avoiding Crosstalk

To reduce the negative effect of crosstalk, various approaches which apply the concept of dilation
in either the space or time domains have been proposed [4, 5]. With the space domain approach,
extra SEs (and links) are used to ensure that at most one input and one output of every SE will
be used at any given time. With the time domain approach, the same objective is achieved by
treating crosstalk as a conflict, that is, two connections will be established at different times if they
use the same SE (even if they use different inputs and outputs of the SE). With the wavelength
domain approach, only the wavelength channels that are far apart from each others are assigned
to the same SE. The following discussions will concentrate on the first two approaches.

3.1 Space and Time Domain Dilations

As an example of dilating a MIN in the space domain, Figure 2 shows a 2 x 2 dilated Benes
network (DBN) proposed in [4]. The idea is to duplicate hardware to avoid crosstalk. Note that
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Figure 2: A 2 x 2 DBN.

although the DBN has four inputs and outputs, only half of them will be available to its users.
More specifically, only inputs and outputs numbered, in binary, 00 and 10 are used for establishing
two connections. This way, the crosstalk signal generated from one connection will not interfere
with the signal carried by the other connection. Its construction is recursive in nature. A 2 X 2
DBN, which is a basic building block, has four inputs and four outputs but can only be used for
two connections. An N x N DBN has 2N inputs and outputs although only N of them are used
for source and destination connections. The network can be constructed from two N/2 x N/2
subnetworks by putting one on the top of another, and interconnecting the two subnetworks with
a front and an end stages as depicted in Figure 3. The number of stages in an N x N DBN, M(N),
satisfies the recursively defined equation, M(N) = M(N/2)+ 2 where M(2) = 2. By solving the
equation, we have M(N) = 2log N, which is referred to simply as M in Figure 3.
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Figure 3: A recursively constructed NV x N DBN.

Since signals go to only one of the two inputs of the SEs at the first and the last stages, crosstalk-
free is guaranteed at these two stages. In addition, it is possible to realize any permutation by
setting the SEs at each stage such that only one input per SE will be active at any given time, or
in other words, crosstalk will be avoided at all stages.

A blocking MIN such as the Banyan may also be dilated in a similar way (see Figure 4(a) and
(b)). A dilated Benes (or Banyan) network can realize the same set of permutations crosstalk-free
as a regular Benes (or Banyan) can with crosstalk. In either case, the number of SEs (and links)
in a dilated network, which is slightly larger than twice of the regular one, may be considered
to represent the space cost for crosstalk avoidance. There are two variations of spatially dilated
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Figure 4: Four switching networks: (a) A 4 x 4 dilated Banyan. (b) An 8 x 8 Banyan. (c) A 4 x4
Dilated Slipped Banyan (DSB) and (d) A two-plane 4 x 4 Banyan.



blocking networks: one is the Dilated Slipped Banyan (DSB) [7] shown in Figure 4(c), and the
other is a two-plane Banyan shown in Figure 4(d). In these space domain dilated networks, the
crosstalk problem is avoided using more hardware.

It should be obvious that no permutation can be realized crosstalk-free in a regular MIN since it
requires that at most one input and one output of any SE can be active at a time. However, using
the time domain dilation approach [5], which is a special instance of a connection paradigm called
Reconfiguration with TDM (or RTDM) proposed by Qiao, et al., a permutation may be partitioned
into two (or more) sub-permutations such that each can be realized in a MIN crosstalk-free. In
this way, a permutation can be realized in a regular MIN crosstalk-free in several rounds, one for
each such sub-permutation, which will be referred to as a crosstalk-and-conflict-free (CF) mapping.
The number of rounds (or CF-mappings) needed for any permutation, which is at least two, may
be considered to represent the time cost for crosstalk avoidance. Similar approaches for avoiding
crosstalk by using more hardware have also been studied in the design of photonic MINs capable
of interchanging time slots in [7, 2, 3].

3.2 Space-Time Trade-offs and Implications

As to be discussed in Section 4.2, it was shown in [5] that the number of permutations that can
be partitioned into two CF-mappings in a regular Banyan exceeds the number of permutations
that can be realized crosstalk-free (in one round) in a dilated Banyan. This seems to indicate that
if the cost in time (in terms of the number of rounds) and in space (in terms of the number of
SEs and links) were interchangeable, then the time domain dilation is more effective in realizing
permutations than the space domain dilation. In addition, if hardware complexity is not a concern,
then a two-plane Banyan may be used instead of the dilated Banyan since both have approximately
the same space cost, but the former can be more powerful.

Time domain dilation is not only useful for avoiding crosstalk in realizing permutations in
blocking MINs, but also for establishing an arbitrary set of connections that would normally cause
conflicts in blocking or nonblocking MINs (dilated or not) by partitioning the set into several CF-
mappings. Let Ty and T, be the average time cost of a set of arbitrary connections in a dilated
Banyan and an undilated (i.e. regular) Banyan, respectively. Analysis to be presented later in
Section 5 has shown that 7, < 27,;. Since the space cost of the former, denoted by 5y, is more
than twice of that of the latter, denoted by S5,, we have 5, - T, < Sy - Ty, which implies that
the time domain dilation may be more cost-effective provided that the cost in time and in space
were interchangeable. An intuitive explanation is that the time domain approach integrates the
solutions to the crosstalk and path conflict problems while space domain dilation only deals with
crosstalk avoidance and still relies on time multiplexing techniques to resolve path conflicts.

The above discussions have the following implications on the implementation of optical MINs.
First, whenever the limit on the network size is reached, the time domain approach may be used as
a viable way to trade the maximal bandwidth available to each individual input and output pair for
increased connectivity. Secondly, it is useful when future technology allows the transmission rate to
scale up faster than the network size, or in other words, when the cost of increasing the bandwidth
of each connection becomes as “cheap” as (or even cheaper than) the cost of constructing a network
of twice of its original size.

For example, assume that one has a 16 x 16 dilated Banyan or a 32 x 32 Banyan, which has
essentially the same hardware complexity. To connect 32 sources with 32 destinations using the
former in the space domain dilation approach, two sources (and destinations) need to be multiplexed
onto a single input (and output, respectively). An alternative is to use the latter as in the time



domain dilation approach, thereby letting each source and destination connect to its own input and
output, but of course, only one of the two sources (destinations) sharing the same SE can transmit
(receive) at a time. Assume that the channel bandwidth (as determined by the transceiver rate) is
2.5 Gb/s, then theoretically speaking, in both cases, the bandwidth available to each source and
destination pair would be 1.25 Gb/s when traffic is evenly distributed among all inputs and outputs.
Based on the above cost-effective analysis, however, using the time domain dilation approach may
achieve a better bandwidth utilization, or in other words, results in a higher effective bandwidth
between a source-destination pair.

Continue the above example and assume that there is a need for network evolution in which
the bandwidth for a source-destination pair can be increased to 2.5 Gb/s. Instead of trying to
build a 32 x 32 dilated Banyan (or equivalently a 64 X 64 Banyan), which may not be feasible, the
time domain dilation approach can be used, which deploys 5Gb/s transceivers but still uses the
32 x 32 Banyan. Of course, it is possible that increasing the network size is feasible and hence, the
space domain approach is more desirable. However, if hardware complexity size is not a concern,
a two-plane Banyan may be used instead as mentioned above.

4 Establishing Connections with Regular Patterns

To help close the gap between the relatively slow electronic processing speed and the high bandwidth
of an optical MIN, the RTDM paradigm, which is a generalization of the time domain approach for
avoiding crosstalk, was proposed by Qiao, et al. Specifically, when the set of connections cannot
be established in a MIN due to conflicts, it is desirable to partition it into a minimum number of
CF-mappings. Once these CF-mappings and corresponding network configurations are determined,
a sequence of control signals needed to set each SE appropriately can be stored in a cyclic shift-
register. At run time, the MIN can simply go through a sequence of configurations under global
synchronization without incurring much overhead that would have been introduced had complex
electronic processing is involved.

In this section, we examine the ability of optical MINs, especially Banyans, to emulate (or
embed) regular structures such as rings, meshes and trees, and to realize permutations.

4.1 Emulation of Common Structures

There are two basic control modes applicable to MINs. The first is called switch control, under
which the switches in the network are controlled independently of each other, and hence can be set
to different states at any given time. The second is called stage (or column) control under which,
the switches at the same stage are controlled by one common signal, and hence have to be in the
same state at any given time.

The DSB network (shown in Figure 4(c)) was proposed to facilitate stage control of a dilated
Banyan, thus requiring only one control bit (e.g. [0] for straight and [1] for cross) per stage, and
more importantly, one electronic driver circuit per stage. An N x N DSB can emulate a fully-
connected network of the same size by applying the time domain approach (along with the space
domain approach). Specifically, the set of N(N — 1) connections in the fully-connected network
can be partitioned into N CF-mappings as follows: the k-th CF-mapping, where 0 < k£ < N — 1,
contains connections from input ¢ to output j as long as ¢ @ j = k, where ¢ is the bit-wise
exclusive-OR operation. The control word (CW) to set the corresponding configuration in the
DSB is CW = [0]k & [k]0. By going through a sequence of N configurations corresponding to the



N CF-mappings in a time division multiplexed fashion, the DSB provides the equivalent of the
full-connectivity.

While full-connectivity may be reasonable for certain applications such as using the optical
MIN as a hub in a local-area network environment, many programs in a parallel and distributed
computing environment, however, exhibit communication locality and regularity and do not require
the full connectivity. Accordingly, we can reduce the number of CF-mappings needed and thus
increase the network bandwidth utilization in most cases.

Given that many algorithms have been proposed for popular structures such as ring, mesh,
hypercube and binary tree, optimal emulation of these structures in a Banyan by applying the
time domain approach has been considered. For example, while a fully-connected network requires
2N CF-mappings, a ring can be emulated with only two CF-mappings, a mesh with only four
CF-mappings, a cube-connected-circle (CCC) with three CF-mappings, and a hypercube with only
log N CF-mappings. In addition, a complete binary tree of N — 1 nodes can be emulated with
four CF-mappings using an elaborate procedure involving nested recursions. Such an emulation
is shown to be optimal when in-order labeling of the tree nodes is used, but may or may not be
improved to involve only three CF-mappings when other labeling orders are used.

We will discuss issues related to realizing permutations in the next subsection and those related
to establishing a set of arbitrary connections in Section 5.

4.2 Permutation Capability

As mentioned earlier, a dilated Banyan (and Benes) can realize the same set of permutation
crosstalk-free as an Banyan (and Benes, respectively). In [5], a one-to-one but not onto map-
ping between the set of permutations realizable in a dilated Banyan (or Banyan) and the set of
permutations that can be partitioned into two CF-mappings was developed, which showed that the
latter contained more permutations than the former.

In this subsection, we approach this problem from a different angle and consider the permutation
capability of undilated networks. An interesting question is: What is minimum number of passes
required for realizing a permutation in such a network? In other words, we are interested in what
types of partial permutations could be possibly realized crosstalk-free in an optical MIN. Recently,
Yang, Wang and Pan [11] introduced a concept called semi-permutation. A semi-permutation is
a partial permutation that ensures that there is only one active link passing through each input
SE and output SE, and thus it has the potential to be realized crosstalk-free in an optical MIN.
They have shown that any permutation can be decomposed into semi-permutations and the total
number of semi-permutations for an even integer N is 27 - (%)'

A simple algorithm for decomposing a permutation into semi-permutations is also described in
[11]. The basic idea is to construct a bipartite graph for the given permutation between N inputs
and N outputs of the network. Then, for each connected component of the graph, start from a
vertex of this component in the input sets, traverse through an unvisited edge to the neighbor vertex
in the output sets, back and forth until we return to the starting vertex. (During the traversing, a
visited edge is marked “forward” if the traverse direction on this edge is from Vj to V;; and marked
“backward” if the direction is opposite.) Finally, take all one-pair mappings corresponding to the
edges marked with “forward”, to form one semi-permutation; let the remaining one-pair mappings,
corresponding to the edges marked with “backward”, form another semi-permutation. It is easy
to see that the complexity of the above decomposition algorithm is O(N).

Thus, the problem of realizing a permutation in a crosstalk-free network can be transformed
into the problem of realizing semi-permutations in the crosstalk-free network. However, it should



be pointed out that introducing the semi-permutation concept in a network composed of 2 x 2
SEs can only guarantee crosstalk-free in the SEs in the input stage and the output stage of the
network. In fact, realizing a semi-permutation in a single pass implies that there is only one active
input on each SE in the input stage and only one active output on each SE in the output stage.
To ensure the entire network crosstalk-free, we need to know if there exists a proper routing that
can eliminate crosstalk in the SEs in the intermediate stages along different active paths. We look
into this issue for two different types of networks: Banyan and Benes.

Due to the unique path nature of a Banyan network, a semi-permutation is routed through
the network in a fixed switch setting. Consequently, some semi-permutations can be realized in a
Banyan network in a single pass while others cannot. Yang, Wang, and Pan [11] showed that the
number of semi-permutations that can be realized crosstalk-free in an N x N Banyan network in
a single pass is 2iN . N T, By comparing the number of semi-permutations that can be realized
in an N x N Banyan network and the number of all possible semi-permutations for an N-element
set, we can see that there are a substantial amount of semi-permutations that cannot be realized
in a Banyan network, especially when N gets larger.

A Benes network can be constructed by concatenating a Banyan network and a reverse Banyan
network with the center stages overlapped. FElectronic Benes networks are well known for being
capable of realizing all possible permutations [10]. It is not surprising that Benes networks also
have good properties to support permutations in optical networks. Yang, Wang, and Pan [11] have
shown that any semi-permutation can be realized crosstalk-free in a Benes network in a single pass.
They also gave an efficient algorithm for routing semi-permutations. The routing algorithm for a
semi-permutation in an NV X N Benes network is obtained by slightly modifying the decomposition
algorithm described earlier in this subsection.

Now we know that any permutation can be decomposed into two semi-permutations and that
semi-permutation can be realized in a Benes network in a single pass. Therefore, any permutation
can be realized crosstalk-free in a Benes network in two passes. It should be pointed out that
a permutation requires at least two passes in any N X N optical MIN due to the constraint of
crosstalk-free in the input stage of SEs. In other words, two is the lower bound on the number
of passes for any optical permutation networks under the constraint of crosstalk-free. It indicates
that an undilated Benes network reaches this lower bound and realizes permutations optimally.

5 [Establishing Random Connections

When emulating rings, meshes and trees or realizing permutations, the communication patterns
involved have certain regularity. In many applications, communication patterns are irregular in
nature. In this section, we discuss issues related to establishing a set of arbitrary connections in
optical MINs, especially photonic Banyans.

It is always desirable to schedule an arbitrary set of connections in as few rounds as possible.
Such a scheduling problem may be transformed into a graph-coloring problem. However, we are not
interested in making such a transformation because an optimal algorithm derived that way usually
has a time complexity that is exponential to the number of connections to be established, and thus
would be of little or no use in high-speed networks. In fact, no optimal scheduling algorithm with a
polynomial time complexity is available under switch control. Nevertheless, an optimal algorithm
of a polynomial time complexity exists under stage control.

Let us start with a heuristic algorithm for establishing a set of arbitrary (but distinct) connec-
tions in a stage control Banyan network, called Odd-Even. In a Banyan, the control word for each



connection is obtained by exclusive-ORing its input binary representation with its output binary
representation. For example, the control word required for a connection from input S = 7[111] to
output D = 5[101] is W(S, D) = [111] ¢ [101] = [010] implying that stage 1 to stage 3 need to be
set to straight(wy = [0]), cross(wy = [1]) and straight(wy = [0]), respectively. Under this setting,
input 7[111] is first connected to output port (1 0)11 (i.e. 7[111]) at stage 1, which in turn is
connected to output port 1(1& 1)1 (i.e. 5[101]) at stage 2, and finally to output 10(1 4 0) (i.e.
5[101]) at stage 3.
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Figure 5: An 8 x 8 Banyan network and two states of a SI.

From Figure 5, we observe that at every stage, the input and output ports are numbered
in the same way. More importantly, the binary representations of the two input (or output)
ports of a SE at stage k differ only in bit n — k. Accordingly, at stage k, input port FP;, =
Pr—1 -+ - P(n—k41)Pr—kP(n—k—1) - - - PO is connected to output port P,,; = pu_1.. -P(n—k+1)(Pn—k &)
Wy} )P(n—k—1) - - -Po- Accordingly, given two connections (5,D) and (', D) having the same
control word W, they will use a common SE if and only if the hamming distance between S5
and S’ is 1. More specifically, they will use a common SE at stage k if and only if (the binary
representations of ) S and 5’ differ in bit n — k.

For example, the two connections sharing any control word W [w,wywe] that are from S = 0[000]
and S’ = 4[100], respectively, would use the top SE at stage 1. The two connections from 0[000]
and 2[010], respectively, would use the top SE (or the third from the top) at stage 2 if they share
control word [0wjwg] (or [lwywg]). Similarly, the two from 0[000] and 1[001], respectively, would
use the top SE (the second, the third or the bottom SE) at stage 3 if they share control word
[00wo] ([01wg], [10wg] or [11wg]).

A heuristic algorithm called Odd-Fven works as follows. Partition the connections according
to their required control words and their input parities. Specifically, we let O[i] and E[:], where
0 <7< N —1, represent the group of the connections requiring control word 7, but whose input
parities are odd and even, respectively. The number of connections in O[¢] and F[i], ranging from
0 to N/2, will be denoted by |O[¢]| and |E[¢]| respectively.

The heuristic algorithm establishes the connections requiring the same control word in one
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round, as long as they have the same input parity. Since the binary representations of the two
inputs having the same parity differ by at least two (2) bits, the hamming distance between them
is at least 2 (could be 4, 6 and so on). If |O[¢]| > 0 (or |E[é]| > 0), then scheduling the connections
in O[] (or E[¢]) in one round guarantees that they will be SE-disjoint.

Because in a Banyan whose SEs are already set under stage control, there are exactly N/2
connections having even (or odd) input parity. Based on the description of the algorithm, all of
the N/2 connections can be established in one round. Hence, the maximum number of SE-disjoint
connections that can be established in one round under stage-control, N/2, can be reached using
the Odd-Even algorithm. The time complexity of the algorithm is clearly polynomial of the number
of connections to be established.

The Odd-Even algorithm just described may be too conservative since having the same parity
is sufficient but not necessary for connections requiring the same control word to be SE-disjoint.
For example, it is possible that connections having different input parities, such as (0,2) and (7, 5),
are SE-disjoint (in addition to requiring the same control word), and thus can be established in
one round.

The optimal algorithm is an improved version of the Odd-Even algorithm through merging some
connections in one pass. The optimal algorithm tries to reduce the number of rounds resulted from
using the Odd-Even algorithm by merging O[¢] and ETi] into one round. For each control word
i (0 <7< N —1),if both O[¢] and E[i] are not empty, an attempt is made to establish the
connections in the two groups in one round. Specifically, O[i] and FE[i] are merged if (and only if)
every connection in O[7] is found to be SE-disjoint with every connection in E[:]. The attempt to
merge O[i] and E[i] is aborted as soon as a connection in O[i] is found to share a SE with another
connection in E[i].

Note that merging O[¢] and E[i] is the only possible way to reduce the number of rounds because
given two different control words 7 and j, one cannot merge O[¢] with O[j], nor O[¢] with E[j], nor
E[i{] with E[j]. Hence, it is obvious that the algorithm will result in a minimum number of rounds
after the merging takes place and is optimal. Its time complexity is also polynomial of the number
of connections to be established.

The average schedule lengths using each of the two algorithms in a Banyan are shown in Figure
6. For comparison purposes, the schedule length using a heuristic “Greedy” algorithm, which
considers connections to be established randomly and tries to schedule as many connections as
possible in each existing round before using a new round, is also shown. These results are for
N = 32 but the results for other sizes are similar.

As can be seen from Figure 6, when the number of connections to be established, R, is small
(i.e. < 100), the Odd-Even algorithm performs the worst and the Greedy algorithm performs
nearly as well as the Optimal algorithm. In addition, the number of rounds needed in a DSB is
smaller than that needed in a Banyan. However, when R is large (between 100 and 1000), the
Odd-Even algorithm performs nearly as well as the Optimal algorithm since merging becomes rare
and both algorithms result in a schedule length which approaches the maximum (which is 64 for
N = 32). However, the Greedy algorithm performs poorly. Specifically, we note that the schedule
length using the Greedy algorithm will be about 1.8 times longer when N = 32. This is because the
Greedy algorithm allows several connections having one parity to be established in one round with
several other connections having the opposite parity. This results in fewer than N/2 connections in
one round and accordingly, more than 2N rounds for N? connections. Since the Optimal algorithm
has a polynomial time complexity and is only a little more complicated than either the Greedy or
the Odd-Even algorithm, it should be used when the load condition (i.e. the number of connections
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Figure 6: Number of rounds under stage control.

to be established) is unknown or varies greatly.

From Figure 6, we also observe that the schedule length in a DSB reaches its maximum of 32 at
about the same time when the schedule length in a Banyan of the same size reaches its maximum
of 64. Prior to that point, the latter is less than twice as long as the former for a wide range of R

values.

Note that similar results have been obtained even when the connections to be established are
random and may contain duplicates [6]. In addition, when switch control (instead of stage control)
is used, results from both analysis and simulations show that the number of rounds needed in a
Banyan is less than twice that needed in a DSB (see Figure 7).

Average number of CF-rounds with individual switch control
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Figure 7: Average number of rounds in a 32 x 32 Banyan and DSB under switch control.

As mentioned earlier, this means that if we consider the number of SEs (and links) used in a
network as a cost in space, and the number of rounds needed as a cost in time (or wavelength), then
using a Banyan results in better space-time tradeoffs than using a DSB of the same size because
the DSB has at least twice as many SEs and links as the Banyan. A practical implication is that
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when space cost is not a concern, one may use a two-plane Banyan instead of a DSB, both of which
have approximately the same space cost, to reduce the cost in time (or wavelength) [6].

6 Conclusions

Research in optical MINs, in contrast to its electronic counterpart, is still in its infancy. In this
paper, we survey the major challenges encountered and approaches adopted in the research of
optical MINs. As optical MINs are more widely adopted in communication and parallel /distributed
computing systems [1, 9], many new research issues will emerge and demand for better design and
analysis methods. For example, a subject of future research is packet switched photonic MINs with
and without internal buffers and the performance of such MINs when traffic can be self-similar
(or bursty) in nature. Although some work on diagnosing faulty switching elements generating
excessive crosstalk in integrated photonic switching networks has been done, the issues related
to engineering fault-tolerant photonic MINs deserve further investigations. Implementing efficient
multicast operations in optical MINs is also a new challenge. Finally, how to design efficient parallel
algorithms on systems with optical MINs is another interesting research topic.
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